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Preface

Analog design has compared with digital design, still a flavor of art. Art can
be beautiful. However, art in itself is difficult to teach to students as well
as to transfer from experienced analog designers to new trainee designers in
companies.

At the Electronics Research Laboratory of the Delft University of Technol-
ogy for many years the structuring and systematizing of analog design has been
studied. Such studies result in, besides new insights and new circuits, an order-
ing of knowledge that is already known, i.e. a classification of circuit solutions
and methods is obtained. In this way a designer is enabled to get an overview
of (a part of) the analog design field. He or she doesn’t need to know by heart
a long list of circuit solutions and methods. A systematic classification which
clearly shows the trade-offs gives ordering and relative performance of solutions.
This speeds up the design process very much. Further, by classification, solu-
tions not known so far can be found (invented). This is because a new circuit
solution is indicated by an empty class of solutions.

In this book the structured electronic design of high performance harmonic
oscillators and bandgap references is described. The book can be used by expe-
rienced engineers and researchers but also this material can be well applied for
advanced courses in analog design.

Arie van Staveren, October 2000
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Chapter 1

Introduction

For many years designers have been creating electronic circuits and systems
for many types of applications. The designer has to translate requirements
dictated by the application into an electronic circuit within the constraints of
the available technology.

In the early days of the electronics the designer had to realize his circuit
using only passive components and vacuum tubes. In those days the vacuum
tube was a costly element and, consequently, the designer was faced with the
problem of using as few of them as possible. The circuits were relatively small.

After the invention of the transistor by Bardeen at the end of 1947 [1], the
designer was able to use more active components. He gained more freedom in
his design process, but, as more became possible, more was asked from him.
The circuits he had to design became more complex.

Nowadays, the designer is able to use numerous transistors in his circuits
owing to the common availability of IC technology. However, his design prob-
lem has become even more complex. Ongoing miniaturization has driven the
designer to realize larger systems on a chip. Physical sizes decrease, but, in
contrast, the functionality of the systems increases.

The number of requirements which must be fulfilled by an electronic im-
plementation of a system has been increased considerably. For instance, a low
power consumption and a low supply voltage are more or less modern require-
ments. Besides more requirements, the required figures of merit a circuit must
have, gradually increase.

The complete design problem is becoming too large to tackle without a
structured design method. It is hard to keep track of the implications on all
the design aspects when a single parameter is varied. A design process should
be described in an objective language and orthogonalization should be one of
the key words. The complete design process should be divided into several
independent design steps. Each of these design steps should optimize a separate
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design aspect of the total solution. When the design aspects used are completely
orthogonal, the optimum solution is found. Otherwise, fine tuning could be
required to end up at the optimum solution.

Outline of the Book

This book discusses and applies a structured design method for electronic cir-
cuits. The method presented orthogonalizes the design on basis of fundamental
information-theoretical considerations. The cells by which the implementations
are finally realized are single devices. Chapter 2 introduces the formal method.
It describes the required signal transfer in the mathematical language as a dif-
ferential equation, which makes the method independent of technology. Inspec-
tion of the differential equations leads to the distinction of homogeneous and
inhomogeneous differential equations. Homogeneous differential equations do
not have an excitation whereas inhomogeneous differential equations have. The
corresponding electronic implementations are called homogeneous and inhomo-
geneous circuits, respectively. Consequently, circuits are divided into those with
an input signal and those without. The design aspects to be orthogonalized in
the design process are found from Shannon’s theorem [2]: noise, bandwidth and
signal power.

Linear homogeneous circuits have been chosen as the topic of this book.
These are circuits that generate a reference signal without an input signal.
For each order of differential equation the corresponding electronic functions
are derived. From the first-order linear homogeneous differential equation the
DC reference is obtained. The electronic equivalent of the second-order linear
homogeneous differential equation is the harmonic frequency reference. Higher-
order linear homogeneous differential equations do not result in other functions.
An implementation of the DC reference is the bandgap reference. The harmonic
oscillator is an implementation of the harmonic frequency reference. Further, it
is argued in this chapter that the amplifier is an inevitable building block for
realizing these homogeneous circuits and will be discussed, consequently.

Modern systems are increasingly realized in a portable fashion. One of the
main contributors to the size and weight of portable systems are the batteries.
Lowering the supply voltage leads to a reduction in the number of batteries,
e.g. for a 1 V supply voltage only one battery is required. Lowering the power
consumption results in the use of smaller batteries. Therefore, low-voltage low-
power design is a hot topic nowadays, as then only one, relatively small, battery
can be used. Chapter 3 discusses the impact of a low-voltage low-power con-
straint on the performance of circuits related to noise, bandwidth and signal
power. In order to reduce the power consumption of the circuits, class-AB bi-
asing is a very powerful method. Therefore, class-AB biasing is also dealt with
in this chapter.

Amplifiers are required for the design of both, bandgap references and har-



monic oscillators. Therefore, the structured design method is first applied to the
amplifier in Chapter 4. A lot is already known about how to design amplifiers
[3], [4], [5], [6], [7] and [§]. In addition to the new theory which is presented,
common knowledge from literature is used to give a more complete picture. Ide-
ally, the amplifier is not limited in bandwidth and, consequently, does not alter
the order of the differential equation describing the complete system. However,
in practice, amplifiers do have speed limitations and may alter the order of the
differential equation. In order to keep this influence small enough, the band-
width of the amplifier must be large enough. In the literature [9], [10] and [11]
the frequency behavior of amplifiers is mostly reduced to a first-order behavior.
However, to obtain maximal bandwidth for a given amplifier, the largest num-
ber of poles possible has to be used. Chapter 4 presents a structured method
for frequency compensation of the amplifier with the maximum use of the speed
potentials of the devices used.

For oscillators, the phase noise is a very important design aspect. For high-
performance oscillators this phase noise must be relatively low in order to have
a very high frequency stability. At the cost of an increased power consumption,
the relative distance of the phase-noise power to the carrier power can easily
by increased by straightforwardly increasing the resonator power. A more con-
venient, i.e. power efficient, way to increase this carrier-to-noise ratio (CNR)
is by optimizing the oscillator circuit such that the noise contribution of the,
inevitable, active part is reduced to a minimum. In Chapter 5 it is shown that,
among other things, tapping of a resonator is a very powerful method to reduce
this contribution and consequently, increase the CNR.

Many authors have already dealt with the harmonic oscillator. However,
each from another point of view or with another focal point. Boon [12] in-
troduced orthogonality in the design of harmonic oscillators: the required un-
damping and the amplitude control are realized such that they can be designed
independently of each other and, even more importantly, can function indepen-
dently of each other. As orthogonality is also a key word in this book, the basic
models for the harmonic oscillator as described by Boon [12] will be used as the
basis for the discussions in Chapter 5.

Bandgap references have been designed for many years now [13] and [14].
However, a structured design method has never come close to being formulated.
In this book the structured design method as presented in the following chapter
is applied to the design of bandgap references in Chapter 6. Limits with respect
to noise are derived and design examples are also given, including the best
low-voltage, i.e. 1 V, bandgap reference published up to now.

Finally, Chapter 7 discusses and concludes the book.
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Chapter 2

Structured electronic design

2.1 Introduction

The design of electronic circuits is becoming more difficult due to the larger
number of requirements an implementation has to fulfill and due to the increas-
ing complexity of the systems. To cope with this, the design process needs to
be structured to be able to find a circuit in a reasonable time which meets all
the specifications. The search for the best fitting circuit in the space of circuit
solutions needs to be done in a structured way.

A structured design method can be achieved by, among other things, giving
the design process a hierarchical structure. At the highest hierarchical level the
required function is described. In the subsequent levels the implementation of
this function is then done step by step, at each level obtaining a higher level of
refinement of the models, et cetera.

Further, the optimization of the different design aspects is not done at once.
Each design aspect is optimized independently of the other design aspects. Each
separate optimization finds the solution space of order (n-1) in the total space
of the n-th order for which the design is optimal with respect to that design
aspect. The final optimum solution is found at the intersection point of the n
solutions of order (n-1) representing the optimum for the n design aspects.

Structuring a design process implicitly means that the aim of the process
is described in an efficient language. This language is required to accurately
and unambiguously describe the specifications and to ease the evaluation of the
circuit for whether it meets the specifications or not. The specifications for an
electronic system, which are derived from an application, first of all describe
the required signal-processing function. Besides this typical required signal-
processing function, requirements are specified concerning the quality aspects of
this signal-processing, for instance bandwidth and the allowed error due to the

5
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spread in parameters. The language used to describe the design process should
have the ability to make this distinction. The ideal signal-processing function
has to be described at the start of the design process, and during the design
process the quality aspects are introduced somehow.

2.2 Mathematical description language

The obvious language to describe the required signal-processing function is the
mathematical description language. With this description language the required
signal-processing function is described from the point of view of a high level of
abstraction. It can be described independently of any form of implementation
detail such as the topology, the power-supply voltage and the process to be used.

For mathematical problems, a large number of methods for solving them is
available. For many decades mathematicians have been creating methods for
optimizations, methods for manipulating expressions, et cetera. These meth-
ods are independent of any form of application: they are generally applicable.
When a required signal-processing function is described in the mathematical
description language, this complete tool box becomes a resource for the elec-
tronic designer in his design process. Especially, thanks to the high level of
abstraction that is used in the mathematical language, and the independence of
the mathematical methods of electronic design, new relations and methods can
be found for electronic design and consequently, new solutions (circuits) might
be found.

A lot of types of mathematical description languages are available. For
instance, a filter transfer can be described by means of its pole-zero plot or by
means of its state-space description. Further, a description language can include
information about the sequence in which the operations are to be performed,
the so-called algorithmic description languages. Computer languages are an
example of this type. Languages only describing the required function are called
functional description languages. These do not contain any information about
the sequence of operations. This level of abstraction gives more freedom than
the algorithmic languages. Therefore, a functional mathematical description
language is chosen: differential equations.

As the functions to be implemented are now described by mathematical ex-
pressions, the design of electronic systems actually becomes a matter of mapping
a mathematical function to silicon.

2.2.1 Mapping mathematics to silicon

A general mathematical way of describing systems is by means of differential
equations. A differential equation relates the input of a system, the excitation,
to the output, the response. The dependent variable of the differential equation
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is the output of the system. For instance, the second-order linear differential
equation given by:

d%e, . de,
a—&tT‘Fb-EE" +c=¢; (2.1)

describes how the output quantity, e,, depends on the input quantity, e;.

2.2.1.1 Homogeneous and inhomogeneous differential equations

The complete solution of a differential equation is described by the combination
of:

e a general solution;
e a particular solution.

The general solution of a differential equation is found for the case that the
excitation is identical to zero, i.e. from the so-called homogeneous differential
equation . It describes the response of a system on an initial state in the case
of a zero input signal.

The particular solution is found from the differential equation with an exci-
tation, which corresponds to an inhomogeneous differential equation; it is found
for a particular excitation. It describes the solution of the differential equation
for this particular excitation. As the general solution for stable systems decays
as a function of time, the particular solution describes the steady state output
signal of a system as a result of an excitation. From this the input-to-output
transfer can be derived for the system.

For electronic circuits, the corresponding distinction is made. They are
divided into:

e homogeneous circuits;
e inhomogeneous circuits.

Homogeneous circuits are those circuits which do not have an input signal.
Their output signal is a result of the initial state and the natural response of
the circuit, analogous to the homogeneous differential equation and its general
solution.

Inhomogeneous circuits are circuits which have an input signal. Their output
signal is a result of this input signal, which can also be a steady state signal,
and the steady state response of the circuit, analogous to the inhomogeneous
differential equation and its particular solution for an input signal, describing
the solution for infinite time.

'The term homogeneous is also used for differential equations fulfilling the constraint
f(Az,Ay) = A" f(z,y). In that case the differential equation is said to be a homogeneous
differential equation of the n-th order.
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It should be noted that from the electronics point of view, circuits having
no input signal are called autonomous circuits. However, from the mathemati-
cal point of view, autonomous differential equation are equations in which the
independent variable does not appear explicitly, which is a completely different
property of differential equations. As in this book the electronics are based on
mathematics, the terms homogeneous and inhomogeneous are used.

2.2.1.2 Basic operators and operands

When functions to be implemented are described by differential equations, the
required set of operators and operands is limited. Consider the non-linear dif-
ferential equation as given by:

d?y dy
a*ﬁ+w*a—4*m/y—/wdt+6. (2.2)

This differential equation comprises the following operators:

d..

e differentiation %;

integration [ ..dt;

multiplication ..x..;

division ../..;

L ]

addition .. + ..;

subtraction .. — ..;
e cquating .. = ...
The operands of these operators can be:
e a variable;
e a constant;
e a function.

The variable can be independent or dependent. An independent variable is
the input signal, for instance. Its value varies over a complete range. When an
independent variable is intended to have a constant value which may be different
for several situations, it is often called a parameter. The independent parameter
cannot be freely chosen. It is the output signal, for instance.

An operand may also be a function, sin(x) for instance, which results from
another differential equation.

Besides these separate operators and operands, one combination of an oper-
ator and operand deserves special attention. This is:
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e scaling a * ...

Scaling is a multiplication by a predefined constant. In contrast with the mul-
tiplication operator, scaling has only one input.

When for all these operators and operands a structured design method is
available, other differential equations can be implemented straightforwardly.

In the case of very large differential equations, of a relatively high order,
reduction of the order can be done as is commonly done in mathematics. Then,
a set of lower-order differential equations is obtained which can be readily im-
plemented as separate functional blocks. For several applications common func-
tional blocks can be distinguished and as a consequence, the design of those
blocks can be parameterized.

2.2.1.3 Basic functional blocks

From the distinction of homogeneous and inhomogeneous differential equations
the analogous homogeneous and inhomogeneous circuits were defined. A similar
kind of distinction can be made for the basic building blocks. They can be said
to be homogeneous or inhomogeneous, or, when related to the signal-processing
function that has to be realized with those blocks, the two different types of
blocks can be identified:

¢ signal-processing blocks;
e signal-generating blocks.

Signal-processing blocks are filters, amplifiers, detectors and so on, whereas
oscillators and bandgap references are examples of signal-generating blocks.

Restrictions are imposed with respect to the original differential equation as
soon as the differential equation is replaced by a number of basic building blocks
together with a precedence relation. This is because the precedence relation of
the functional blocks introduces an algorithm which was not modeled in the
differential equation. The introduction of the precedence relation changes the
description from a functional description into an algorithmic description. For
example, the block schematic of a radio receiver shown in figure 2.1 already
assumes that the selectivity of the radio is realized completely after the mixer.
However, structured design on the level of differential equations leads to the
conclusion that selectivity is best made when the filtering is done before as well
as after the mixer so that a higher dynamic range can be achieved [1].

In this book the structured design of homogeneous functional blocks is dis-
cussed. For those blocks the homogeneous solution or, in other words, its natural
behavior is important. These blocks have no signal input port; the only input
port they have is a power input port for the supply of power to a load.
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Figure 2.1: A block schematic of a radio receiver.

2.3 Electronic limitations

When using the mathematical description language for describing the function
to be implemented (the required signal-processing function), the designer can
keep all the functions exactly at this highest level. For instance, the multiplier
in the radio, used to convert the desired frequency band to the intermediate
frequency of the radio, multiplies an incoming frequency spectrum with the
signal from a local oscillator:

€out = €gpectrum * €localoscillator- (2.3)

The output signal is always the exact product of the two input signals. In
practice, however, the speed of the mixer is limited. When relatively high-
frequency signals are supplied to the input of the mixer, the output signal is,
due to the limited speed, no longer the exact product of the two input signals.
A non-ideal product operator is found.

At the highest level the designer is not bothered by these limitations of the
practical implementations. In the subsequent levels these non-idealities can be
introduced one by one. For the latter example, the time and space phenomena
are not modeled in the mathematical description; one plus one is instantaneously
two, no delay is found between excitation and solution. Whereas in the practical
case one plus one has to be found, for instance, by adding two equal charges
which are transported over some kind of channel with a non-zero length. As the
speed of charge transport is limited, it will take some time before the solution
is found, i.e. speed limitations.

At each level of the design trajectory new limitations are introduced. Step
by step the models and circuits are refined to end up, finally, with a realistic
circuit. In figure 2.2 a block diagram of the design trajectory from specification
to physical realization is depicted. At the top, the application is found from
which the specifications for the design are derived which must be fulfilled by
the final realization. From these specifications a system description is generated,
the description of the typical required signal-processing function and its quality.
Subsequently, the system is divided into basic functional blocks, i.e. the lowering
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Figure 2.2: Block diagram of a design trajectory.
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Figure 2.3: The space of circuit solutions.

of the order of the differential equations. These basic functional blocks are
implemented by circuits. These circuits together are able to realize the required
signal-processing function. The circuits, in turn, are constructed with devices
which are realized in a specified process. This process is, finally, bounded by
physical rules.

At each level, specific limits and requirements are found which have a certain
hierarchy. The space of circuit solutions is depicted in 2.3 [2]. It should be noted
that the multi-dimensional design process is depicted here in two dimensions
only. In the direction of each axis (represented by dotted lines) the quality
of a design aspect is assumed to be represented. Thus, the different quality
aspects are assumed to be placed on a circular path. A solution is represented
by a polygonal line. Of course, the number of sides of the solution line equals
the number of design aspects in the design process. At the center (C) of this
space, the circuits are found with the least performance. Going outwards, the
performance of the circuits increases. When an axis from the center to the outer
bounds is followed, three types of requirements and limits are found, see figure
2.4:

¢ design requirements;
e practical limits;
e fundamental limits.

These three types of boundary conditions for the design process are discussed
in the following sections.
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Figure 2.4: The quality of a design aspect related to requirements and limits.

2.3.1 Design requirements

The design requirements or specifications are determined by the application.
They influence the design trajectory from the top side. This type of boundary
condition sets the lower boundary of the system performance. The system must
reach at least this quality.

Consequently, in figure 2.3, the conditions set by the design requirements
are found at the inner part of the solution space. Going inside the area enclosed
by these requirements results in a solution that is not good enough.

The design requirements derived from the application must reflect in an ob-
jective manner the principal required signal-processing function and its required
quality. For instance, an application requires a frequency-reference signal with a
frequency of 900 MHz which can be tuned in steps of 25 kHz. The specification:
“An oscillator of 900 MHz which can be tuned in steps of 25 kHz is required”,
is an incorrect specification. The space of solutions is unnecessarily reduced by
removing a frequency synthesizer from consideration.

The design requirements can have an influence on all the levels of the design
trajectory. For instance, when a digital system is required, a totally different
set of basic functions is found compared with an analog solution. Also the
technology that is chosen in which the chip has to be realized is mostly different
for digital circuits compared with the technology used for the integration of
analog circuits. Thus at almost each level the design parameters are strongly
influenced by the choice of the designer for digital instead of analog (or vice
versa).

In contrast, introducing a low-voltage design requirement mainly alters the
topology of the circuit. Instead of the voltage that is commonly used as the
information carrying quantity, the current is often chosen. In this case mainly
the implementation of the functional blocks might be influenced. When a charge
pump is chosen to increase the supply voltage again, only this additional block
is introduced and the design process remains almost unaltered.
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2.3.2 Practical limits

The practical limitation are found to come mainly from the bottom side of the
design trajectory. For a given technology the performance of a system cannot
go beyond certain practical limits. For instance, the speed of the transistors in
a certain technology is limited by the fp of the process.

In a specific technology, the design aspects can reach at most the quality de-
termined by these practical limits. Thus, the boundary set by these limitations
is found at the outer part of the solution space.

The practical limitations can also affect all the levels of the design trajectory.
For instance, the maximum power consumption per chip area of a process can
influence the choice of the system concept. At the system level the number of
operations can be minimized by means of mathematics. At circuit level this
means that the transistors have to do less switching and thus less power is
consumed. This type of power saving can be considerable [3]. Of course, at the
other levels one also has to be careful with the power consumption to reach that
low-power consumption.

2.3.3 Fundamental limits

In contrast to the design requirements and practical limits, which can vary from
application to application, fundamental limits never change. The fundamental
limits determine the ultimate performance that a design aspect can achieve. It
is impossible to go beyond these limits. Therefore, these limits are found at
the outermost border in the space of solutions. Clearly, the practical limits are
always found inside the area enclosed by the fundamental limits.

The fundamental limitations mainly influence via the top and the bottom
side of the design trajectory. From the bottom side, the speed of light in a
vacuum is a fundamental limit. This is the highest speed that can be achieved.
This maximum speed directly sets a limit on the speed by which information
can be transported. As the information is modulated on a materialized carrier,
molecules, electrons, et cetera, and the carrier cannot be faster than the speed of
light, the information transport that is modulated on this carrier is also limited
in its speed by the speed of light.

From the top side of the design trajectory, the fundamental limit defined
by Shannon is found, for instance. He stated that the maximum information
transporting capability of a channel, C, is given by [4]:

C =B ?log (1 . %) , (2.4)

where B is the bandwidth of the channel, § the maximum signal power that
can be transported through the channel and N is the power level of the noise
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Figure 2.5: Three situations that are possible in the boundary conditions.

in the channel. If an attempt is made to transport more information through
the channel than defined by this equation, information is definitely lost.

For the design process fundamental limits are important to know as they
define what is maximally attainable. This is illustrated in figure 2.5. In figure
2.5a, the situation is depicted in which the design requirements are beyond
the fundamental limits. In this case it is unnecessary to go any further in
the design process as the design requirements are not feasible. The sooner
this is detected, the more time and money is saved. Figure 2.5b, depicts the
situation in which the design requirements are beyond the practical limits but
within the fundamental limits. In this case the design is not fundamentally
impossible. However, as the design requirements are beyond a practical limit,
another technology, for instance, has to be used, for which this practical limit
is beyond the design requirement. The third situation, depicted in figure 2.5c,
illustrates the final situation when all the design requirements are within the
practical limits. Now a practical solution exists.

Besides using the fundamental limits as a check for whether a solution exists
or not, they can also be used to check the significance of a proposed system
improvement. When a system is already close to the fundamental limit, it
would probably be a waste of money and time to try to achieve that relatively
small improvement.

When all the fundamental limits related to structured electronic design are
classified, it appears that they are all related somehow to the fundamental limit
as stated by Shannon. Consequently, signal power, noise power and bandwidth
are the only fundamental limits concerned with in structured electronic design.
It should be noted that chip area, power consumption, et cetera, are bounded
by practical limits, i.e. the resources.
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2.4 Optimization

The design of the circuit has now become the search for the optimum solution
in the space of circuits which is limited by the three previously mentioned lim-
itations. The optimum solution is a circuit that exactly meets all its design
requirements, including the uncertainty introduced by process variation and so
on, thus under worst-case conditions.

When the solution space is relatively small, the optimum solution can easily
be found. However, the space is generally too large to be conquered without
a structured search method, for instance, doing an exhaustive search which
means that the complete solution space is searched solution by solution. A
search method helps the designer to find in a structured and relatively fast way
its nearby optimum solution or family of nearby optimal solutions.

2.4.1 Search methods

The starting point of the search path is often some sort of previous design. This
design can be concrete, the previous version of the new circuit to be found or
it can be more or less fictitious. In that case it can be some idea, for instance,
from literature, or based on the experience of the designer.

The end point of the path is the optimum circuit or a family of optimal
circuits. The search method indicates how the designer came from the starting
point to this end point.

When classifying the search methods with respect to how the designer comes
from the start to the end, three types are found. These search methods are:

¢ search by evolution;
¢ search by heuristics;
e search by creation.

These three methods are depicted in figure 2.6 and are discussed in the following
sections.

2.4.1.1 Search by evolution

The new circuit is found by making relatively small changes in the previous
circuit. In figure 2.6 this is indicated by method A. The variations made in the
circuit are more or less based on rational considerations. The circuit is varied
and when a small change in a specific direction results in an improvement of a
design aspect, the circuit is tuned a bit more in that direction until the derivative
of the improvement with respect to the parameter varied is zero.

The old circuit is tuned slightly to come to the improved solution. The
new solution remains close to the previous one in the solution space. As it
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Figure 2.6: The three types of search methods. A) By evolution, B) by heuristics
and C) by creation.

in principle uses only small steps, a large improvement of a circuit can cost a
relatively large number of design iterations to come to the optimum solution or
might not even be found because the iteration stuck at a local optimum.

2.4.1.2 Search by heuristics

This search method also uses the previous design as the starting point for the
search method. But now the path to the new circuit is made by the intuition
of the designer. On the basis of experience and ideas, he expects a relatively
large improvement of the circuit when he changes the design in the solution
space into a specific direction, see figure 2.6 method B. This method can give
relatively large improvements in relatively short times. However, to come to the
optimum solution, the designer must go further by evolution or possibly again
by heuristics.

2.4.1.3 Search by creation

In contrast to the two previous methods, this search method does not use the
previous design. The design is started from the ideal solution. As this ideal
solution is on the fundamental boundary, it is very often an impractical solution.
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When subsequently, step by step, the practical implementation is realized the
nearest neighbor is found, see figure 2.6 method C.

The starting point of the search path is defined at the ideal solution. Sub-
sequently, this ideal solution is refined by mathematical considerations to a
realizable nearest neighbor. Ideally this search method does not use any other
input from the designer than the design requirements. Therefore, this method is
very suitable to be used in conjunction with the mathematical description lan-
guage as this language also starts at the ideal solution and uses only objective
criteria.

However, it may now seem that this method does not use the experience
or knowledge of the designer, but this is not true. A long period of search by
evolution and heuristics results in a lot of knowledge about and insight into
designing high-performance circuits. Ordering and structuring all this knowl-
edge and experience may result in a search method by creation, i.e. generalized
knowledge. When some parts of the solution space were not already found by
the designer, the structuring and ordering of knowledge helps in finding these
areas and better solutions may be found. Thus designing by creation results
from a relatively long history of designing by evolution and heuristics.

It should be noted that the method itself, used by search by creation, is
changing due to evolution. New designs always differ in some respect from
previous designs and may add, as a result, new knowledge to the design method.

2.4.2 Orthogonality

Design by creation starts with the ideal solution. This solution is the best
with respect to all the fundamental criteria at the same time. This, implicitly
means that one has to strive for orthogonality of the fundamental limits in
the design method. Otherwise, weighting factors have to be introduced to be
able to make the best compromise between two or more criteria. As weighting
factors introduce subjectivity into the design process, they should be kept to a
minimum. Orthogonality may help to put the remaining subjective weighting
factors at the end of the design trajectory where the effect of the weighting can
be evaluated for the complete design.

Orthogonality in the design process means that each design criterion can be
optimized independently. In the solution space this means that each side of
the polygonal line, representing a solution, can be moved independently of the
other sides, see figure 2.7. By assuming that the design aspects are orthogonal,
relatively simple expressions can be found that relate the practical limits, the
design requirements and the fundamental limits for a design aspect. For in-
stance, Groenewold [5] found that the maximum dynamic range, DR, of a filter
is given by:

V2

mazc :
DRz = m - F(H(jw)), (2.5)
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Figure 2.7: Orthogonality of the design aspects in the solution space.

where Vimaz is the highest possible voltage in the filter, C is the total capacitance
used, £ is the noise factor of the active components and f{H{jw)) is a function
that depends only on the transfer function of the filter. This expression relates
the fundamental aspects of channel capacity (DR) to practical aspects such
as the total capacitance used capacitance (chip area), and noise factor of the
amplifiers, and to design requirements such as the transfer function.

These kinds of expressions enable the designer to check, at a very early
stage in the design process, where the design requirements are located in the
solution space (cf. figure 2.5). Consequently, the designer can tell whether a
solution is fundamentally and practically possible or not and whether a proposed
technology is adequate or not.

2.5 Design strategy

The design process, as pointed out up to now, is rather abstract. In this section,
the ideas presented previously are used to formulate a design strategy.

It makes sense to strive for orthogonality in the design process. The question
that has to be answered is, what are the fundamental limitations in the circuit
design that are considered to be orthogonal. The answer can be found when
it is remembered what the primary function is that of electronic circuits in a
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signal-processing system.

Electronic circuits in a signal-processing system are used, or are closely re-
lated, to transport and/or process information, which is picked up by whatever
type of sensor, from the place where the source is, to the destination where the
consumer is. This consumer may be interpreted in a very wide sense. It can be
an antenna, a magnetic tape or a loudspeaker, for instance. Thus, the primary
functions are the transportation and processing of information. This was al-
ready stated in the previous section, only in other words: the specifications for
an electronic system, which are derived from an application, primarily describe
the required signal-processing function.

The quality of the information transport has all to do with the capacity of
the “channel”. When the channel capacity is close to the quantity of informa-
tion which has to be transported, the chance of an error occurring is greater
than when the capacity of the channel is much larger than this quantity of
information.

This channel capacity was shown, by Shannon [4], to be a fundamental quan-
tity of a channel with respect to information transport. The channel capacity
is related to noise power, signal power and bandwidth by equation (2.4), which
is repeated here:

C=B-zlog(l+%).

The signal and noise are assumed to be Gaussian distributed. For noise sources
with other characteristics, N must be replaced by the equivalent power which
will always be lower than the actual power. Thus, with a Gaussian noise source
a worst case is found. As, however, in electronic design, stochastic variables are
mostly Gaussian distributed (thermal and shot noise, for instance), this measure
is very readily applicable.

2.5.1 Noise

Noise, as it appears in Shannon’s equation, describes the phenomena which
add uncertain errors to the information transported through the channel. The
information carrying signal can be altered by the channel in many different ways.
For instance, additive noise just adds to the signal in contrast with parametric
noise which influences the signal in a non-linear way through changing system
parameters, like gain factors, et cetera >,

The noise does not need to be small. Everything that reduces the entropy of
the channel is called noise. When, for instance, the MSB of a digital system is

% The expression derived by Shannon for the channel capacity as given in equation (2.4),
also assumes additive noise. When the noise is no longer additive but multiplicative, for
instance, the principal integral function as given in [4] has to be evaluated for the channel
capacity.
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Figure 2.8: Modeling of stochastic variables.

not correctly functioning, the channel capacity is reduced as all the codes which
use this MSB can no longer be used > However, the noise s generally small.

A stochastic variable is often modeled as an expectation with a stochastic
variation around it, see figure 2.8. The variation of the noisy signal around the
expectation is modeled with the parameter o; 68% of the time the signal has
a value between xg — o and zg + 0. The standard deviation, o, models the
stochastic part and the expectation, zg, the systematic part of the stochastic
variable.

When the relation to the signal is taken into account, four different types of
errors can be identified:

¢ signal-independent stochastic errors;
¢ signal-dependent stochastic errors;
¢ signal-independent systematic errors;

¢ signal-dependent systematic errors.

2.5.1.1 Signal-independent stochastic errors

This type of errors is, for instance, the thermal noise of resistors. This noise
has the largest influence on the small signals in the channel. The noise level is
related to the impedance level of the channel. To decrease the noise level with
respect to the signal level, the impedance level of the system has to be lowered
and therefore, more power has to be used.

2.5.1.2 Signal-dependent stochastic errors

This type of stochastic error is correlated to the signal transported through
the channel. A very illustrative example is the noise behavior of a class B

3For this case equation (2.4) cannot be used straightforwardly as the noise is no longer
independent of the signal. However, it is still additive. For the noise term, the noise entropy
has to be used. This entropy is increased by the entropy of the signals using the MSB.
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current-mode amplifier. For this moment only the shot noise of the active
devices is considered. The power-density spectrum of the shot noise of active
devices is proportional to the current flowing across their junctions. For the class
B amplifier this current is directly related to the signal level and, consequently,
the shot noise of the active devices depends on the signal level.

2.5.1.3 Signal-independent systematic errors

In principle, this type of errors does not need to reduce the capacity of a channel.
This is easily seen when the basic definition of the capacity of a channel is
remembered [4]:

The channel capacity is the maximum entropy of the output signal
minus the entropy of the errors added by the channel.

As the entropy of a deterministic signal is by definition zero, the channel capacity
is not reduced. Of course, the maximum entropy must not be reduced by these
systematic errors as otherwise a reduction of the capacity will still be observed.
When the maximum entropy is reduced by a systematic error, the systematic
error can be compensated such that the original situation is restored. It should
be noted that this compensation introduces stochastic errors, but, these are
generally relatively small.

An example of this type of error is the input offset voltage of an amplifier.
The mean offset voltage is known and thus does not reduce the channel capacity
due to additional uncertainties. However, when this offset voltage equals a base-
emitter voltage and the power-supply voltage is only 1 V, the maximum possible
signal level is reduced. This results in a reduction of the maximum channel
entropy as stated before. When this input offset voltage is compensated such
that the original maximum signal level is restored, the channel capacity is only
slightly reduced by the stochastic errors of the compensating voltage.

2.5.1.4 Signal-dependent systematic errors

These errors are caused by the channel and depend on the momentary value
of the signal. In contrast to the signal-dependent stochastic error, the relation
between the momentary value of the errors and the signal is deterministic. In
electronic design this type of error is often called non-linear distortion. De-
pending on the nature of the distortion, information may be lost. Therefore a
distinction is made between:

e weak distortion;

e clipping distortion.
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Weak distortion occurs when the static transfer of a system deviates from the
intended transfer. The actual static transfer still has an inverse function so that
a compensating function can be found for preventing the system from losing
information. Thus, for instance, intentionally using the exponential transfer of
a transistor does not mean that information is lost; by means of the inverse
function, the logarithm, the information can be retrieved again.

The other type of distortion is found when the transfer of a system no longer
has an inverse function, i.e. the transfer has become ambiguous. The original
information can no longer be retrieved. This occurs, for instance, when signals
clip to the supply voltage. Two different types of input signals, one causing
clipping and the other being close to clipping, may result in the same output
signal. A very straightforward example is the use of a limiter to get rid of all
the amplitude information in a signal.

2.5.2 Signal power

The maximum signal power of a channel is a trivial limit. When the power of
a signal exceeds the maximum possible power, information is lost by means of
clipping, the signal-dependent systematic error which was discussed in the pre-
vious section. Of course, when the maximum possible signal level is increased,
the capacity of the channel increases.

2.5.3 Dynamic range

Until now the noise (errors) and signal power have been examined indepen-
dently of each other. The maximum signal power was shown to be limited
by the resulting signal-dependent errors, especially clipping. This already in-
dicates some relation between errors and signal. In Shannon’s expression, the
ratio of the noise power and the signal power is important. The channel ca-
pacity depends on the ratio of the maximum and minimum signal that can be
transported. This ratio is called the dynamic range. In figure 2.9 the effect of
a limited dynamic range on the entropy of the noise in the channel, H(N), is
depicted. For the moment consider the asymptote of the noise instead of the
actual (dotted) function. For signal levels below S,... the entropy of the noise
is given mainly by the signal-independent noise. Increasing the signal power,
remaining below S,,.., results in an increase of the channel capacity to Cyaz,
at Spaee by definition, because the entropy of S increases whereas the entropy
of the noise remains constant. When increasing S any further and going beyond
Smae the noise entropy increases causing the dynamic range to be limited to
Cmaz- This noise entropy increases due to the increase of the signal-dependent
errors, especially the systematic signal-dependent errors.

From figure 2.9 it follows that using signals beyond Sp.. results at least in
a waste of power. The question now is, how Sy, is defined. As can be seen,
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Figure 2.9: The effect of a limited dynamic range on the entropy of the noise,
H(N), in the channel.

Smaz 1S at the intersection point of the two noise asymptotes. At this point
the entropy of both noise types is equal. When they have the same statistical
distributions their power is equal then. In that case Sp.. is found where the
noise power is doubled due to the signal-dependent systematic noise.

Assuming equal statistical distribution is somewhat pessimistic as the noise
floor is mostly Gaussian-distributed whereas the signal-dependent systematic
noise is more likely to be non-Gaussian. In that case the ratio of the entropies
is not equal to the ratio of the powers. As the entropy is maximal when a signal
is Gaussian-distributed, the power of the signal-dependent systematic noise at
Smaz, the point of equal entropies for both noise types, is larger than the power
corresponding to the noise floor. The exact ratio depends, of course, on the
statistical behavior of the information and the transfer of the channel in the
case of clipping.

It should be noted that the asymptotes in the figure only give an approxima-
tion. A realistic noise function can be as indicated by the dotted line in figure
2.9, resulting in an even higher Spq, for maximal channel capacity. Also, for
relatively high signal powers, the channel capacity is likely to decrease again.

2.5.4 Bandwidth

Signal power and noise power concern the maximum number of distinguishable
signal levels. The maximum signal power sets the upper limit on the range
of signal levels and the noise power sets the resolution. This description is
independent of the way in which the information is coded such as, for instance,
amplitude and frequency modulation.
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Bandwidth concerns the speed of the channel. When a signal is too fast, it
is not transported through the channel and information is lost.

When the bandwidth of a channel is doubled, the capacity is doubled. This
bandwidth doubling, doubles the power consumption. When, in contrast, the
channel capacity is doubled by changing the signal-to-noise ratio, the signal-
to-noise ratio needs to be squared, assuming S/N > 1. For instance, for a
signal-to-noise ratio of 100 this has to be increased to 10000. Thus, increasing
the channel capacity is likely done the best, i.e. minimal additional required
power, by increasing the bandwidth. As a consequence, when the bandwidth
of a system is enlarged by exchanging it for signal-to-noise ratio such that the
power consumption does not change, a net increase of channel capacity is likely
to occur. For instance, when information is coded on a carrier by means of
FM-modulation, the carrier is relatively insensitive to channel noise. This is
a result of the larger bandwidth which is used, compared with the bandwidth
of the information, so that a lower signal-to-noise ratio can be allowed in the
channel to end up with the required capacity.

2.6 Fundamental limits for circuit design

Noise, signal power and bandwidth are the fundamental aspects of the channel
capacity. Consequently, these need to be orthogonalized in circuit design in
order to aim for the highest channel capacity, i.e. the ideal channel. How these
aspects are related to circuit design is discussed next.

2.6.1 Noise

In a previous section, four types of errors were found. Two types having a
probabilistic nature and two having a deterministic nature. The stochastic
errors, fundamentally, limit the signal resolution. When signal details become
smaller than this noise level, information is lost. The noise sources are mainly
the thermal noise of resistors and the shot noise of active devices. Consequently,
the noise in a circuit at the places where the signals are the smallest has to be
minimized.

2.6.2 Signal power

For relatively large signals, practical circuits deviate from their intended static
transfer and cause distortion. This distortion should be below a certain specified
level. Information is lost due to distortion when signal information falls outside
the frequency band of interest. In the case of clipping to a supply rail, the signal
is terribly distorted and information is also lost. In both cases the distortion
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can be said to be signal- dependent systematic errors. Therefore, this error type
is a design issue for the maximization of the signal power.

The signal-independent systematic errors can be seen, at on hand, as a design
issue for the noise minimization. Compensating for systematic errors introduces
additional stochastic errors. However, when trimming is used, for instance in
the case of an offset in a gain factor, the stochastic errors do not need to increase.

On the other hand, an offset voltage of 0.7 V of a base-emitter junction,
limits the maximum signal when the supply voltage is only 1 V. Then the
signal-independent systematic errors are a design issue for signal maximization.
As low-voltage design is a hot topic nowadays, this type of error becomes more
and more an issue for signal maximization.

2.6.3 Dynamic range

The dynamic range specifies the signal power and noise power as a relative figure,
just as it appears in the expression given by Shannon. It takes the exchange of
noise power and signal power into account. When the absolute signal levels can
be freely chosen in a system, the dynamic range becomes the design issue. The
designer can then use the signal levels for which the dynamic range is reached
the best, i.e. the lowest power consumption is found. This is easily seen from
the following example.

Consider the dynamic range of the collector current of a bipolar transistor.
The shot noise is proportional to the collector current. The signal power, how-
ever, is proportional to the square of the collector current. As a consequence,
the dynamic range of the bipolar transistor is proportional to the power con-
sumption. The ongoing lowering of the power consumption of circuits nowadays
leads to an inherent reduction in the dynamic range of those circuits.

To increase a circuit’s dynamic range virtually, automatic gain control can
be used. The gain of a system block is made dependent on the signal level.
The amplification for small signals is larger than for large signals. The am-
plified small signals are less influenced by the noise of the succeeding system
block. After processing by that system block the inverse action is done, i.e.
the attenuation factor for relatively small signals is larger than for relatively
large signals. The influence on the channel capacity of automatic gain control
is depicted in figure 2.10. In figure 2.10a the dynamic range is depicted for a
system without an automatic gain control. The noise level is independent of the
signal level and thus the dynamic range is as indicated by the arrow. Figure
2.10b depicts the dynamic range in the case of automatic gain control. The
noise level now depends on the signal level. For smaller signals the influence
of the noise reduces. Different strategies can be used for controlling the gain
in order to reduce this influence. Here it is assumed that the gain depends on
the signal level over the complete range of signal levels. The real maximal DR
is found for the highest signal level and can still be equal to the situation in
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Figure 2.10: The influence of automatic gain control. a) The system without
and b) the system with automatic gain control.

which no automatic gain control is used. For lower signal levels an improvement
of the signal-to-noise ratio is obtained. The virtual maximal dynamic range is
indicated by the most right arrow. It is the ratio of the largest and smallest
signal which can be processed; however, not at the same time.

2.6.4 Bandwidth

The bandwidth of a circuit is limited by speed limitations of the devices used.
Normally, the active devices limit the bandwidth of the circuit. However, in
low-voltage low-power applications (i.e. supply voltage is 1 V and currents
are on the order of pA and nA), resistors in the range of MQ2 to G2 become
required. As these resistors are on-chip relatively large, the parasitic capacitance
to the substrate makes these resistors frequency dependent with a relatively low
bandwidth. As a consequence, resistors are also becoming a limiting factor for
the bandwidth.

In contrast to the exchange of noise and signal power, it is not easy to ex-
change bandwidth for dynamic range (noise or signal power). This is because
very often both the signal and noise power have to do with the signal ampli-
tude whereas bandwidth has to do with speed of the signal; a totally different
property. Such an exchange implies a rather large change at system level, as
was already indicated. An example of bandwidth and dynamic range exchange
is D-to-A and A-to-D conversion, see figure 2.11. Digital signals only have two
signal levels. The noise may be relatively large. The bandwidth of digital sig-
nals can be very large, i.e. Gbit/s. Analog signals, however, are characterized
by the fact that the signal level can have each value between a minimum and
a maximum value. A relatively small noise signal can already cause a loss of
information. The bandwidth of analog systems can generally be lower, but it
has the same potentials as the digital signal concerning bandwidth.
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Figure 2.11: Digital and analog signals in the S/N-versus-B plane.

Changing the signals in a system from A to D or vice versa, has, as may be
clear, a large influence on the total system.

2.7 Relation to the circuit’s topology

In the previous sections the fundamental limits of the channel capacity were
translated into:

e Noise;
o distortion/signal power;
¢ bandwidth.

It is preferable to have these three quality aspects orthogonal in the process
of circuit design. This practically means that each of these three aspects must
be determined in parts of the circuit that do not completely overlap. It can
be made plausible, with some simple reasoning, that this orthogonalization is
possible, to a certain extent, of course.

Noise has the largest influence at those places where the signals are the
smallest. Such a place always exists. For instance, in an amplifier this is mostly
at the input. It is very often the place where the information source is found,
or is to be connected to the circuit.

Clipping distortion is likely to be located at the stages where the signal
excursions are the largest. Thus, the sensitive point for clipping distortion and
noise are located at different places in the circuit. For the amplifier again, the
stage determining the clipping distortion is very often the output stage.
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Bandwidth concerns all the components in the circuit; whether a slow device
is at the input or at the output, it is able to filter out the fast signals. Con-
sequently, the parts not used to minimize noise and distortion can be used to
optimize the bandwidth of the total system, this inherently assumes negative
feedback, see also section 2.8.2.

From the previous discussion it follows that the noise and clipping behavior
have to be designed first* before the bandwidth is maximized, because band-
width can be realized without disturbing the noise and clipping behavior whereas
designing the noise and clipping behavior without altering the bandwidth is not
easy to do. It should be noted however, that when the noise behavior is de-
signed, it does not mean that it may no longer be changed. For instance, at the
cost of a small degradation of the noise level, a relatively large improvement of
the bandwidth can be obtained, resulting in the saving of an additional stage.

2.8 Accurate circuit design

The design of the circuit starts with ideal blocks and the noise, distortion and
bandwidth limitations are introduced in different design steps. At each level the
models are refined and more non-idealities are introduced. To ease the design,
only the relevant parameters should be used. For instance, when minimizing the
noise level, it generally makes no sense to take the thermal noise of the collector
bulk resistance into account.

2.8.1 Key parameters

The key parameters are those parameters whose values have to be known ac-
curately as they predominantly determine the behavior. The other parameters
only have to be large or small enough. For instance, for the design of bandgap
references, Vag, Is, Eg and Xpj are the key parameters. The influence of all
the other parameters can be made negligible.

The identification of the key parameters helps the designer to reduce the
complexity of the design process as the number of parameters is reduced. If,
subsequently, the circuit is realized such that only the key parameters that
were previously found determine the behavior of the circuit, the spread in its
behavior is also reduced. On top of this, the designer can more easily derive
the optimum values for the key parameters. Then, these values can be the aim
for the technological people who want to optimize their processes. This results
in processes that are optimum for specific circuits. This is called design-driven
technology.

*In [6] it is made clear that doing the noise minimization before minimizing the clipping
distortion is the order to be preferred.
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Figure 2.12: Negative feedback.

The number of key parameters has to be as low as possible, in which case
the design is kept as simple as possible. At device and layout level the designer
has the ability to reduce the number of key parameters at relatively low cost.

At device level, the operating point has to be chosen such that the smallest
number of parameters influences the behavior of the device. For instance, when
the operating point of a transistor is close to high-level injection, more key
parameters are found. This is simply circumvented by choosing a lower biasing
current or a larger transistor.

From the layout point of view, more specific measures can also be taken
to reduce the number of key parameters. For instance, for a transistor in a
low-noise application, using more base contacts in order to reduce the base
resistance is a relatively simple way to reduce the noise level. At circuit level
several devices could be taken in parallel. However, this would lower the speed
of the transistor.

2.8.2 Negative feedback

The previous section detailed the motivation behind the use of key parameters
for the design of circuits. This section deals with negative feedback, a synthesis
method to reach the transfer described by the key parameters as closely as pos-
sible [7], [8] and [9] with relatively little effort and to realize more orthogonality
in the design process. The principle of negative feedback is depicted in figure
2.12. A system with negative feedback consists, besides a source and a load,
of a feedback network and an active part. The feedback network sets the ideal
transfer and the active part provides for the required power gain. The ideal
transfer is found when the active part is ideal, i.e. infinite power gain. The
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nullor [10] is a network-theoretical element having this infinite power gain. It
is a combination of a nullator and a norator. The nullator introduces an extra
constraint, i.e. v; = 0 and ¢; = 0, whereas the norator provides for the addi-
tional degree of freedom in the circuit by its output voltage and current, v, and
10, Tespectively, to fulfill the extra constraint.

A very convenient way of describing amplifiers is by means of the chain
matrix. It is an anti-causal description and defined as:

(#)=(e5) (%) (26)

with A, B, C and D the chain parameters. The advantage of using the chain
parameters is that the chain matrix of a cascade of two blocks is simply found
by multiplying the corresponding chain matrices.

For the nullor all the chain parameters are zero. The nullor can only be used
in a sensible way when feedback is used. Otherwise, each input signal not equal
to zero results in an infinite output signal. The transfer of the feedback system
with the nullor as given in figure 2.12 equals:

Efoad 1

Fuoures B 4 @0

where A, i the ideal transfer and 8(s) is the transfer of the feedback network.
In the case of a non-ideal nullor implementation, the transfer is found to be:

Eiond _ o _—A()B(s) ___ pls)
Epource  ""1-A(s)B(s) 1-A(s)B(s)’

where A(s) is the transfer of the active part and p(s) is the direct transfer from
the input to the output. The product A(s)B(s) is called the loop gain of the
system. When this loop gain approaches infinity, the transfer of the system
approaches A;,. This term is therefore called the asymptotic gain.

When the gain of the active part is large, the transfer is set by the transfer
of the feedback network. The parameters of this network are therefore key
parameters for the transfer of the amplifier. The parameters of the active part
are not important for the transfer function. For the quality of the transfer,
i.e. noise, distortion and bandwidth, key parameters are found inside the active
part, which describe the behavior of the non-ideal amplifier with respect to these
three criteria.

In the case of amplifier design, the feedback network is mostly implemented
by accurate resistors, if necessary they must be off-chip, or resistor ratios, which
can be relatively accurate on-chip (passive components). The gain part is imple-
mented usually by inaccurate devices providing for power gain (active devices).

Feedback can generally be used to obtain an accurate relation between the
actual signal-processing function and the components intended to realize it. For

(2.8)
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Figure 2.13: An accurate relation between collector current and base-emitter
voltage by means of negative feedback.

instance, if the transfer from collector current to base-emitter voltage is desired
for realizing a reference voltage, a system as given in figure 2.13 is obtained.
The transfer between base-emitter voltage and collector current is used as the
feedback transfer. When the gain of the active part is relatively high, the
transfer from current to voltage is set by the transistor in the feedback network.

2.9 Homogeneous circuits

After the discussion about limitations, optimizations and design, again the sys-
tems of which the homogeneous solution is important are discussed and the
corresponding basic electronic functions are derived. One common aspect of
these basic electronic functions was already found: the blocks do not need an
input signal.

The following sections discuss the general solutions of several orders of homo-
geneous linear differential equations, starting at order one. It shall be seen that
at this level of hierarchy, solutions can already be ignored when the three funda-
mental criteria are considered. Some solutions show an inherently non-ideality
with respect to, mainly, noise.

2.9.1 First-order differential equation

The lowest order of differential equations is the first-order one. The general
expression for the homogeneous linear first-order differential equation is given
by:

de
G'EE + be = 0. (2.9)
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Figure 2.14: The solutions of the first-order differential equation in the Laplace
domain and time domain.

The general solution is given by:

elt) = Aexp (——Et) , (2.10)

where A is a constant. This differential equation has one differentiator. The
output of a differentiator is the difference between the actual value and the
previous value of e. With “previous” an infinitesimally small time in the past
is meant. Thus, a differentiator introduces a memory function into the system.
For this memory function the initial state has to be given in order to find the
solution of the system described. When the initial condition is assumed to be
¢(0), the solution is found to be:

e(t) = e(0) exp (-—gt) . (2.11)

Now all kinds of values of @ and b have to be tried to find all the different types
of solutions. When the differential equation is solved via the Laplace domain,
the solutions are almost trivial. The Laplace transformation of the solution
equals:

E(0)
1+ fs-
From this expression five different types of solutions can be found. These solu-
tions, with the corresponding time domain functions, are depicted figure 2.14.
The five solutions are:

E(s) = (2.12)

a) 8§ = —00;
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Figure 2.15: An oscillator realized by switching between two poles.

b) s=—c A ¢ # 00
c) s=0;

d) s=+4c A c# o0
e) s = -+00.

Two of the five solutions can be ignored immediately. The pole at minus infinity
results in an output signal that is always zero. It describes a system with an
infinite bandwidth and no input. The output of the system goes instantly from
the initial state to zero. Analogously, the output of the system with the pole at
plus infinity goes instantly to infinity.

Solutions b and d result in an exponentially decreasing and increasing signal
as a function of time. The initiation is caused by the initial condition of the
system. When nothing additional is done, these signals are of no use. However,
when two detection levels and a sign switch are introduced as indicated in figure
2.15, an oscillator can be made. During tp to #; the output signal decreases
exponentially to zero. However, when the output signal reaches the detection
level V1, the sign of either a or b from the differential equation is changed. The
output signal now increases exponentially from V; to V, and again a or b is
changed in sign. This results in a periodic signal whose frequency is determined
by the poles and the detection levels. The system flips between situations b and
d of figure 2.14. This oscillator has two principal problems:

e the oscillator only starts when the output signal at ¢ is larger than V4.
This can be circumvented by using some kind of predefined initial condi-
tion;

¢ the oscillator is characterized by a pole, flipping from the right half plane
to the left half plane, with a real part not equal to zero. This real part
can only be realized by dissipation. Dissipation is only possible in real
transfers, i.e. resistive. Thus, in principle, this oscillator cannot be noise
free. Its noise level can only be made low at the cost of power.
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Especially because of this last item, this frequency constant is not discussed any
further.

It should also be noted that this oscillator is, in principle, described by a
non-linear differential equation. For the sign switching a memory function is
required, which would obviously increase the order of the differential equation
to two. However, as the frequency behavior of this oscillator is determined by
one pole at a time, it can be called a first-order oscillator.

Solution c is the single pole at the origin. It is an ideal integrator. As no
input signal is present, the output signal is constant and equal to the initial
condition. The system memorizes the voltage present at t = 0. When the initial
condition is given a reference value, solution c acts as a constant reference. At
this level, the reference can be noise free as no dissipation is involved.

Summarizing, from the linear homogeneous first-order differential equation,
the only ideal system found is the constant reference. It should be noted that
the first-order oscillator as described by [11] does not belong to the solutions
presented in this section. This oscillator is based on one pole at the origin and
a constant input signal, the integration constant. For obtaining a frequency
reference the sign of the integration constant is changed as a function of the
output signal of the integrator. This oscillator is described by the non-linear
van der Pol equation [12]. As the integration constant, i.e. the input signal of
the integrator, depends on the output signal of the integrator, 4nd the integrator
has either the dimension j{2 or jS, for the capacitor and inductor, respectively,
the transfer from the output to the input of the integrator by means of the sign
switch and integration constant, has a resistive part. Reactive elements cannot
be used here as they would increase the order of the system. Thus this oscillator
cannot be noise free, fundamentally.

2.9.2 Second-order differential equation

When a system consists of two differentiators or integrators, a second-order
differential equation is found describing its behavior. The general homogeneous
linear second-order differential equation is given by:

d?e _de

— 4+ b—+ce=0. 2.1

‘e Pat (2:13)

This differential equation has a maximum of two different roots. These roots
can be real or complex conjugated. The solution based on real roots are also
ignored here as they fundamentally introduce noise in a system. The solution
with the complex conjugated poles, s = o % jwt, is given by:

e(t) = exp(ot) - [A cos(wt) + B sin(wt)]. (2.14)

This solution describes a harmonic signal whose amplitude as a function of time
is determined by the term exp(eot). For o < 0, the amplitude decreases as a
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Figure 2.16: The poles in the s-plane for the three different solutions having
complex conjugated poles.

function of time due to dissipation. Consequently, again, this solution cannot
be noise free. For ¢ > 0, the amplitude increases as a function of time and
this is a non-practical solution. Finally, the solution with ¢ = 0 is a harmonic
signal with a constant amplitude as for o = 0 the exponential term becomes
one. When the two complex conjugated poles are both at the origin, the system
also becomes a constant reference source. These three situations are depicted
in figure 2.16.

The second-order differential equation has two differentiators and conse-
quently two initial conditions are required to characterize the complete system.
The initial conditions determine in the case of the harmonic signal the ampli-
tude and the phase at ¢ = 0, for instance. For the constant reference, the two
initial conditions determine the value of the constant output signal.

Summarizing, the second-order homogeneous linear differential equation has
one ideal solution, the harmonic frequency reference.

2.9.3 Third and higher-order differential equation

From the two previous orders of differential equations, it may have become
clear that only those systems in which all the poles are on the imaginary axes
can fundamentally be noise free. For a noise-free third-order system one pole
must always be at the origin and the two complex conjugated poles must be
somewhere else on the imaginary axis, see figure 2.17. These solutions do not
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Figure 2.17: The poles of a noise-free third-order system.

introduce any new functions. When all the poles are at the origin, again, a
constant reference is found. When one pole is at the origin and the other two
poles are on the imaginary axis, the result is a harmonic frequency reference.
The pole at the origin only introduces a 90° phase shift between the internal
signal and the output signal.

For the fourth and higher-order differential equations, the discussion is anal-
ogous to the discussion for the third-order differential equations. No new func-
tions are found, other than the constant and frequency references.

2.10 The amplifier

From the homogeneous differential equations two function blocks were found:
e the constant reference;
¢ the harmonic frequency reference.

When implementing these functions, it will be seen, as discussed in the corre-
sponding chapter, that the amplifier is an inevitable function. For instance, it
was seen that the constant reference can be considered as the memorizing of an
initial condition. When this reference is loaded and no appropriate buffering
is done, the reference quantity may change due to the dissipation of the load.
This buffering requires an amplifier function with transfer one.

For the harmonic frequency reference two poles need to be exactly on the
imaginary axis. This is only possible when absolutely no dissipation is present in
the circuit. However, in practice some dissipation is unavoidable. To prevent the
output signal from decreasing in amplitude, the losses need to be compensated
for. The power losses are a function of the momentary amplitude and thus the
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additional energy supplied should also be a function of the amplitude. For this,
an amplifier is required [13].

Therefore, the amplifier will be discussed in chapter 4 before the harmonic
frequency and constant references are discussed.

2.11 Conclusion

To be able to design high-performance electronic circuits a structured design
method becomes inevitable nowadays. Structured electronic design requires a
language that describes the required signal-processing function independently
of (objective and unambiguous) parameters which describe the quality of this
processing. This chapter showed the mathematical description language using
differential equations to be the appropriate language. In this way it is pos-
sible to introduce the different quality aspects into the design process one by
one. Moreover, the complete mathematical tool box becomes available for the
designer in his struggle to find a circuit fulfilling all the requirements.

Subsequently, electronic limitations were introduced. These can be divided
into three types:

e design requirements. Requirements which the electronic solution has to
fulfill at least. These requirements are derived from the application;

e practical limits. Limits imposed by technological aspects, for instance.
These limits can be relaxed by choosing a different process for integration,
for instance;

¢ fundamental limits. These limits set the utmost performance a system can
ever reach. All possible limits can be gathered under the three fundamen-
tal limits as given by Shannon: noise, signal power and bandwidth. These
three limit the signal-transporting capability of a system, fundamentally.

These three types of limitations set the space of solutions in which the designer
has to seek his solution. In this chapter the search method by creation was
shown to fit the mathematical language the best in order to find the optimum
solution mathematically.

Inherently to structured design is orthogonalization. It ensures that the
three criteria, noise, signal power and bandwidth can be optimized separately.

The last part of the chapter derived the functional blocks that correspond to
the solutions of homogeneous linear differential equations. The following were
found:

o constant reference (from the first-order differential equation);

e harmonic frequency reference (from the second-order differential equa-
tion).
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Other solutions are ignored, mainly on noise considerations, as they already
show non-ideal behavior at the high level as discussed in this chapter. Finally,
it was argued that an important and complicated building block for realizing
both homogeneous functional blocks is:

e the amplifier.
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Chapter 3

Low-voltage low-power
design

3.1 Introduction

For many years designers have been interested in the field of low-voltage low-
power design [1], [2], [3] and [4]. Very complex electronic systems are becoming
smaller and even portable. The hand-held phones used nowadays, for instance,
are very small. To be able to realize such small systems, a dominating volume-
consuming component, the battery pack, has to be reduced in size. This size
reduction can be done in two ways. Firstly, the power consumption of the
electronic circuits can be lowered so that the size of the individual batteries
reduces and, secondly, the supply voltage of the circuits can be lowered so that
the number of batteries reduces. Battery voltages are on the order of 1 V - 1.5
V and, as one battery is the smallest number of batteries to supply the power
for a circuit, electronic design is focusing on 1 V design combined with low
power consumption. When a new type of battery is to be developed, having a
higher voltage for equal or less volume, the influence of a low-voltage constraint
is reduced to a large extent.

From standard digital design additional drives are found for lowering the
supply voltage. The power consumption of digital circuits is proportional to the
square of the supply voltage and thus reducing the supply voltages is a very
effective method for reducing the power consumption. Further, as a result of
the down scaling of devices, device operating voltages which, for digital circuits,
very often equal the supply voltage, have to reduce. Breakdown voltages scale,
approximately, linearly with the scaling of the device sizes. For modern sub-
micron MOS-transistors, the breakdown voltages are on the order of only a few
volt and supply voltages have to be well below them. If analog and digital
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circuits are to be integrated on the same chip, and only one power supply is to
be used, the supply voltage of the analog part has to reduce too.

In this chapter, the influence of a low-voltage, low-power constraint on the
circuit’s performance is examined. Low-voltage and low-power design are not
completely independent topics. Low-power design may also concern low-voltage
design, only the additional constraint low current is introduced. Therefore, a
better distinction is:

¢ low-voltage design;
e low-current design.

To get a more clear (orthogonal) insight into the influence of a low-voltage, low-
power constraint, these two issues, low voltage and low current, are discussed
before low power. It will be shown that low-voltage design mainly alters the
topology of the circuits, whereas a low-current constraint mainly lowers the
performance with respect to noise, distortion and bandwidth.

3.2 Physical information carriers

In an electronic circuit the information can be coded in four different domains.
These domains are:

e voltage;
e current;
e charge;
o flux.
Charge, g, is fundamentally related to current, i, via:

_ dq

==, (3.1)
and flux, ¢, is fundamentally related to voltage, v, via:
d¢
iy (3.2)

Thus current and voltage can be said to be the prime domains. When infor-
mation is coded on either charge or flux and this information is transported,
time-varying charges and fluxes are found. This inherently means that currents
and voltages arise.

To be able to do signal processing with electronic devices, power has to be
supplied to them. Two types of power supplies can be distinguished:
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¢ voltage supply — free current;

e current supply — free voltage.

These power supplies have one free variable to be able to supply a continuous
range of power levels. These are the current and voltage for the voltage and
current supply, respectively. The voltage and current domain of the voltage
and current source, respectively, are bounded as they set a maximum on the
magnitude of the voltage and current, respectively. Therefore, using the domain
of the free variable as the domain for the information coding, more freedom and
larger dynamic ranges can be obtained compared with the freedom and the
dynamic ranges that would be obtained when using the bounded domain. In
the case of a linear relation between the voltages and currents, the corresponding
dynamic ranges in the voltage and current domain are equal. In the case of a
specified dynamic range for the free domain, the impedance level can be used to
make the relation between the voltages and currents such that the corresponding
dynamic range also fits in the bounded domain. For example, in the case of
a supply voltage, the currents can be chosen freely. The dynamic range of
the voltage and current representations of the information are equal but the
signal voltages are directly limited by the supply voltage, whereas the maximum
current can be increased to infinity, fundamentally, by altering the impedance
level.

For a non-linear relation between voltages and currents, the correspond-
ing dynamic ranges differ; the dynamic range in the bounded domain can be
smaller or larger, i.e. compression or expansion, respectively, compared with the
dynamic range in the unbounded domain (it is assumed that the unbounded do-
main is used as the domain for the information coding). As non-linear relations
are involved, the term dynamic range can no longer be used unconditionally (cf.
paragraph 2.6.3).

The commonly used electronic devices have an expanding function from
input voltage to output current. Supply sources are mostly of the voltage source
type: current is the free domain. These are probably the two dominant reasons
why low-voltage current-mode circuits [5] have become very popular during the
last few years. Current-mode design fits to electronic design with power-supply
voltages and the commonly available electronic devices. Therefore, it is the way
to reach a large dynamic range together with the low-voltage constraint.

Finally, it should be noted that low-voltage design does not inherently mean
current-mode design. For a system whose input signal is a voltage, the process-
ing should preferably be done in the voltage domain, unless there are reasons as
mentioned before, for processing in the current domain. When going from the
voltage to the current domain or vice versa, using transformations comprising a
resistive part, extra noise is introduced. Therefore, unnecessary transformations
should be avoided to prevent the system from sub-optimal performance.

For the remainder of this chapter a power-supply voltage is assumed.
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Figure 3.1: The change from series-connected blocks to parallel-connected blocks
for the addition of two signals for low-voltage design.

3.3 Low voltage

In the history of electronic design, low-voltage design may be seen as a separate
period . After the introduction of IC technology in electronic design, circuits
changed with respect to circuits previously realized with discrete components.
For integrated circuits, transformers, inductors larger than some tens of nH
and capacitor values beyond several hundreds of pF are a problem. These
components cannot be integrated and have to be mounted externally to the chip.
Consequently, when fully integrated circuits have to be realized, components
with such values can no longer be used. In contrast to this reduction of design
freedom, the matching of components on chip is far better than the matching
of discrete components and has led to a profitable use of this feature. These
aspects caused the circuit’s topology, appearance, to change.

Something analogous is now happening after the introduction of low-voltage
design; the appearance of circuits is changing. Circuit solutions that previously
were realized with a number of transistors stacked are no longer possible due
to the lowered supply voltage. New circuit topologies are found that realize
the same functionality, but now with more parallel current paths, see figure
3.1. Instead of a common supply current, Isyp, blocks have a common supply
voltage, Vsup.

"The circuits in which tubes are used as the active devices can also be seen as low-voltage
circuits. For these circuits the stacking of devices is not preferable as it results in very high
supply voltages. Different techniques are used, compared with the modern low-voltage design,
to cope with this.
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3.3.1 Implications at signal-processing level

Generally speaking, the low-voltage constraint sets a limit on the maximum
magnitude of all the node voltages. Finally, these node voltages can be a re-
sult of a signal and/or a required quiescent point. At the signal-processing
level the quiescent point of devices and larger blocks are not present yet and,
consequently, only the signals in the system can conflict with the low-voltage
constraint.

As was discussed in the previous section, when the current is used as the
signal carrier, the low supply voltage is no longer a direct limitation. However,
it is not always possible to do the complete signal processing in the current
domain. For instance, if the information of a sensor is best retrieved when its
output voltage is used, voltage swings cannot be made arbitrarily small. They
are at least equal to the sensor signal voltages. The same holds for an output
transducer which reproduces the information the best when a voltage is supplied,
the supply voltage must be at least as high as the highest output voltage.

Between the input and output transducer, voltage swings can be minimized
in a mathematical way. The input signals are known, the signal processing
function is known and thus the internal voltages can be found (it is assumed
that the complete differential equation is already reduced to a set of lower order
differential equations). By means of the associative and the commutative laws,
for instance, internal voltages can be minimized.

3.3.2 Implications at circuit level

At the signal-processing level only the trivial influence was found that node
voltages are limited to the supply voltage. Concerning the influence on the cir-
cuit’s performance more can be said. As was already mentioned, the influence
of the low-voltage constraint is mainly found in the changed topology of the cir-
cuits. Due to the low-voltage constraint, combinations of transistors previously
used can no longer be used. This, however, does not necessarily have to re-
duce the circuit’s performance, for instance, implementing nullors by cascading
CE-stages [6] remains possible.

A circuit can be separated into its signal path, the components primarily
required for the implementation of the signal-processing function, and the re-
maining part of the circuit which is required to make the signal path function
properly, the so-called bias circuit. The supply voltage now has to be divided
between the circuit for the signal path and for the bias circuit, see figure 3.2. In
the figure, vsignat stands for the voltage required for the complete signal range.
The information may be directly related to this voltage or via an impedance.
Vbevick stands for the voltage required for the devices of the signal path in
order to guarantee the required small-signal behavior (this is discussed in the
next section). The voltage margins at the top and the bottom are the margins
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Figure 3.2: The division of the available supply voltage between the signal-path
and bias circuit.

required for proper functioning of the bias circuits. The value of these margins
depends, amongst other things, on the type of biasing used. For instance, for
class A and AB biasing these values are determined by the saturation voltages
of the current sources. Whereas for class B biasing the bias sources are no
longer present and Vayrararn can therefore be set to zero. Instead of these
sources, signal path-devices are now also found. Either one of the two devices
is conducting and the other is switched off.

For a voltage-mode circuit the signal-voltage swing is directly related to the
dynamic range and, consequently, the supply voltage should be used as much as
possible for this signal-voltage swing, otherwise a waste of power results [7]. This
maximization of the voltage swing is limited by the minimum voltage margins
required for the bias circuits and the minimum voltage for the devices of the
signal path. Increasing the voltage swing so that these margins or the voltages
for the signal-path devices are no longer available results in a power increase
required for getting them properly functioning again, if this is still possible.
Consequently, a reduction of the power efficiency is obtained.

For a current-mode circuit the power used for the signals, the signal-path
devices and the bias circuits can be depicted as illustrated in figure 3.3. Figure
3.3a depicts the ideal situation. This means that the signal-path devices and
the bias circuits also function properly at zero voltage and the impedance level
can be made zero, such that the voltage swing becomes zero, without the cost
of extra power. In that case the total power consumption is constant and equals
isignal X Vsup. However, in practical cases, the signal-path devices and the bias
circuits require some minimal voltage for proper functioning. When this minimal
voltage is not available, (very) much additional power is required (including
additional circuits) to get the circuit functioning, if possible. For obtaining very
small voltage swings a relatively low impedance level is required. This also
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Figure 3.3: Schematic representation of the power consumption for a given
signal current: I, the power used for the signal and II, the power used for the
signal-path devices plus the bias circuit. a) In the ideal case and b) the non-ideal
case.

costs additional power. Therefore the total power consumption (the efficiency)
reduces for relatively small and large voltage swings.

Thus for both the voltage-mode and current-mode circuits it is preferable
to have minimal Vasg4rein and Vpgvrog. For the voltage-mode circuits, the
dynamic range can be increased, and for the current-mode circuits the supply
voltage can be reduced, resulting in less power consumption.

The functions to be discussed in this book can all, besides the principal ele-
ments for generating the reference variable, be implemented by a combination of
nullors and passive linear elements. At the signal-processing level only the sig-
nal levels could result in a conflict with the low-voltage constraint. For practical
realizations of this signal path with realistic nullor implementations, a minimum
voltage is required to be able to work correctly, i.e. Vprvicr. Consequently,
conflicts may arise between the node voltages and the low-voltage constraint.
The linear passive elements do not require a supply voltage [8], they already
show the required transfer at a zero voltage.

Thus, to gain insight into the influences of a low-voltage constraint on the
circuit’s performance, the influence on the nullor implementation needs to be
examined and the influence on the performance of the bias sources has to be
known. Then an optimization can be done on the nullor implementation com-
bined with the bias circuit.
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Figure 3.4: A nullor implemented by a cascade of stages.

3.3.2.1 The nullor implementations

The required voltage at the input and output of the nullor implementation,
VbevicE, and the voltage margins for the bias circuits, Vi ararn, determine,
together with the actual supply voltage, the maximum voltageswing, vsignai, at
the input and output, respectively. As was pointed out, minimizing Vpevice
and Varararn is favorable for voltage-mode as well as current-mode processing.
Therefore, the focus can be on the minimum supply voltage required for a nullor
implementation. The difference between this minimum supply voltage required
and the actual supply voltage can be used for signal processing.

Nullors can be considered to be comprised of a number of cascaded stages,
see figure 3.4. Each stage in turn is realized by means of one or more devices.
To obtain the optimum contribution of a stage to the performance of the total
nullor implementation, it should be without local feedback [6]; the four chain pa-
rameters should be as small as possible. The only stages having this feature are
the CE stage for the BJTs and the CS stage for the (MOS)FETs. The CB, CG
and CC, CD stages are CE and CS stages with a (non-energetic) local feedback
so that they act as a current follower and a voltage follower, respectively.

The devices used for the CE and CS stage require a bias in order to obtain the
desired small-signal performance [8]. In figure 3.5 the required bias is depicted
for the BJT and the (MOS)FET. For a bipolar transistor this bias is given
by: the base-emitter voltage Vgg, the base current I, a minimal collector-
emitter voltage Vo g and the collector current Io. For the MOS(FET) this bias
is given by the gate-source voltage Vgg, the gate current I, a minimal drain-
source voltage Vpg and the drain current /p. For the bipolar transistor the four
parameters are free to choose with the constraint that two degrees of freedom
are available [9]. For the (MOS)FET the gate current is a leakage current and
is not free to choose. Therefore, for the (MOS)FET three parameters are free
to choose but also with the constraint of two degrees of freedom.
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Figure 3.5: The bias of a BJT and a (MOS)FET.
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Figure 3.6: A more practical configuration for realizing the bias of a bipolar
transistor.

As the collector/drain current is most closely related to the behavior of
the device (see section 3.4) and the collector-emitter/drain-source voltage is
important for the large signal behavior (preventing saturation) it is the most
convenient to set these two quantities and let the other(s) be controlled by a
loop [8]. Figure 3.6 gives a more practical configuration for realizing the bias (it
is depicted for the BJT only). Instead of realizing floating current sources, each
current source is split into two sources, each having one terminal grounded.

For this stage the minimum supply voltage required at the input is found to
be equal to:

VsUPinimai = VDEVICE + VMarcIN = Vg + Vsary + Vsars, (3.3)

where Vs a7, and Vsar, are the saturation voltages of the base-current source
and the emitter-current source, respectively. At the output the minimum supply
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Figure 3.7: Realizing a balanced CE stage. a) In the voltage domain and b) in
the current domain.

voltage required equals:
Vsup,.inimat = VDEVICE + VMARGIN = VeE + Vsats + Vsatg, (3.4)

where Vgar, is the saturation voltage of the collector-current source. The
largest of the two determines the minimum supply voltage required for this stage.
In a lot of situations the emitter of the CE stage is grounded and the current
source Ig is short circuited and does not need to be realized; consequently,
Vsar, = 0 V. Thus a single floating CE stage requires Vgq7, more supply
voltage than the grounded version.

Besides the single CE stage, the balanced version of the CE stage also has
small chain parameters. The balancing can be done in two domains [10]:

e voltage domain;
o current domain.

Both these methods are depicted in figure 3.7. Figure 3.7a depicts the balancing
in the voltage domain, it is the conventional differential pair. The balancing is
a result of the anti-series connection of the inputs (voltage feedback) and the
anti-series connection of the outputs of the two transistors. The sum of the two
output currents is constant and equal to the tail current. For both transistors
the biasing sources as depicted in figure 3.6 are required and thus the minimum
supply voltages for the input and output are given by equations (3.3) and (3.4),
respectively. Lowering this voltage by grounding the emitters, as was discussed
for the single CE stage, is not possible as the balancing then disappears; the
series feedback is broken.

For the method as depicted in figure 3.7b it is permissible to have grounded
emitters. The two outer transistors are the signal transistors while the two inner
transistors determine the sum of the currents through the signal transistors. As
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a function of the resulting error, a current is fed back so that the sum of the
currents of the two signal transistors becomes equal to 2I. Again, balancing is
obtained, but now with current feedback. Circuits using this technique are for
example [11] and [12]. For this stage the minimum supply voltages for the input
and output are also given by equations (3.3) and (3.4), respectively. For this
stage, as said, it is permissible to ground the common-emitter node, because
the balancing is realized by means of the parallel feedback. Thus this balanced
CE stage can have the same minimum supply voltage as the single CE stage. In
appendix A, the minimum supply voltage required for the four different types
of negative-feedback amplifiers is discussed.

3.3.2.2 The voltage required for the bias sources

Bias sources also require a minimum voltage to function properly. The bias
sources can be a current source for, for instance, the bias current of the signal
transistor or a voltage source used as, for instance, a level shift between two
stages. In this section the relation between the supply voltage and the perfor-
mance of current and voltage sources is examined at a relatively high level of
hierarchy.

Voltage sources Bias voltages can be derived from the available voltage ref-
erences, i.e. PTAT voltages, bandgap-reference voltages, supply voltages, et
cetera. This derivation has no resistive part, i.e. from a voltage to a voltage,
and thus the noise performance of the bias-voltage source can be as good as the
voltage reference. In realistic sources, resistors, diodes and so on, are involved
to realize the DC voltage conversion and introduce noise. The impedance level,
however, can be chosen freely so that the noise level can be made as low as
required.

Assume a bias voltage equal to Vpras has to be realized. This can be done by
amplifying (gain > 1) a reference voltage to the required value. When the supply
voltage is now lowered and it is assumed that the required bias voltage remains
constant and below the supply voltage, its performance is not influenced, i.e.
the bias voltage is independent of the supply voltage. When the bias voltage is
derived from the supply voltage by means of a divider, it becomes dependent
on the supply voltage. An example of this type of source is depicted in figure
3.8. When the supply voltage is lowered, the division factor has to be changed
by the same factor in order to get the original bias voltage again. Assuming an
ideal supply voltage, the noise of this source is a result of the resistive divider.
Its noise-power density spectrum, S,, equals:

Ry Ry

v = 4k ———,
S Rt 2

(3.5)
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Figure 3.8: The realization of a bias voltage by dividing a larger voltage.
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Figure 3.9: The derivation of a bias current from a reference voltage.

that is, for the noise the two resistors are in parallel. For supply voltages,
relatively large with respect to the required bias voltage, Rz can be ignored
with respect to R; and the noise is constant as the current drain and the bias
voltage are assumed to be constant. For supply voltages relatively close to the
bias voltage, R, becomes relatively small and thus reduces the noise level. In
the limit when the supply voltage equals the bias voltage, the noise level tends
to zero. Thus the closer the bias voltage is to the supply voltage, the lower the
noise level is. In other words, when the signal-to-noise ratio of the source is
kept constant, the current consumption can reduce when lowering the supply
voltage.

Current sources In nature no true current references are found and therefore
bias currents have to be derived from voltage references, inherently introducing
a resistive transfer, see figure 3.9. The reference source is again assumed to be
ideal as it was in the case of the voltage bias source. The noise-power density
spectrum, S;, at the output of the current source equals:

Igras
VREF

S; = 4kT . (3.6)
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To obtain low-noise performance the reference voltage must be as large as possi-
ble and is thus a maximum when it equals the supply voltage. Thus for a given
bias current the noise power increases proportionally with a decreasing supply
voltage. By means of an increased power consumption, the equivalent noise of
the resistor of figure 3.9 can be made lower.

3.3.3 Implications at device level

The performance of the individual devices is only slightly dependent on the
supply voltage. In section 3.4 will be shown that the current through a device
predominantly determines its behavior. As was pointed out in the introduction,
lowering the supply voltage makes it possible to use smaller devices. As the
maximum voltage in a circuit lowers, also the breakdown voltages of devices can
be proportionally lower. Smaller devices can have smaller parasitic capacitances
and have, consequently, higher speed potentials.

This increase in speed is slightly reduced by the increase of the capacitances
of the junction which are normally reverse biased; this applies to bipolar transis-
tors as well as to (MOS)FETs. For the capacitance of a reverse-biased junction,
it holds [13] that: i
(1 - Vexr/Vy)M’
where Cjq is the capacitance at zero voltage, Vgx is the external voltage across
the capacitor, Vy is the build-in voltage and M is the grading factor which
depends on the doping profile. Values for M are about 0.3 and for V; about
0.7 V. For example, for the DIMESOI1 transistor [14], the parameters for the
base-collector capacitor of the minimal NPN transistor are given by M = 0.28
and V; = 0.67 V. Expression (3.7) is plotted in figure 3.10 with Cj9 = 1 pF.
For a reverse bias voltage of about 8 V, the junction capacitance is halved.

The effective transit frequency fr,,, of a bipolar transistor is given by:

gm

fTeH - 277(ng1-" +Cje + Cjc + st)! (38)
where g., is the transconductance of the transistor, T is the base transition
time and Cj., Cj. and Cj, are the junction capacitances of the base-emitter,
base-collector and base-substrate junction, respectively. For vertical transistors,
the capacitor to the substrate is found at the collector. When calculating the fr
of a transistor, the substrate capacitor is short circuited (when the collector bulk
resistor is ignored), and does not need to be taken into account. But when the
transistor is driven by another vertical transistor, the substrate capacitor of that
transistor is in parallel with the base-emitter capacitance and as a consequence
lowers the speed of the transistor. For the lateral transistors the capacitance
to the substrate is already at the base and therefore equation (3.8) is used for
both vertical and lateral transistors.

C;=Cro (3.7
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Figure 3.10: The capacitance of a reverse-biased junction as a function of the
bias voltage, with M = 0.28, V; = 0.67 V and Cjy = 1 pF.

For a lower supply voltage, the voltage that can be used to reverse bias
the collector-base capacitor and the capacitor to the substrate also reduces,
resulting in a lowering of the fr,,,. The relative lowering depends on the value
of the base-emitter diffusion capacitance, ¢,,TF, which increases for increasing
collector current, and on the value of the base-emitter junction capacitance,
which increases for increasing transistor sizes (this also holds for Cj. and Cj,).

3.4 Low current

In contrast to a low supply voltage, a low current consumption has a large
influence on the performance of circuits. The performance of the individual
devices is mainly determined by the values of their bias currents and degrade
for lower currents. Before this is treated in more detail, first the implications
at system and circuit level are discussed.

3.4.1 Implications at system level

For a power supply voltage, the current drain is a free variable. It is not in
principle limited to a certain boundary value. Thus a low current consumption
has no influence on the system level. If a circuit were to be supplied by a current
source, then the current consumption of the circuit has to be fixed which is less
trivial constraint than a fixed supply voltage.

3.4.2 Implications at circuit level

At circuit level, more or less the same applies as for the signal-processing level.
But at this level, circuit techniques can be used to maximize the efficiency of
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the current consumption. Straightforward efficiency improvement is obtained
when instead of class A biasing, class (A)B biasing is used.

With class A biasing, the currents supplied to the signal path at least equal
the level required for the maximum signal levels. Therefore, when relatively
small signals are processed, a lot of current is wasted. For class (A)B biasing,
this bias level can be said to be made signal dependent. When no signals are
processed, the bias drops to zero (class B) or to a relatively small stand-by level
(class AB). In this way the waste of current is considerably reduced.

In appendix B a design example is given of a balanced three-stage output
amplifier whose last two stages are class AB biased [15]. The quiescent current
of these stages is about 1% of their maximum output current. For realizing the
AB relation additional circuitry is required, consuming current so that the total
quiescent current amounts to about 5% of the maximum output current. But
this is still an improvement of about a factor of 20 over the same amplifier with
class A biasing.

3.4.3 Implications at device level

The bias current of a device determines its noise level, its speed and its output
power. Consequently, a reduction of the current consumption can result in a
tremendous reduction of the information handling capability. In the following
sections these three design aspects will be discussed separately.

3.4.3.1 Noise

Reducing the current level of a circuit inherently results in the lowering of the
signal-to-noise ratio of the signals. This can very easily be seen when it is
remembered that the signal power reduces quadratically for reducing current
level, whereas the noise power reduces linearly for reducing current level, see
equation (3.9):

8 J°

Thus the signal-to-noise ratio decreases in proportion to a decreasing current
level.

The resistor Validation of equation (3.9) for the case of a resistor is very
easily done. By examining the resistor, an impedance level is inherently intro-
duced and both the voltage and current may serve as the information carrying
quantity. When the voltage is used as the information carrying quantity, the
signal-to-noise ratio that is maximally attainable for a resistor equals:

3 vZ vel

N ~ 4kTBv,/I ~ 4kTB’ 3-10)
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where v, is the given signal level and B is the bandwidth. The signal-to-noise
ratio is lower for a lower current consumption.
If the current is chosen to be the signal carrying quantity, the signal-to-noise
ratio is given by:
S I? el
N ~ 4kTB/R  4TB’

when it is assumed that the voltage swing is not changed. This expression is
the same as the equation for the voltage-mode case: the signal-to-noise ratio
also reduces for reducing current consumption. However, for this situation an
additional degree of freedom is available: the voltage swing. When the voltage
swing is increased by the factor by which the current consumption is reduced,
the signal-to-noise ratio does not change.

(3.11)

The bipolar transistor For the bipolar transistor three noise sources are
predominantly responsible for its noise performance:

e collector shot noise;
e base shot noise;
o thermal noise of the base resistance.

These three sources contribute to the noise performance of a circuit. The rel-
ative contribution is determined by the collector bias current and the source
impedance *. In the first-order approximation it does not matter whether it
concerns a voltage source or a current source.

Consider the input configurations as depicted in figure 3.11. Both input
configurations are a part of a complete amplifier; the two controlled sources,
ifs and vy, represent the current and voltage feedback respectively. When the
feedbacks are assumed to be ideal, the noise contribution of the bipolar transistor
is equal for both situations. This is easily verified with the Norton-Thévenin
equivalents. For both configurations the noise level is minimal when it holds

that:
VrvB
RS + T ’

where Vris the thermal voltage and 74 is the base resistance. The signal-to-noise
ratio for both configurations equals for I¢, ,:

Ig,,, = (3.12)

5 v2
N~ 4kT(£”V}L—Bﬂ + 74+ R,)B’

(3.13)

>The source impedance should be interpreted in a wide sense. It is the impedance from
which the transistor is driven, i.e. signal-source impedance, driving-stage impedance, et cetera.
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Figure 3.11: Input configurations: a) current input and b) voltage input.

where B is the bandwidth and vs and i; are related according to v, = i, R,.

Thus for the noise it makes no difference whether the voltage or the current is
used as the signal source. The optimum collector current depends on the source
impedance and not on the source fype. When reducing the collector current
in order to reduce current consumption, the noise level always increases. The
original current level was found from a noise minimization, and thus lowering
the current means a non-optimal collector current.

The field-effect transistor The equivalent input noise sources of the field
effect transistors (MOSFET and JFET) are substantially different with respect
to the equivalent input noise sources of the bipolar transistor. For the bipolar
transistor the equivalent input noise voltage increases for reducing collector
current, whereas the equivalent input noise current reduces for reducing collector
current. Therefore an optimum value can be found, not being a boundary value,
for which the noise level is minimal for a given source impedance. For FET-like
components the DC gate current can be assumed to be zero and, consequently,
no shot noise is introduced by the gate junction. When the noise of the drain
of the FET-like components is transformed to the input, an equivalent voltage
and current noise source are found. For both sources it holds that their value
increases for decreasing drain current.

Again, the SNR is independent of the type of input signal in the first-order
approximation. For the signal-to-noise ratio at the input of an amplifier with a
FET as input component, it holds that:

S vs
N [ {4kTe/gm (1 +w*R(Cas + Cap)*]} dw’

(3.14)

where g,y is the transconductance of the FET, Cgs and Cgp are the gate-source
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and gate-drain capacitance, respectively, and R, is the source impedance. The
SNR increases for increasing g, which can be done by enlarging the drain
current. The maximum is obtained for the maximum permissible current for
which g, is a maximum. But, as the g, of a FET (proportional to the square
root of the drain current in the strong-inversion region and proportional to the
drain current in weak-inversion region) is lower for a given current than the g,
of a bipolar transistor [16] (proportional to the collector current), the SNR with
a bipolar input is very often higher. Only in the case of high input impedances
may the FET be favorable. The optimum value of the collector current becomes
very low, see equation (3.12) and consequently the behavior of the transistor
may degrade considerably. In that case the FET may cope with this problem
as its optimum is found at the maximum drain current.

In the case of a MOSFET biased in the sub-threshold region, the output
noise can be considered to be analogous to the noise of the bipolar transistor,
ie. 2¢Ip [16] and the FET almost resembles the noise behavior of the bipolar
transistor and can even become better in other aspects.

3.4.3.2 Signal power

For the maximum output signal power it does not matter whether a voltage or
a current is used. For the maximum signal supplied to a load, the following
equation holds:

Vimazr = flzloadlr (315)
b = I (3.16)

where |Zjoqq| is the modulus of the load impedance and I is the maximum
allowed current consumption. Both maximum signals are proportional to I. In
both cases the maximum power supplied to the load equals:

Prgz = j\Blzttma'l- (317)

Especially in the case of the output of an amplifier, where the signal currents
are mostly the largest, it is important that the output stage is current efficient.
That means that the ratio of the bias current and the signal current is as small
as possible. Ultimately this means that the output stage is class-B biased. To
prevent there being an unacceptable distortion level, due to cross-over distortion,
for instance, class-AB biasing may be used.

3.4.3.3 Bandwidth

As was found from the preceding discussions, the impedance level of a circuit
increases as a result of the reduced current consumption. Consequently, para-
sitic impedances may exert more influence. In figure 3.12 two different types
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Figure 3.12: A voltage and a current input each with a parasitic capacitance or
a parasitic inductance.
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of feedback are depicted, each for two different types of source impedance. For
the feedback networks the ideal network-theoretical elements are used. For con-
figuration a, the current flowing through the voltage source is ideally zero and,
consequently, the series inductance does not influence the accuracy of the trans-
fer. For configuration d, the dual holds; the voltage across the source impedance
is zero and thus the parasitic capacitance does not degrade the accuracy of the
transfer.

In contrast, for configurations b and c the parasitics may exert an influence
on the accuracy of the transfer. For configuration b the inductance causes a
pole in the ideal transfer at:
-3
2zL’

for which the active part is assumed to be a nullor. Especially for the relatively
low output impedances of the current source, this pole may become noticeable.
Configuration ¢ has a pole in its ideal transfer at:

(3.18)

-1
p= 27R,C’ 3-19)
which is especially noticeable for relatively high output impedances of the volt-
age source.

For low-current integrated circuits the predominant parasitics are the ca-
pacitors and the impedance levels are relatively high. Considering the input
of a signal-processing path, current processing may be favorable as it can be
done more accurately, the predominant parasitic impedances (the capacitors)
are incorporated in a negative-feedback loop.

For the output of a signal-processing path an analogous discussion holds.
From that, it follows that a voltage at the output may be favorable as the
parasitic capacitance is then enclosed by the negative-feedback loop, whereas it
results in a pole, which is directly in the transfer, for the current processing.
Thus the optimum overall transfer type is the transimpedance type.

For the intermediate interfaces it does not matter whether the current or
voltage is used. In the case of voltages, the output of the driving block incorpo-
rates the parasitic capacitance in its loop, and for the currents the driven block
encloses the parasitics in its loop.

So, it may appear that the choice of whether to use current or voltage does
not make any difference. However, there is a difference inside the nullor imple-
mentations. As the parasitic capacitances are almost always to the substrate,
which is a signal ground, it is preferable to have at least one terminal of the
nullor grounded, as otherwise a fifth terminal is introduced which can hamper
the frequency behavior considerably. For instance, consider a transconductance
amplifier in which both ports are floating, see figure 3.13. The input impedances
of the separate stages (r.s), are relatively low. The parasitic capacitance Cpq,
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Figure 3.13: A three-stage transconductance amplifier.

however, is not completely parallel to the input of a stage, but only connected
to one terminal of a stage. The other side is connected to the substrate. This
causes the parallel impedance to which the parasitic is connected to be relatively
high due to the series-feedback action of the total amplifier. Consequently, the
influence of the parasitic is considerably enlarged.

As the transconductance amplifier is the only one having two floating ports,
it should preferably not be used when maximum bandwidth is important. The
other three configurations do not need to have this problem.

For the implementation of the nullor, in [6] and [§] is shown that the CE (CS)
stage is the best choice. For this type of stage, in the case of grounded emitter
(source), the parasitics are in parallel to the input or the output of the stage and
consequently have the lowest influence on the bandwidth of an amplifier. When
local series feedback is used, parasitics may exert more influence due to the
higher impedance levels (cf. the example of the three-stage transconductance
amplifier).

Besides the parasitics which exert a larger influence on the bandwidth of an
amplifier, the maximum speed of the constituent devices itself also reduces and
causes the amplifier to have a reduced bandwidth. The devices discussed here
are the bipolar transistor, the field effect transistor and the resistor.

Bipolar transistor In equation (3.8) the effective transit frequency of a bipo-
lar transistor was given. It is repeated here:

Im
= . 2
fT,” 2m (ngp + (jjg + Cjc + st) (3 0)
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Figure 3.14: The fr,,, of a transistor as functions of its collector current.

The term g, TF is the diffusion capacitance of the bipolar transistor, it accounts
for the speed limit that is caused by the time charge requires for crossing the
base of a transistor. The larger the current is, the more charge is present in
the base and the larger the equivalent capacitance is. Thus for relatively high
collector currents, the fr, 4, is mainly determined by the diffusion capacitance
and is given by: .
fr= 57T5

which is independent of the collector current and equals the transit frequency
of a process. For even higher currents, fr,,, reduces again [13]; however in the
case of low-current design this point is not reached. For relatively low currents,
the charge in the base can be ignored with respect to the charges found in the
junctions capacitances and fr,,, is given by:

(3.21)

ok 2?1'(6'3.-,; + Cjc + ng) ’

(3.22)

and reduces for lower collector currents. This behavior is drawn in figure 3.14.
For relatively low currents, the fr,,, of a transistor is determined by the junction
capacitances. These junction capacitances can be reduced by reducing the size
of the complete transistor. Capacitances reduce as the effective areas of the
three corresponding junctions reduce.

When the isolation of the transistors is done by deep high-doped isolation
walls, the substrate capacitance can be considerable; values can be on the order
of some tenth of pF, whereas the base-emitter and base-collector capacitances
are about 0.05 pF to 0.1 pF; then the substrate capacitance predominantly de-
termines the fr,,, of the transistor. When oxide walls for the isolation are used,
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the total substrate capacitance can be considerably reduced as the capacitance
of the oxide wall is almost nullified. The substrate capacitance is now deter-
mined by the capacitance of the buried layer to the substrate. As the isolation
wall is now oxide it is allowed to touch the buried layer and consequently the
transistor size can be considerably reduced and the substrate capacitance re-
duces even further. When the high-doped isolation wall touches the high-doped
buried layer, a junction is formed which is highly doped at both sides. Conse-
quently, the breakdown voltage can be as low as just a few volt. For low-voltage
circuits (1 V) this does not need to be a problem and this can thus be used to
reduce the parasitic substrate capacitance when no oxide isolation is available.

The (MOS)FET The effective transit frequency, fr,,,, ofthe (MOS)FET
can be defined as [16]:

_ 9m
T1r = 2m(Cas + CaB)’ (8:5)

where Cgs is the gate-source capacitance, Cgp is the gate-bulk capacitance
and g, is the transconductance of the (MOS)FET. The gate-source capacitance
depends on the mode of operation of the MOSFET. For moderate and strong
inversion it is about 60 % of the gate-oxide capacitance whereas it reduces to
almost zero for weak inversion.

The (MOS)FETs are self-isolating devices and, consequently, they do not
have the corresponding relatively large substrate capacitance as the bipolar
transistor does. The parasitic capacitances to the bulk are found at the drain
and source contact. A part of these parasitics is caused by the channel-to-bulk
capacitance for the MOSFET.

For the JFET it depends on the type whether the parasitic from the channel
to the bulk is absent or not. When the gate of JFET completely encloses the
channel, the channel is isolated from the bulk and consequently the parasitic
capacitance from the channel to bulk is zero. The parasitic from the gate to the
bulk can be relatively large now, as the gate-bulk junction now has a relatively
large area.

The JFET is, compared with the MOSFET and bipolar transistor, a rather
bulky element and, consequently, relatively slow. Its application is therefore
mostly in the field of low-frequency controlled resistance.

Resistors The bandwidth of resistors also reduces when a low current con-
sumption is required. When currents are in the sub-g#A region and the voltages
required across resistors are still in range of several volt, resistances become very
high. When these resistances are realized on chip, the resistors get relatively
large and, consequently, the parasitic capacitances to the substrate are consid-
erable. Analogous to interconnects on a chip, these relatively large resistors
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Figure 3.15: The resistor visualized as a distributed RC network.
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Figure 3.16: The four ways in which resistors can be used.

can be modeled by a distributed RC network, see figure 3.15. In the literature
a lot has been published concerning approximations of distributed networks in
order to predict the step-response of an interconnect modeled as a distributed
RC network [17], [18] and [19]. The approximations are based on time-domain
considerations. Analog design, however, is preferably done in the frequency do-
main and does not use the step-response but instead uses phase and amplitude
of signals. Therefore, these approximations are not the appropriate ones. Other
publications deal with frequency domain approximations [20]; however, these
approximations assume a frequency much lower than the first pole. For low-
current applications this does not need to be true. Therefore, some attention
is paid here to the frequency behavior of high-ohmic resistors modeled as dis-
tributed RC networks. The analysis is based on the calculations done by Deily
[18] and Zurada [21].
Resistors can be used in four ways, see figure 3.16:

¢ one-port configuration V/I;
s two-port configuration I/V;
e two-port configuration, voltage divider;

e two-port configuration, current divider.
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Figure 3.17: The Bode plots of a resistor, used as a one port, with a distributed
parasitic capacitance.

The current divider can be seen as the resistor as one-port for which the port
impedance is important and is therefore not separately analyzed. The influence
of the distributed parasitics is different in the other three situations. For the
one-port configuration, the impedance can readily be found as:

sinh (m)
i V/sRC cosh (m) ‘

where s is the Laplace variable, R is the DC resistance and C is the total
parasitic capacitance. Calculating the poles and zeros, one ends up with the
following expression:

Zg(s) = (3.24)

ey (8 9% +1]

VA =R s
RO =R L i + 1

(3.25)

This impedance has an alternating sequence of poles and zeros on the negative
real axis. The bode plots of this impedance are depicted in figure 3.17. From
the equations follows that the pole with the lowest frequency can be found at:

. — _._._..__--4
Dfirst 21RC 3 (326)
in which the magnitude is about 2.5 times higher than when the time constant
RC is used. The corresponding -3 dB point also follows from the plot *. A
closer look at the plot shows that the roll-off equals 10 dB/dec and the phase
shift limits to 45°. This is result of the alternating sequence of poles and zeros.

31t is permissible to say that the pole of equation (3.26) determines the -3 dB point as the
magnitude of the next pole is a factor 9 higher and of the first zero is a factor 4 higher.
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Figure 3.18: The bode plots of a resistor used as a two port.

When the resistor is used as a two-port V-to-I converter, the following trans-

fer can be found:
gy VARG (3.27)
Vin sinh (\/s C)

Again, calculating poles and zeros the following expression is found:

Iout — G' 1
Vin — [I12,(s:3% +1)

The impedance has a sequence of infinite countable poles on the negative real
axis and the one with the lowest frequency can be found at:

2

by

(3.28)

Pftirst = 5’;‘;‘;‘5
The bode plots are depicted in figure 3.18. For this situation the order of the
conductance steadily increases as a function of the frequency, resulting in a
phase shift not limited to 90° but steadily increasing for increasing frequency.
The third situation is in which the resistors are used as voltage divider. This
voltage division cannot be derived from the impedance found for the one-port
resistor by calculating a voltage division with Z;/(Z; + Z2), because for both
the resistors the parasitic capacitances are connected to the substrate. As one
of the resistors has no terminal connected to the small-signal ground (which is
also the substrate), the influence of the parasitics is different for both resistors.
For calculating the transfer to the output of the voltage divider, the complete
divider has to be visualized as a single distributed network with a tap as the
output of the voltage divider. The transfer of this network can be written as:

Viur sinh (5@)
Vin sinh (ﬂ) ’

(3.29)

(3.30)
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Figure 3.19: The transfer of a distributed-network voltage divider.

where § is the voltage ratio. For the poles and zeros, the following expression
is found:

2
Vou _ T2 E0E +1)
Vin H?:l (S'ﬁﬂRf +1)

For § = 1 the poles and zeros cancel, which may be expected as the input
and output are then completely in parallel. The Bode plots of this transfer
are depicted in figure 3.19. Again, the roll-off increases for higher frequencies,
however, less fast than for the previous case. The same holds for the phase,
it is steadily increasing for higher frequencies. The difference with respect to
the resistor as one port is that the zeros and poles do not alternate. The axis
on which the zeros are located, compared with the axis on which the poles are,
can be said to be scaled by 1/62. Therefore, the phase is not limited as for the
one-port situation, however it does not drop as fast as for the two-port V-to-I
transfer, as the zeros have completely vanished for that transfer.

In the previous expressions the capacitances due to a contact were ignored
as the size of the resistors was assumed to be relatively large. The influence of
the contact parasitics can be studied by adding them to the resistor and using
expressions for capacitive loaded distributed networks; see, for instance, [22]. It
was also assumed that one of the terminals of the networks was grounded. If
the resistive networks are floating, the influence of the parasitics will increase
as was seen in section 3.4.3.3.

From previous consideration it follows that when the resistor is used as a two
port, the phase and frequency behavior can be very inconvenient. When these
high resistances are required, the resistor may be replaced by a MOSFET or
JFET of which the channel is almost depleted. The size of these components is
considerably smaller and the resulting influence of the parasitics is at relatively
high frequencies [20]. Also, active structures may be used at the cost of an
increased current consumption; for example, the method as depicted in figure

(3.31)
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Figure 3.20: An active realization of a high resistance.

3.20 [23]. The voltage is converted into a current by a relatively low resistance
R. The resulting current is attenuated by means of a current attenuator and
the resulting impedance equals:

Req =R* n, {332)

where n is the attenuation factor.

3.5 Low power

3.5.1 Minimization

Low-power design means both low-current design and low-voltage design. There-
fore, low-power design has to do with the combined difficulties of low-voltage
and low-current design. On top of that, when assuming low-power design, the
orthogonality is terribly disturbed. As was seen all the quality aspects of elec-
tronic circuits improve when more current is allowed to be consumed. Now one
has to find answers on questions as: do I use an additional pW to improve the
noise performance? or: do I use this power to improve the bandwidth of my
circuit? To be able to answer this question, at least a weighting function must
be available which relates noise performance and bandwidth to parameters hav-
ing the same dimension such that they can be compared objectively. In this
weighting function factors are found representing subjective aspects such as, for
instance, the intelligibility of an audio signal is larger when the bandwidth is en-
larged than when the noise level is reduced. Besides these subjective weighting
factors, which depend on the application and consumer, also objective weighting
factors are found, for instance, when the current of the input stage is increased
by 1 pA, the noise level only reduces by 0.1 dB whereas the bandwidth increases
by 50%. This type of factors is independent of the situation and can be coped
with in general design methods.
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Consequently, the strategy should be that first the separate quality aspects
are optimized assuming orthogonality and in the second step power reduction
and/or power exchange between the several parts of the circuit can be done such
that the performance of the circuits reaches the requirements.

A straightforward way to reduce the power consumption is by reducing the
power-supply voltage and/or by reducing the current levels. Less straightfor-
ward is to exchange voltage and current, such that the power efficiency is en-
larged. This is discussed in the next section.

3.5.2 Power-supply voltage conversion

The starting point is the assumption that the principal power source has a rel-
atively low voltage, i.e. 1 V. It may then be that a circuit block requires a
higher supply voltage in order to function in an optimum way. These mini-
mally required node voltages can be found via systematic biasing techniques as
presented in [8].

Realizing higher voltages from a fixed lower supply voltage can be done by
means of a DC-DC converter. Two different types can be distinguished:

e Charge-pump based DC-DC converters;
e LC-tank based DC-DC converters.

Charge-pump based DC-DC converters Of this type the three main con-
figurations are [24]: the Marx voltage multiplier [25], [26], the Cockcroft-Walton
voltage multiplier [27] and the Dickson voltage multiplier [28]. These voltage
multipliers are based on charge pumping by means of capacitors and self-timed
switches. Depending on the implementation of the self-timed switches, an effi-
ciency on the order of 80% can be obtained with MOS switches and an efficiency
of about 40 % is possible with bipolar switches. The main difference is that in
the on-state the voltage drop across the MOS switch can be considerably lower
than for the bipolar switch [24].

LC-tank based DC-DC converters The more commonly used name for
this type is the Buck converter. These use an LC tank to convert the voltage,
[29]. For this type of converters only one switch at the input side is found and,
therefore, does not need to be self-timed. Using bipolar switches may also result
in a high efficiency, i.e. on the order of 90 % and higher. The disadvantage of
this type of converters is the inductor required, very often making an external
component inevitable.

Concluding, the use of voltage multipliers to increase the supply voltage
(locally) is probably only effective in improving the overall performance when
the output power of the voltage multiplier is relatively low (power efficiency).
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An application could be the generation of a higher voltage in order to drive the
gate of (MOS)FETs to a voltage which is well enough beyond the drain voltage
(which is at most the supply voltage) in order to gain some extra drain voltage
swing, [30] .

3.6 Conclusion

This chapter described the influence on the performance of electronics when low-
voltage low-power constraints are given. To get a clear insight, these constraints
were split into three separate parts:

o low voltage;
e low current;

e low power.

Low voltage was shown to mainly influence the maximum possible signal
voltages. For a lower supply voltage, the maximum value of the voltage sig-
nals reduce. When using the current as the information carrier, an additional
degree of freedom is obtained, i.e. the impedance level, to set the maximum
current level. Further, it was shown that the nullor implementations are hardly
influenced. The minimum required voltage room is only slightly larger than the
minimum required voltage room for the constituent devices. For a floating port,
the minimum required voltage is a saturation voltage of a current source larger
in comparison to the non-floating port, thus a slight preference may be found
for the nullor implementation with non-floating ports.

The performance of current sources was shown to reduce for lowering the
supply voltages whereas the performance of voltage sources improves or, at
least, remains the same.

The devices are hardly influenced either, only the junction capacitances may
be slightly larger, resulting in a speed reduction. But, it may be said to be
negligible.

Low current was shown to have a predominant influence on the signal power,
bandwidth and noise performance of devices. A reduction in the current con-
sumption means a reduction in the performance of all three design aspects of
the resistor, bipolar transistor and the (MOS)FET. It does not matter whether
the voltage or current is used as the information carrying quantity.

Low power is the combination of low voltage and low current. To make opti-
mal use of the available power, voltage and current have to be interchangeable.
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Each part of the circuit should be supplied from a voltage source with the min-
imum required value. This is possible with voltage multipliers. However, due
to the low input voltage, i.e. 1 V, the efficiency of these multipliers is moderate
to low, or an external inductor is required to obtain better efficiency. There-
fore, for low-voltage low-power design the use of voltage multipliers is limited to
those parts of the circuits with a relatively low-power consumption, i.e. gates
of (MOS)FETs.

Due to the low-power constraint, the orthogonalization of a design procedure
is hampered. Now first the separate blocks have to be optimized, independently,
and second a weighting must be used for the allowed power consumption of the
separate blocks.

Thus an overall conclusion is that due to the low-voltage constraint, signal
voltages (related via impedance levels to the current signals or directly being
the signals) are limited to the supply voltage, which is very trivial. Low current
reduces the performance with respect to noise, signal power and bandwidth.
Low power combined with low voltage may hamper the orthogonality in the
design process but does not introduce any additional performance degradation.
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Chapter 4

Amplifiers

4.1 Introduction

Amplifiers are required in almost every electronic system. In measurement
equipment at the beginning of an information processing chain, they are re-
quired to make the, very often, relatively weak information signals more robust
so that they are more easily processed and transmitted. At the end of the in-
formation processing chain the power level of the information signal requires
power amplification in order to be able to drive the output transducer. Each of
these amplifiers is not allowed to deteriorate the information signal.

In the world of amplifier design two trends can be distinguished, viz. the
design of:

¢ general purpose amplifiers (the opamps);
¢ dedicated amplifiers.

The main difference between those two types of amplifiers is that the general
purpose amplifier has to be applicable for a wide range of load conditions and
feedback factors, whereas for dedicated amplifiers the load is relatively well
known. Therefore, the opamps are frequency compensated such that, approxi-
mately, a first-order frequency behavior is obtained [1], [2], so that the risk of
instability due to load variations is reduced to a large extent. In contrast, for
dedicated amplifiers the order of the frequency behavior can be larger than one
as the load is better known. However, orders beyond three become practically
almost impossible as these amplifiers can become instable due to a relatively
small additional phase shift.

In this chapter, the amplifier is assumed to be a dedicated amplifier as it is
to be used in the oscillator or bandgap reference by which the load and feedback
conditions are relatively well known.

75
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4.2 The basic function

The basic function of the amplifier is to accurately change the power or the
signal level and/or the dimension of an information signal, e;n:

Sout = Htransfer; (41)

€in

where eq¢ 1S the amplified signal and Hyransger is the transfer of the amplifier.
To be able to reach the required accuracy, devices with an accurate transfer have
to determine the overall transfer of an amplifier. In chapter 3, the asymptotic-
gain model [3] was shown to be the appropriate model to synthesize accurate
amplifiers. This model assumes a linear accurate feedback network (resistors,
for instance) and an active part, supplying the required power gain which does
not need to be accurately specified. When the loop gain of the amplifier is
large, the transfer of the amplifier is determined by the feedback network and
an accurate amplification is obtained.

This model can only be used for linear amplifiers as it is based on the super-
position principle. The model assumes that by means of a relatively large loop
gain, the non-linearity of the active part is counteracted and a linear approxi-
mation can be used, i.e. the small-signal equivalent.

Recently, intrinsic non-linear electronics is gaining more interest and is be-
lieved to be a serious candidate to use the high frequency potentials of, for
instance, SiGe processes. Due to the intended non-linearity, signals are spread
over a relatively large frequency range on the chip making it less sensitive to
contamination (cf. FM modulation). One could think of using the very accu-
rate exponential relation between the base-emitter voltage and collector current
of bipolar transistors, or the gate-source voltage and drain current of weak-
inversion MOS transistors. These accurate non-linearities are suppressed in
linear electronics by using a lot of loop gain and cause distortion when they pop
up in the transfer. For the non-linear electronics these non-linearities do not
need to be suppressed any longer, but instead are used favorably. Examples of
this non-linear signal processing is found in exponential state space filters [4].

In principle, the amplification factor is frequency independent, it is the im-
plementation of the mathematical scaling:

y=axz, - (4.2)

where a is the scaling factor. This scaling is speed independent. Introducing
speed limitations are an additional step; adding filtering, for instance.

4.3 Relation to the fundamental design aspects

An amplifier can be described as an information transporting channel. The
information supplied at the input of the amplifier has to be completely found
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again at the output of the amplifier. Practical amplifiers always introduce errors.
The type of errors are described in chapter 2. Applying these errors to the design
of amplifiers one can say that the stochastic noise sources limit the dynamic
range of an amplifier at the lower side, thermal noise of the input devices, for
instance. The systematic errors result in a limitation at the upper side of the
dynamic range which is thus closely related to the maximal signal power that
can be handled by the amplifier; too large signals result in systematic errors.

The bandwidth of an information transporting channel is directly related to
the bandwidth of the amplifier. The smaller the bandwidth of an amplifier is,
the less information can be transported.

These three fundamental design aspects are discussed in the following sec-
tions.

4.4 Noise

The input of an amplifier is mostly the place where signals are the smallest and
thus where noise can have the largest influence. Methods for the minimization
of the noise of an amplifier can be found in numerous textbooks [3], [5], [6]
and [7]. The starting point for the noise minimization is the transformation of
the relevant noise sources into an equivalent noise source at the input of the
amplifier such that it is easily compared with the signal source.

To reduce the number of amplifying stages contributing to the equivalent
input noise source and thus to keep the noise level as low as possible, input
stages have to be used whose four chain parameters are relatively small [3]
or in other words have high gain parameters [2]. The noise generated in the
subsequent amplifying stages can then be ignored [8] and the signal-to-noise
ratio is governed by the feedback network, the input stage and the source.

The dimensioning of the feedback network is given by the required transfer.
However, for the voltage and current amplifier the impedance level of the feed-
back network can be freely chosen and can, at the cost of power consumption,
be chosen such that the noise contribution is reduced to an acceptable level.

The noise contribution of the input stage is determined by its bias current
and for (MOS)FETs also by the transistor size. For bipolar transistors the
equivalent voltage noise and equivalent current noise of the bipolar transistor
decrease and increase, respectively, for increasing collector current, therefore, a
minimum can be found. For the MOS transistor, both its equivalent voltage
and current noise reduce for increasing drain current. This is a consequence of
the absence of the DC input current.

The relative contribution of the voltage and current noise is determined by
the level of the source impedance. For a source with a low impedance, the volt-
age noise is accentuated in comparison to the current noise. Therefore, the opti-
mum bias current of the input transistor is at relatively high currents. Further,
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for a frequency dependent source impedance, a frequency dependent weighting
function is found for the noise. For a capacitive source, the current noise is
predominant for relatively low frequencies and the voltage noise is predominant
for relatively high frequencies.

Thus the relevant part of the circuit, concerning the design with respect to
noise, is mainly located at the input of an amplifier.

4.5 Distortion

Distortion of a signal occurs, generally speaking, when the output signal deviates
from the ideal output signal, i.e. the signal which would be found at the output
of the ideal amplifier. First of all, linear distortion is found when the intended
amplitude of sine wave components differs from the intended amplitude and
no frequency components are found other than those which are found in the
input signal. This type of distortion occurs in the case of a limited bandwidth,
for instance. But deviations in the gain factor as a result of spread in the
feedback component(s) can also be responsible for linear distortion. This type of
distortion is not orthogonal to the fundamental aspects, as discussed in chapter
2, as it describes bandwidth behavior, systematic errors in the feedback network,
et cetera. This term is therefore not used any further in this book.

The non-linear distortion alters the frequency contents of the signals. In
chapter 2 the distinction was made between:

e clipping distortion;
e weak distortion.

In amplifier design these two types of distortion have a specific influence on the
behavior of the amplifier.

4.5.1 Minimization of clipping distortion

Clipping distortion is found when signals no longer fit between the supply rails,
or the current-driving capability of a stage is not sufficient. Both phenomena
result in an effectively broken feedback loop. As for an increasing input signal
the output signal no longer increases, the signal which is fed back no longer
changes and consequently the loop is broken. Characteristic of this type of
distortion is the loss of information. The output signals of the amplifier are no
longer unambiguous.

This type of distortion can be caused by each stage of the amplifier. At the
output of the amplifier both clipping in the voltage domain and clipping in the
current domain may occur as the output signals are mostly the largest. For
the other stages clipping in the current domain is the one most likely to occur.
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Slewing of stages is a well-known effect which causes this type of distortion; for
higher frequencies the available current of a driving stage is completely used by
the driven stage as a result of a capacitive input impedance. Consequently, the
driving stage is switched off and the feedback loop is broken.

Clipping distortion is a very severe type of distortion. Originally the loop
suppresses non-linearities by means of its loop gain and the loop is broken rather
abruptly and all the distortion products are found at the output; including the
distortion products caused by the clipping of the signal.

The amplifier has to be prevented from clipping signals. As the loop is
broken at the moment of clipping, a large loop gain does not help to prevent the
amplifier clipping. The only method, which is rather simple and straightforward,
is to ensure there are sufficient current and voltage driving capabilities. These
can be found for instance, from an AC analysis with SPICE [9]. In that case
SPICE first determines the DC operating point of the circuit, subsequently the
small-signal circuit is derived and this is used to perform the AC analysis. As
no bias sources are found in the small-signal circuit, no clipping occurs and the
maximum signals are free to become very large. From these simulation results,
the minimum required driving capabilities can be found.

4.5.2 Minimizing weak-distortion

Weak distortion is found when the static transfer of the amplifiers deviates from
the intended transfer and signal ambiguity is still present. For bipolar amplifiers
two main types of causes can be distinguished:

e 3 distortion;
® g, distortion.

B distortion is found in bipolar transistors when they are current driven and
have a low-ohmic load. In this case B is the key parameter for the transfer
of the transistor. As fy is only slightly dependent on the current level, the
resulting distortion is relatively low.

The g,, distortion, however, introduces more distortion. This type of dis-
tortion is found in voltage driven transistors which have relatively (compared
with their output resistance) low-ohmic loads. In this case the transfer is mainly
determined by the g, of the transistor, which is inversely proportional to the
collector current.

The two dual situations, i.e. relatively high-ohmic load and a high and
low-ohmic drive, are less practical. In the case of the low-ohmic drive and a
high-ohmic load, the voltage gain of the transistor is the key parameter. It is
approximately independent of the collector current and thus no distortion is
found. This situation is dual to the situation of the 8 distortion. However,
for this situation the impedance levels are much higher and as a consequence
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Figure 4.1: A three-stage transconductance amplifier.

the parasitic capacitances have a larger influence. Further, it is impractical to
realize subsequent stages with a relatively high input impedance without the
use of local feedback. For the other situation, a high-ohmic drive and a high-
ohmic load, the distortion is a result of the collector-current dependence of the
output resistance of the transistor. For the same reasons as the previous case,
this situation is believed to be impractical.

Thus for practical amplifiers the 8 and gy, distortion can be assumed to be
the main causes of distortion. Of course, for the highfrequencies, f > fr/8¢, the
B distortion tends to become gy, distortion as, due to the the input capacitance
of the stage, the intrinsic transistor becomes voltage driven; the driving current
flows mainly through the input capacitance resulting in an input voltage which
results, via the gy, in the output current.

How the g, distortion and ultimately the 2 distortion can be kept to a
minimum is discussed using the amplifier as given in figure 4.1. At the input
a voltage comparison is realized by means of the series feedback, and thus g,,
distortion is the source of distortion in this stage. Both @Q» and Qs are current
driven and therefore for them the § distortion is predominant. It must be
noted that the predominant cause of the weak distortion is found at the input
stage. The principal cause of the distortion is the variation of the working point
of the transistors as a function of the input signal. This variation has to be
reduced in order to lower the distortion. For a given input signal of a stage,
the @ distortion can be reduced by increasing the bias current of the stage;
reducing the relative variations of the collector current. For the g, distortion,
increasing the collector current in itself does not reduce the distortion as, due to
the exponential relation of the transistor, the relative variation of the collector
current is given for a given input voltage. To reduce this type of distortion,
the input voltage has to be reduced. This is possible when negative feedback
is used. Now, by increasing the collector current, the g,, increases and as a
result the loop gain increases. This leads to a smaller signal at the input of the
nullor implementation. Thus, the input voltage of the stage is reduced and the
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Rof

Figure 4.2: Reduction of the distortion of the input stage by means of local
feedback.

relative variation of the collector current is reduced. Of course, increasing the
loop gain of the amplifier also reduces the § distortion as the input currents of
the corresponding stages reduce.

Thus, generally speaking, weak distortion can be reduced by increasing the
loop gain. This leaves the design of the distortion, which is mainly caused in
the input stage for a voltage input, orthogonal to the noise minimization.

For the MOS transistor only gy, distortion is possible. The intrinsic MOS
transistor is always voltage driven. However, for MOS transistors not working
in the weak-inversion mode, the g., is approximately proportional to the square
root of the drain current. Thus increasing the drain current in itself reduces
the relative variation of the drain current for a given gate-source voltage. Of
course, increasing the loop gain in the case of a negative-feedback amplifier is
also applicable.

4.5.2.1 Using local feedback

The influence of local feedback on the distortion is studied in this section. The
distortion due to the variation of the g,, may be assumed to be the worst case.
To reduce this type of distortion, local feedback with R;y, as depicted in figure
4.2, is introduced. The local feedback is realized at the input stage of the
transconductance amplifier as this stage suffers from g,, distortion. The local
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feedback is, of course, such that the voltage-to-current transfer of this stage is
linearized. The remaining stages of the transconductance amplifier are described
by a chain matrix with chain parameters, A, B, C and D.
The overall transfer from input voltage, vs, to output current, 4;, equals:
) 1 1
Ag = '—j; =

(4.3)

where fis the current-gain factor and Ig is the collector current of the input
stage, D is the transmission parameter of the remaining stages, Ros is the
resistor for the overall feedback, Rjs is the resistor for the local feedback and
Vr is the thermal voltage. The transfer for the amplifier without local feedback
follows from this expression by simply making R;¢ zero. From this expression it
also follows that introducing local feedback results in a reduced overall accuracys;
the denominator of the second fraction of equation (4.3) deviates more from one
for a Ryy # 0 Q2 compared with the situation that .R;y = 0 2. The cause is a
reduced overall loop gain; the input stage is locally fed back, its transfer is
reduced and, consequently, contributes less to the overall loop gain.

For finding a qualitative measure of the influence of the local feedback on
the distortion, the variation of the gain as a function of the collector current
can be derived. This quantity is linearly related to the differential error [10]
from which second and third-order distortion can be derived very easily. The
differential gain, €, of a transfer A;, is defined as:

_ Ae=0) — Ai(e =ei)
A= Ae=0)

(4.4)

where Ay(e = 0)is the quiescent transfer, i.e. without input signal, and 4;(e =
e;) is the transfer in the case of an input signal e;. For the second-order and
third-order harmonic distortion, d2 and dg, respectively, hold:

et —e”
dy = g
2 8 3 (4 5)
et + e
ds = 4
8 24 ' (4.6)

where €t and e~ are the differential gain for a positive and negative signal
excursion, respectively. For low distortion the gain must be as independent as
possible of the signals, i.e. the differential-gain should ideally be zero.

For the variation of the transfer as a function of the input signal, it is assumed
that the output current of the amplifier is the same with and without local
feedback. As the collector signal current is related to this output current via
parameter D of the two-port of the amplifier, the variations in the collector
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current are equal for both situations. Therefore, the ratio:

dAy -2
(dfc)with — (1 + 2 . R!f) (4.7)
(Eiﬁt) ﬁ Raf ’
alc / without

is a measure of the influence on the distortion. This expression is found using the
following assumptions: 3/D > 1, 8> 1 and R,y > D/gm, which are already
inherently satisfied for relatively low overall loop gains. In this expression the
ratio (8/D)~! is present which is equal to one over the maximal loop gain of
the amplifier, i.e. without local feedback and an overall feedback impedance
which is infinite. Thus it may be clear that only a very small reduction of the
distortion is found, i.e. a few percent for relatively low overall loop gains and
even lower for high overall loop gains.

For this derivation it was assumed that the magnitude of the overall loop
gain remained the same. However, due to the local feedback the overall loop
gain reduces slightly and consequently the overall transfer reduces slightly. Thus
for the same input signal, the amplifier with the local feedback has the smallest
output signal and thus the corresponding collector current variation is lower,
resulting in less distortion.

Thus, due to local feedback at the input stage the resulting distortion reduces
due to:

e linearization of the input stage;
e reduction of the overall transfer,

of which the latter is likely to have the largest result, i.e. the denominator of
equation (4.3) shows a first-order dependence on the term (Ris/Rof), whereas
equation (4.7) shows a dependence of order minus two.

But, to get a fair comparison, the input signal of the amplifier has to be
enlarged to end up with the original output signal. Then, a net increase is
found in the distortion as a result of the aforementioned dependencies.

Further, the discussion up to now only focused on the distortion of the input
stage; the local feedback resulted in a reduced overall loop gain. Consequently,
the other sources of distortion are less suppressed and the distortion level may
increase even further.

Moreover, when the influence on the noise performance is investigated, one
has to conclude that local feedback does not improve the dynamic range of an
amplifier. The equivalent noise voltage at the input of the amplifier is increased
by the contribution of the local-feedback resistor, which has to be considerably
larger than the overall-feedback resistor (see equation (4.7)), and by an increased
influence of the noise of the second stage as the voltage-to-current transfer of
the input stage is reduced.
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Concluding, weak distortion is best reduced by increasing the overall loop
gain.

4.6 Bandwidth

In the previous sections the design of the noise and the distortion behavior of
the amplifier was discussed. The noise performance of an amplifier is located at
its input, clipping distortion at its output and weak distortion is governed by
the overall loop gain.

In this section it is shown that the bandwidth of an amplifier can be designed
by means of designing the loop behavior. This design is not orthogonal to the
design of weak distortion as both have to do with the design of the overall loop;
for both, distortion minimization and bandwidth maximization, increasing the
loop gain is favorable and therefore these optimizations are in the same direction
and do not conflict.

Besides overall-loop measures, local-loop measures may also be helpful in the
struggle for designing the frequency behavior without considerably degrading
the distortion performance [11] (also see the previous section).

4.6.1 Frequency compensation

As stated earlier, a scaling factor is in principle frequency independent. For
instance, in the (arbitrarily chosen) differential equation:

de
] —&f + g€y = €4, (48)
the scaling factors «; and e are constant. Were they to have finite speed (a time
dependence), the order of the differential equation would increase. Of course,
this does not mean that the speed of practical scalers has to be infinite, or at
least equal to the speed of light, their speed should be related to the maximum
speed of the signals to be processed.
Therefore, a scaling factor is also described by a differential equation, for
instance: )
d*v dv
Qg =+ a1 = +v = Ryt 4.9
2 di2 1 dt 0b,y ( )
where Ry is the resistance for relatively slow signals and ag and «; are two
coefficients. Designing the dynamic behavior of a circuit is not easily done
by directly manipulating the differential equations. The use of the commonly
known Laplace transform results in a more convenient model:
14 Ro

26)= T = oA v a1 (4.10)
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where Z(s) is the impedance as a function of the Laplace variable s, and V
and [ are the complex voltage and current, respectively. With this description
the steady state response from the current, /, to the voltage, V, is found. The
poles of this impedance have to be located in the s-plane such that the required
frequency behavior is obtained.

The placement of the poles of the transfer between the input and output,
i.e. the system poles, is the principal concern of frequency compensation, thus:

for a given transfer, H(s), in the complex domain described by:

H(s) = H(0)

T 24 aps+ap’ (4.11)

the frequency behavior is realized by giving the constants a; and ag
the appropriate values.

This frequency compensation can be a tedious job. In order to reduce the
number of design iterations and design time, design rules must help the designer
at a relatively early stage, to tell him/her whether his/her design can succeed or
not. Also, the type of model used for the amplifier may simplify the frequency
compensation. Two types of methods can be distinguished:

¢ using the direct relation between frequency-compensation components and
the characteristic polynomial of the system;

e using an intermediate step between the frequency compensation and the
system poles.

An example of the first method is the one as described in [12] which is based on
Cramer’s rule as described in [13]. The method visualizes a circuit as an N-port,
where N is the number of capacitors present in the circuit, and the corresponding
ports are the terminals between which the capacitors are connected, see figure
4.3. The characteristic polynomial of the circuit is found from relatively simple
calculations of DC port impedances under various conditions, i.e. a certain
number of other ports are shorted.

This method is more suited for analysis purposes. It gives no insight into
where compensation components have to be added. The correct compensation
place has to be found by means of an exhaustive search. This is not permissible
for short designing times.

The other method uses an intermediate step in the process of frequency
compensation. The most commonly used is the root-locus method [14] which
implicitly assumes feedback. This method uses the poles found in the loop,
i.e. the loop poles, and the DC loop gain to find, by means of the construction
rules of root loci, the actual system poles. As the loop poles are mostly related
to explicit RC combinations and the construction rules for the root loci are
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Figure 4.3: The circuit represented by a N-port with N external capacitors.
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relatively simple, measures which have to be taken to end up with the desired
system poles are relatively easily found.

The root-locus method fits very well on the asymptotic-gain model as shown
in [3] and is therefore also used in this book. The frequency behavior of an
amplifier can be split into two separate parts:

¢ absolute frequency behavior;

o relative frequency behavior.

This distinction is comparable with the distinction that is made when using
polar coordinates. The absolute frequency behavior is proportional to the dis-
tance between the poles and the origin, i.e. the length of the place vector, and
the relative frequency behavior has to do with the final relative pole positions,
i.e. the angle between the place vector and the negative real axis. The absolute
frequency behavior is explicitly determined by the speed capability of the con-
stituent devices. Therefore, the design of the frequency behavior is split into two
steps. First, the absolute frequency behavior has to be derived and made large
enough and second, the loop poles have to be moved so that the system poles
are at the desired relative positions in the s-plane. The bandwidth of a system
is closely related to the absolute frequency behavior when the poles have the
desired relative position. For instance, when the relative frequency behavior is
of the Butterworth type, the absolute frequency behavior equals the bandwidth
of the transfer. In the remaining discussion, the term bandwidth will be used
for the absolute frequency behavior, remembering that for the final transfer the
relative positions also have to be realized.
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4.6.2 The maximal bandwidth

Designing the frequency behavior of an amplifier can be a lengthy job. When
a designer has to conclude, after a lot of frequency-compensation trials, that
the bandwidth capability of its amplifier is not high enough to reach the re-
quirements, a lot of time and money is wasted. The LP product [3], which can
be seen as a generalized GB product, is a measure of the maximum attainable
bandwidth of an n-th order system.

4.6.2.1 The LP product

In chapter 2 the asymptotic-gain model was shown to be the appropriate model
for the synthesis of amplifiers. Now the frequency dependency of the constituent
elements is considered. The expression for the asymptotic-gain model then

reads:
_ —A(s)B(s)
Ay(s) = A(S)tm'l"*:mg)',
in which the direct transfer p is ignored. This direct transfer cannot influence
the pole positions; it can only introduce zeros into the system transfer. In
expression (4.12) the asymptotic gain and the feedback factor are allowed to
have some frequency dependency. This frequency dependence is a result of
phantom zeros as discussed later on.
Assume a loop gain with n poles, p;; = a; + b;j with a; < 0, as given by:

A(0)8(0)
H?=1(1 - 8/pii)’

where A(0)8(0) is the DC loop gain. Then (a part of) the characteristic poly-
nomial, CP, of A;(s) is given by:

(4.12)

A(s)B(s) = (4.13)

CP(s) = 8"+ +[1 - AQ)BO)] ] Ipuil- (4.14)

The zero‘th-order term is called the Loop-gain-Poles product, or LP product
for short [3]. A more precise name would be the DC-return-difference-poles
product, because the term [1 — A(0)B(0)] is the return difference as defined
in [15]. However, for accurate amplifiers, the magnitude of the loop gain is
relatively large and the magnitude of the DC loop gain is approximately equal
to the magnitude of the DC return difference. Expression (4.14) is found from
the viewpoint of the root-locus method. However, of ultimate interest are the
system poles. A part of the characteristic polynomial derived from the n system
poles, ps, = ¢; + d;j with ¢; < 0, equals:

CP(s) = 5" + -+ [ Ipeil- (4.15)
i=1
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Figure 4.4: The characteristic place of Butterworth poles.

Here the zero‘th-order term is the product of the moduli of all the system
poles, i.e. the product of the lengths of the corresponding place vectors. Thus
this term explicitly describes the absolute frequency behavior of the system.
Consequently, the zero‘th-order term found in equation (4.14) is a measure of
the maximum attainable bandwidth of the corresponding system; for a first-
order system, the LP product reduces to the GB product.

For amplifiers the Butterworth characteristic is a commonly used relative
frequency behavior because it results in a maximum-flat-magnitude transfer.
Therefore, in the rest of this chapter it will be assumed that a Butterworth
characteristic is required unless explicitly stated otherwise.

For a Butterworth characteristic, the system poles are regularly placed on a
half circle in the left half of the s-plane, see figure 4.4. For an nth-order system,
the half circle is divided into n equal parts and in the middle of each part a pole
is located. For a bandwidth of w,, the radius of the circle equals w, and thus
the modulus of each pole equals w,. Applying this to equation (4.15) yields:

CP(s)=s8" 4+ +wl. (4.16)

Comparing equation (4.14) and (4.16) yields the following relation that has to
hold:

[1 — A(0)5(0)] - H |pii] = wp- (4.17)

The question is, which poles must be used to calculate this LP product?

Example: What maximum bandwidth can be expected when the
loop consists of three poles, p;; = —1 kHz, pp = —10 kHz and
pi3 = —1 GHz, and the DC loop gain equals -100?
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When the three poles are used to calculate the LP product, the
maximum bandwidth , By, is found to be:

Bz = V1011 kHz - 10 kHz - 1 GHz ~ 1 MHz. (4.18)

With a bit of experience one knows that the pole at -1 GHz is not
dominant, ie. it does not contribute to the bandwidth. The maxi-
mum bandwidth, Bys, calculated on basis of p;y and py yields:

Byz = V101 -1 kHz - 10 kHz ~ 32 kHz, (4.19)

which is about a factor 30 lower than Bys.

That the 1 GHz pole does not contribute to the bandwidth is clear; however,
what to do when it was at -1 MHz. As was stated, the LP product only predicts
the bandwidth when the poles used can be moved into the required relative
positions, for this case the Butterworth positions; these poles then contribute to
the bandwidth and are therefore called the dominant poles. Thus, only dominant
poles should be used to calculate the LP product.

4.6.2.2 Dominant poles

In principle, one can see only at the end of the design what the maximum
attainable bandwidth is. The LP product gives a maximum of that bandwidth
at a earlier state. It is not certain whether or not this bandwidth can be reached.
The only thing that is sure is that for the given number of stages the bandwidth
cannot be larger than that indicated by the LP product. An analogous rule
can be found for the dominant poles. The following derivation of the dominant
poles is not limited to Butterworth behavior, it is generally applicable to other
relative frequency behaviors as well. In contrast, the derivation of the dominant
poles is limited to loops with only real poles which will be explained at the end
of this section.

To find the dominant poles, the frequency behavior of the system is described
again from two viewpoints. First, the characteristic polynomial is described from
the loop viewpoint, which yields:

"
CP(s)=s"-s""1Y pu+--, (4.20)
i=1

with p; < 0. Second, the behavior is described as a function of the system
poles, which yields:

CP(s) =s"~s""'Y psi+---, (4.21)

i=1
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with pg; = ¢; + dij, ¢; < 0, the system poles. Now the factor of the (n-1)th-
order term is of interest. Comparing the term of equation (4.20) with the
corresponding term of equation (4.21) yields:

T ™
Soi=Y pa, (4.22)
i=1 i=1

which states that the sum of the loop poles is equal to the sum of the system
poles. From this property a criterion can be derived for the dominant poles.

The LP product gives a measure of the attainable bandwidth. As the re-
quired relative frequency behavior is known, the position of the system poles
can be determined and from that their sum can be calculated. The sum of
the loop poles is also given. These sums are generally not equal and frequency
compensation has to be used as discussed in the next sections. All the methods
discussed have the property of making the sum of the system poles smaller (i.e.
more negative, remembering that the poles are negative). Thus, when the sum
of the loop poles is smaller than the sum of the required system poles, frequency
compensation will not succeed; the loop poles cannot be placed in the desired
position; at least one loop pole is too far away from the origin. Such a pole will
be called a non-dominant pole. The most negative pole from the loop has to
be ignored and the LP product and the sum of the remaining poles has to be
calculated again, et cetera, until the highest order of dominant poles is found.
Thus:

When py; are the poles of the loop and p,; are the poles of the system,
the dominant poles are the largest set of poles for which it holds that:

n n
> omi> > pai (4.23)
i=1 i=1

The sum of the loop poles has to be less negative than the sum of
the system poles.

Fulfilling this criterion is necessary but not sufficient. The characteristic poly-
nomial may include more terms which must be given the appropriate values
and it must be possible to implement the required frequency compensations in
the circuit. In contrast, when the criterion is not fulfilled, it is certain that
frequency compensation will not succeed with the given set of poles and loop
gain, and the LP product of the set of dominant poles has to be increased. In
[16] methods are described for systematically increasing the LP product of an
amplifier.
Example:

For the previous example the LP product for the third-order system
predicted a bandwidth of 1 MHz. For a 1 MHz third-order But-
terworth system, the sum of the poles equals -2 MHz (p;; = -1
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MHz, ps23 = —% MHz + ;+/3j MHz). The sum of the loop poles
is approximately -1 GHz which is much smaller than -1 MHz and
therefore at least py3 is non-dominant. The predicted bandwidth of
the second-order system is 32 kHz. The sum of the loop poles equals
-11 kHz which is greater than the sum obtained from the system
poles, -45 kHz. Thus the system has two dominant poles.

At the beginning of this section, the constraint was proposed that all the
loop poles have to be real. This is required because for complex poles the
contribution to the LP product can be relatively large while the contribution
to the sum of the poles is relatively small as only the real parts count, the
imaginary parts cancel. Complex poles can arise due to:

e LC-resonators';
e local feedback loops.

When these complex poles are non-dominant for the overall loop, they still can
be dominant for the specific local loop and can even end up in the right-half
plane. These poles should be properly damped by intervening in the corre-
sponding local loop. Taking measures in the overall loop is likely to have only a
slight effect since, at the frequencies for which the loop gain of the overall loop
is reduced to one, the local loop may still have a considerable loop gain and
thus the overall loop can no longer control the local loop.

When the complex poles are dominant, these poles have to be taken into
account in the frequency compensation. Either the local loop should be broken
in order to end up with real poles to be able to use the LP product and the
dominant-pole criterion again, or the Rosenstark method [12] has to be used in
which the system poles are directly manipulated; it does not use the notion of
feedback and therefore it can be used for very complex networks. However, as
was stated, it is based on analysis instead of synthesis.

A totally different strategy is to accept the number of loops and use tech-
niques for synthesizing the frequency behavior of multi-loop amplifiers. As these
techniques are not well established and they are beyond the scope of this book,
they are not discussed here.

Further, the dominant-pole criterion is derived with the assumption that
only compensation techniques are available which reduce the sum of the system
poles. However, techniques also exist for increasing the sum of the system poles.
These techniques use either negative feedforward, resulting in zeros in the right
half plane, or positive feedback. These techniques have the property of reducing
stability and are therefore less favorable and not used here.

'The resonator in itself can also be seen as a loop, in which energy is going round from L
to C to L, et cetera.
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Figure 4.5: The relevant model for active devices. a) The bipolar transistor and
b) the field-effect transistor.

4.6.3 Moving around the poles

In the previous sections the maximum attainable bandwidth of an amplifier was
found. Nothing was said about how to reach this bandwidth nor the possibility
of reaching it. The only thing that can be said is that when the LP product is
too low, it is not possible to reach the required bandwidth at all.

This section discusses the placement of the poles, i.e. obtaining the required
relative frequency behavior. The frequency compensation techniques are not
allowed to interfere with the earlier design steps, or at least only up to a neg-
ligible level. Thus any additional noise contribution and distortion must be
kept within acceptable levels and the reduction of the LP product due to the
frequency compensation must be as low as acceptable, ideally no reduction.

To ease the frequency compensation any further, the small-signal diagram
for the active devices is limited to only the relevant part [16], see figure 4.5.
After the frequency compensation using these simple models, the models can be
gradually extended with their parasitics. When a parasitic has a non-negligible
influence, its influence can be reduced, generally to a large extent, by means
of additional design steps which are orthogonal to the former steps [16], for
instance, adding current buffers in order to reduce the Miller effect. When the
influence of the parasitic cannot be reduced as much as required, one iteration
of the frequency compensation has to be done taking this parasitic into account.

In this book frequency compensation is assumed to be the addition of pas-
sive networks to a circuit in order to alter the position of system poles. The
most simple situation occurs in the case of two poles®. Figure 4.6 depicts a
typical root locus of a non-compensated amplifier. Clearly, the sum of the loop
poles is too high for obtaining system poles which are in the Butterworth po-
sition. Consequently, the system poles become relatively complex. To obtain
Butterworth behavior, the sum of the poles has to be reduced. Four methods
are possible for achieving this, see figure 4.7. Figure 4.7a depicts the situation
in which the real part of one pole is reduced. As the compensation networks are
passive and thus cannot increase the LP product, this action inherently reduces

2Frequency compensation of a first-order system is not necessary as it reaches the band-
width given by the LP product without compensation techniques.
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Figure 4.6: A typical root locus of a non-compensated amplifier.

the DC loop gain. An example of this method is resistive broadbanding.

Figure 4.7b depicts the situation in which two poles are split. One pole
is shifted towards the origin, which is done by introducing for relatively low
frequencies an extra attenuation in the loop of the amplifier. For frequencies
beyond the second original pole, this attenuation is gradually relieved, resulting
in a zero canceling this second pole and finally, when attenuation is completely
canceled, a new pole is found. This pole is a factor & away from the original
second pole, which equals the factor by which the original first pole was shifted
to the origin. Thus the sum of the poles is reduced and the LP product is not
degraded. An example of this method is pole-zero cancellation.

Figure 4.7c depicts pole splitting which introduces interaction between the
two poles such that they split. No intermediate zero is used. An example is the
technique called pole-splitting.

Figure 4.7d shows the use of a zero to bend the root locus. In contrast
to the earlier techniques, this method alters the position of the system poles
by influencing the root locus without altering the position of the loop poles.
In order to obtain an all-pole system transfer this zero has to be a phantom
zero. Further, the techniques depicted in figure 4.7a,b and c only influence at
most two poles, whereas the phantom zero technique of figure 4.7d can exert an
influence on all the poles.

For higher-order systems a combination of these techniques can be applied.
Generally, for an n-th order system, n-1 frequency compensations are required.

In the following sections the four techniques are discussed and the influence
on the LP product is derived.
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Figure 4.7: Four methods to alter the pole pattern of an amplifier.
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Figure 4.8: The basic idea of resistive broadbanding. The influence on a) the
pole-zero plot and b) the loop gain.
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Figure 4.9: A passive implementation of resistive broadbanding.

4.6.3.1 Resistive broadbanding

Resistive broadbanding acts on one pole only. The basic idea of resistive broad-
banding is depicted in figure 4.8. With a compensation network a single pole is
shifted further from the origin. The factor by which the DC loop gain reduces
is equal to the factor by which the pole has shifted downwards.

Resistive broadbanding can be realized in two ways, passive and active.
Figure 4.9 shows a passive implementation. The original pole shifts a factor
1 + r,/Rpr downwards, the DC loop gain is reduced by the same factor and
thus the LP product remains the same. Adding base resistances to the model
reduces the LP product by a factor:

LPbe_fore
LPﬂ.fter RBH

, (4.24)

where 7y is the base resistance. In the original case, i.e. without Rpgpr, for
relatively high frequencies the complete input current, i;, flows throughr, and
¢r. In the case of a finite Rgp, for relatively high frequencies input current ;
divides over Rgg and r; giving a reduction of the gain the stage contributes to
the overall amplifier loop gain. This current division can be removed by adding
an inductor in series with Rgg [3], resulting in the original LP product.
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Figure 4.10: Resistive broadbanding by means of local feedback.
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Figure 4.11: The influence of resistive broadbanding, by means of a local loop,
on the bode plot.

This method of implementing resistive broadbanding has two drawbacks.
First, the gain by which the overall gain is reduced, is totally wasted; this is
indicated by the dashed area in figure 4.8. Nothing is done with it, resulting in
an increased distortion level. Second, for relatively low values of Rgp the LP
product reduces considerably.

Resistive broadbanding by means of local feedback does not have these draw-
backs. An example is given in figure 4.10. By means of the current-feedback
network the transfer of the differential pair is reduced to:

— =14 —. (4.25)

The method is elucidated by the bode plot in figure 4.11. The thick line indicates
the original transfer and the thin line is the ideal transfer. At the intersection
point of these two lines, the loop gain is 1 and the new pole isfound, pj,. Now
the loop gain reduction is not wasted but is used in a local feedback, this local
stage is linearized. However, as the total loop gain is reduced, the non-linearities
of other stage are less suppressed, resulting in a slight increase of the distortion.
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Figure 4.12: The principle of pole-zero cancellation.

The new pole position is found at approximately:

Ry

—, 4.26
Ry + Ry ( )

Pn~pn:
The big difference with the previous type of implementation is that the impe-
dance level of the feedback network can freely be chosen, up to a certain extent,
of course. Prom exact calculations the following reduction factor of the LP is

found: LPyejore s o
LPa_ff,er Rl -+ R2 ’
where ryis the base resistance of one transistor and, assuming that Ry 3> 1/gm,
ry < (Ry + Rs) and the DC loop gain of the local loop is much larger than
one. The LP-product reduction is now caused by the remaining high frequency
current division between the input impedance of the differential pair, 2ry, and

the series connection of the two feedback resistors, B1 + Rs.

(4.27)

4.6.3.2 Pole-zero cancellation

Pole-zero cancellation is a method for splitting two poles, i.e. the sum of the
poles reduces. The principle is depicted in figure 4.12. One pole is shifted
towards the origin; as a result a zero can be created to cancel another pole and
inherently, a new pole is found because the LP product cannot increase.

In figure 4.13 a straightforward implementation is given of pole-zero cancel-
lation. With a capacitor a pole is shifted closer to the origin, pj;;. When at
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Figure 4.13: A straightforward implementation of pole-zero cancellation.
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Figure 4.14: Pole-zero cancellation by means of local feedback.

higher frequencies the influence of this capacitor is removed again by a resistor,
a zero is obtained, n;. With this zero another pole, pj2 can be canceled. For
even higher frequencies, Rpz and ¢, result in a new pole, pj3. When calculating
the two new poles, assuming that the zero cancels pole pj2, it is easily found
that the LP product does not change.

Again introducing the base-resistances, the loop gain reduces by a factor:

Lpbefore -1+ b

. 4.28
LP,ster Rpz (4.28)

By using the pole-zero cancellation in a local feedback configuration, the in-
fluence of the base resistance and the effect of reduced loop gain (cf. resis-
tive broadbanding) is diminished. This principle is depicted in figure 4.14.
This figure depicts a single-side driven and loaded differential pair. The pole-
zero cancellation is implemented by means of Ry, Rs and Cy which realize a
frequency-dependent current feedback. The influence on the Bode plot is de-
picted in figure 4.15. Originally, the current transfer of the differential pair
equals the current-gain factor 8¢, with a pole at fr/8y; the thick line in figure
4.15. The asymptotic gain of this stage including the local feedback is indicated
by the thin line. At the intersection points of the thin and thick line the loop
gain is again 1 and the actual poles of the new transfer are found. The zero in
the asymptotic gain is at a frequency for which the loop gain is relatively high
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Figure 4.15: The influence of a local current feedback on the transfer of a
differential pair.

and thus this zero is also found in the new transfer. It is given by:

-1

2nCy (R] + Rg) ) (429)

ny =

With this zero a pole of another stage can be canceled.
The influence of the base-resistance for this type of pole-zero cancellation is
also significantly reduced; the decrease in LP product is only:

L-Pbefor'e = I} 2Tb
LPafter Rl + R2 ’

(4.30)

which is the same result as was found for resistive broadbanding implemented
by means of local feedback. This is easily understood when it is noticed that for
relatively high frequencies the two stages tend to the same equivalent circuit.

4.6.3.3 Pole splitting

Pole splitting is a technique which splits two poles by introducing an interaction
between two poles by means of a local loop. The principle is depicted in figure
4.16. The poles are split apart while their product, ideally, remains constant
such that the LP product is not changed. In figure 4.17 an example is given
of pole-splitting. Capacitor Cgp acts as a Miller capacitance, the poles at the
input and output are split by means of local feedback. The reduction of the LP
product can readily be found to be equal to:

L-Pbefo're ( 1 1 )
=1+4+C — . 4.31
LPnfter Tioap Cl C2 ( )

The more the poles are split, the lower the LP product. The level of splitting
is determined by C'sp and by the voltage gain between the two nodes between
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Figure 4.16: The principle of pole splitting.

Figure 4.17: Pole splitting in a circuit.
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which Cgp is connected. For higher voltage gains, C'sp can be smaller in order
to end up with the same amount of splitting, and thus less LP product is lost.
Therefore, stages with a high voltage gain are the best stages to introduce this
type of pole splitting.

Introducing the base resistances in the circuits results in the following ap-
proximated expression for the LP-product reduction:

LPbefore ( 1 1 ) CSP
=2edore = 1 4 Cop [ = + = | + gmimn2—, 4.32
LPaﬂer P Cl. 02 A Cl ( )

in which it is assumed that the driving impedance for the input is negligibly
large, and the base resistances are relatively small compared to R; and Ra.
Clearly, the reduction due to the base resistances can be ignored for lower gp,s.

Compared to pole-zero cancellation, this method requires less capacitance
to achieve the same splitting as the voltage gain of a stage is used. However,
pole-splitting by means of interaction costs more LP product. Further, due to
Csp a right-half plane zero is introduced. The stage is no longer unilateral
which can be a severe problem for the stability.

There are several methods for reducing the effect of this right-half plane
zero. Reference [17] describes the use of a voltage follower in order to obtain a
unilateral stage; the zero is removed. In [11] a series resistor is used to compen-
sate for the zero. This resistor has to be equal to 1/g,. But, as the collector
current of the transistor is not constant as a result of an applied signal, g,, varies
and perfect compensation of the zero is not achieved. The resulting pole-zero
doublet is disadvantageous for the settling time. Reference [18] summarizes the
different active buffering techniques. In [19] a different method is introduced.
Here multi-path techniques are used to remove the right-half plane zero.

The active buffer techniques and the multi-path techniques completely re-
move the zero. The technique using the resistor compensation does not. The
effect of the compensation technique is studied here in more detail. With the
additional resistor, Rpz, see figure 4.18, the zero is found at:

_ +1
2':1'05;:(% — Rsp)’

n (433)

For the zero there are three possibilities:

e Rgp < 7o ¢ zero in RHP;

gm
* Rgp = ;- zero at infinity;
e Rsp > >~ : zero in LHP.

This third case seems to be the most advantageous, pole-spliting dnd a LHP
zero. However, when calculating the characteristic polynomial, a third pole is
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Figure 4.18: The compensation of the right-half plane zero by a resistor.
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Figure 4.19: The pole-zero plot of pole splitting with Rgp > g—::.

found at:
1 1

—1
pi3 = S RepCop : [1 +Csp (a + E;)} ’ (4.34)

with the last factor equal to the factor of equation (4.31). Thus for relatively
small split capacitors, the pole is found at:

-1
" 2wrRspCsp’

With exact compensation, g1 = Rsp, the zero in the RHP vanishes, but an
additional pole is found at the same position in the LHP. The additional loop
gain due to the zero is removed but the additional phase shift remains. For the
third situation the pole-zero pattern of figure 4.19 applies. The zero is now found
in the LHP closer to the origin than the third pole. The fraction between this
pole and zero equals the factor by which the LP product is reduced, equation
(4.31). For relatively small split capacitors, the pole and zero cancel each other.
The pole and zero are a reasonable factor apart only when LP product is lost
due to a relatively large amount of splitting.

Dis (4.35)

4.6.3.4 Phantom zeros

Phantom zeros [14] are zeros which are realized in the feedback factor g [3].
They are thus realized outside the nullor implementation. In the case of a zero
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in 3, the relevant part of the asymptotic-gain model is given by:

_ 1 —A)BO
B0) T-AGBO)(I - s/m)’

where n is the zero. As can be seen, the zero in the denominator of the
asymptotic-gain part cancels with the zero in the numerator of the second fac-
tor. The zero is only effectively found in the denominator of the second factor
and can therefore be used for the frequency compensation. The characteristic
polynomial of a second-order system when one phantom zero is introduced is
given by:

A;(s)

(4.36)

A(0)B(0)pnpr2

ny

CP(s)=8"~s|pn+m2 — + pupia[l — A(0)8(0)]. (4.37)
As can be seen, the LP product does not change as a result of the phantom
zero. Of course, when a phantom zero is practically realized, influences via base
resistances, and so on, may also occur. However, the phantom zero is generally
near the band edge of a system and therefore the resulting second-order effects
will be far beyond the band edge. For an n-th order system, (n-1) phantom
zeros are required to alter the sum of the system poles.

A phantom zero is realized when an attenuation in the feedback network is
removed beyond a certain frequency. The effectiveness of the phantom zero is
determined by the level of the attenuation that is removed. The higher this
attenuation is, the more effective this phantom zero is. This can be seen when
the unavoidable accompanying pole is examined. Assume thatin 4 a reduction
of a factor 4 is removed beyond a frequency corresponding to n. Then the
accompanying pole is given by:

p=n-é. (4.38)

This is in the case of a single phantom zero; the reduction is removed by means
of a first-order behavior.

An example is given in figure 4.20. Originally, the current from the feedback
resistor, Ry, was divided between Cjs and Cj. This resulted in a reduction
of (1 + C,s/C;) = 4. With resistor Rpp, thecurrent path via C, is made less
favorable with respect to the current path via C; beyond thefrequency fpn:

1
for = 7RG, (4.39)
The accompanying pole is found at:
-1
P= ——a7—" (4.40)
2 Ron 542

This pole is a factor § away from the phantom zero.



104 CHAPTER 4. AMPLIFIERS

18 Im

. 5

| | s |

] ] o~ o | .y
e | NSy |

-— - £

8 f
(b) (c)

Figure 4.20: An example of the effectiveness of a phantom zero. a) The realiza-
tion of a phantom zero by Rpp, b) the influence on the magnitude of the loop
gain and c) the pole-zero plot.

4.7 Conclusion

In this chapter the structured design of amplifiers was discussed. It was shown
that the three fundamental design aspects: noise, distortion and bandwidth can
be treated orthogonally in the design process.

Noise is mainly determined at the input stage and depends on the type of
source and input device. Once minimized, the noise performance of the amplifier
can no longer improve.

Distortion was divided into clipping distortion and weak distortion. Clipping
distortion is mainly found at the output as the signals are the largest there.
Weak distortion can be caused by the active devices by means of g, and g
distortion, of which g,, distortion is the most severe one. It has been shown
that local feedback makes no sense as a measure for reducing distortion. The
best way to reduce distortion is by increasing the overall loop gain.

The design of the bandwidth is shown to be governed by the overall loop.
Thus bandwidth capability can be improved everywhere in the loop. The LP
product is a measure of the maximum attainable bandwidth, i.e. the absolute
frequency behavior. This requires the identification of the dominant poles. The
dominant poles can be derived from the notion that the sum of the system poles
and the sum of the loop poles remains constant when closing the loop. After
realizing a sufficient LP product, the poles have to be moved to end up with the
required relative frequency behavior, for instance Butterworth.

Four types of frequency compensation methods have been discussed and their
influence on the LP product, i.e. the bandwidth capability, was investigated.
For the sake of distortion performance, frequency compensation techniques using
local feedback are favorable as they use the portion of loop gain, by which the
overall loop gain is reduced, for linearizing the stage which is locally fed back.
Techniques not using local feedback completely waste this portion.
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Chapter 5

Harmonic oscillators

5.1 Introduction

Frequency references are widely-used building blocks. They are found in almost
every electronic system, from the local oscillator in the down-conversion part
of a communication instrument to the oscillator in wristwatches [1]. Oscillators
used as a reference require a relatively high frequency stability as a function
of time. For oscillators in communication instruments, short-term stability is
very important, i.e. the noise power of the oscillator that is relatively close to
the carrier. High short-term stability is required to prevent the receiver in a
communication system, for instance, from mixing not only the desired channel
to an intermediate frequency but also an adjacent channel. For the oscillator in
a wristwatch this short-term stability is not of prime importance. It does not
matter, for most applications, when the time of the day cannot be read to an
accuracy of micro-seconds. For this oscillator a very low-frequency stability is
important. When the frequency reference generates a signal at a frequency of 1
Hz, this frequency should not be 1.1 Hz a week later as the watch would then
run too fast and it would be useless.

Independently of which type of stability is required, short-term stability,
long-term stability, et cetera, all frequency references are similar in that the
frequency of the signal they generate has to be well known and they have to
be based on a phenomenon which has an intrinsic frequency of preference to
guarantee high stability.

5.2 The basic function

Periodical solutions from differential equations can be used to implement a fre-
quency reference. For this purpose, the amplitude of the solution should not

107
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decay as a function of time as otherwise the reference signal becomes too small
to be processed correctly. For the second-order linear homogeneous differential
equation:

d‘zc(t) 9
e +wge(t) =0, (5.1)
the following solution holds:
e(t) = Asin(wot + ¢o), (5.2)

where A and ¢y are the two boundary conditions. This expression describes
a sinusoidal signal with a constantfrequency, wg, and amplitude, A. The fre-
quency is determined by a constant coefficient of the differential equation and
can therefore be used as a reference, in contrast to the constant amplitude which
is given by an initial condition and is therefore subject to uncertainty.

In Chapter 2, this differential equation and solution were found to describe
an ideal harmonic oscillator. The other frequency references which were found
are inherently contaminated with noise due to the power dissipation in the real
poles involved. The intrinsic noise performance of harmonic oscillators is high;
ideally they can be noise free and thus by proper design it is possible to obtain
an oscillator with a very low noise level and thus a high frequency stability.

The harmonic oscillator is therefore the correct choice for frequency refer-
ences for which a low-noise performance is inevitable; in contrast to the first-
order oscillator which has no frequency of preference and is consequently easily
tuned by noise 21"

Components, i.e. resonators, which can be used as the core of a harmonic
oscillator are the crystal and the LC tank, for instance. In principle, each
phenomenon that has some kind of intrinsic frequency selectivity may be used.
These components have a (simplified) behavior according to:

2
d di(;) + Qng% + wie(t) = 0, (5.3)
where ¢ models the damping in the components as a result of the (low) dis-
sipation in the resonator. The solution of this differential equation is given
by:

e(t) = A - exp (—(wot) - sin (wm/l —-(2-t+ (bo) , 1-¢2>0. (54)

Compared to equation (5.2), an additional factor comprising the damping, ¢,
is found. For passive circuits the damping is always larger than zero and thus
the amplitude of the vibration decays as a function of time. To get a signal
with a constant amplitude, the damping term has to be nullified by an active
block which compensates for the losses in the resonator, see figure 5.1. As the

"This property is profitably used when tunable oscillators are required with moderate noise
specifications.
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Figure 5.1: The compensation of the losses in a resonator by means of an active
undamping.

Figure 5.2: A series resonator.

undamping supplies power to the resonator, this adds noise to the resonator
signal and degrades its performance. This should be kept to an acceptable level
by means of proper circuit design.

5.2.1 The resonator

In this chapter the discussions concentrate on the use of an LC tank as the
resonator in the frequency reference. The discussions for the crystal are more
or less analogous and the crystal is therefore not treated explicitly.

Let us assume a series resonator as depicted in figure 5.2. The v-i relation
of the series resonator is described by:

d%is(t)  dig(t) Ry . 1 dus(t) 1
o Ok s ey

(5.5)

where ,4(t) and v,(t) are the resonator current and voltage as a function of time,
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respectively. The homogeneous solution of this equation is given by:

ia(t) = A-exp (-2%- ) .gin [\/ﬁ - (%)2-t+¢o] . (56)

As can be seen, the damping only depends on the quality of the inductor ?, i.e.
the ratio of R, and L;. Introducing the quality factor of the resonator [3], Qs,
into this expression, which is defined as (for Q, > 27):

total energy stored  woLs
energy lost per cycle = R, ’

Qs = (5.7)

where wo = —7le=, yields:

2
is(t) = A-exp (-—;g t) + sin [wg 1- (2-5-5) i+ qﬁu] . (5.8)

From this equation it follows directly that for N cycles, a fraction § is left of
the original amplitude with N and § related according to:

N = gln 8. (5.9)

The resonator signal is depicted in figure 5.3 for s = 10. From this plot and
from equation (5.9) it is found that after about 2.2 cycles the amplitude is
decreased to half the original value.

When the damping is nullified, by means of undamping or in the case of an
ideal resonator, i.e. with aninfinite @,, the frequency of oscillation equals:

1
VvL.C;’

which can be used as a reference frequency.

Wo = (5.10)

5.2.2 The undamping

In figure 5.4 the series resonator is depicted with its undamping. To find the
port relation (impedance), Zy(t) = vs/(—1,), of the undamping, equation (5.5)
is extended to:
dzis(t) di', (t) Rs d[Zu (t) ) 1.-'i (t)] 1 . 1
e T a I, @ L, T =0

(5.11)

’It should be noted that the capacitor may also have some losses due to contact resistances
and losses in the dielectric, for instance. It is assumed here that the inductor is the main
cause of the losses.
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Figure 5.3: The output signal of a resonator as a function of time (normalized
to the period time) for @, = 10; the dotted line indicates the envelope.
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Figure 5.4: The series resonators with its undamping.
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To obtain exact compensation for the losses, the following has to hold:

dis (t) dZu(t) . .\ _
—'*Et‘— [Ra + Zu (l‘l)] '+" """(’ﬁ""ze (t) - 0 (512)

Assuming for the moment that Z,, is constant, equation (5.12) simplifies to:
Z, = —HR,. (5.13)

The port relation of the undamping is described by a negative resistance whose
magnitude equals the resistance of the inductor and thus the undamping supplies
power to the resonator that is equal to the power losses in the inductor. Con-
sequently, the resonator-undamping combination will oscillate with a constant
amplitude.

For practical resonators the losses of the inductor are subject to statistical
spread. For a resonator with losses higher than the expected losses, the undamp-
ing is not sufficient and the oscillator does not startup. Therefore, the initial
undamping has to be chosen to be larger than the expected losses to ensure
startup for most of the resonators. When a time and amplitude independent
undamping is chosen, the output signal will have an exponentially increasing
amplitude as it is over-undamped. Therefore, the undamping impedance has
to be made amplitude dependent. Roughly speaking, two types can be distin-
guished:

e time-averaged control;
e instantaneous control.

For time-averaged control, the undamping impedance is controlled as a function
of the difference between the mean amplitude of the oscillator signal and the
required amplitude. As this control contains an integration (the determination
of the mean value), it controls the amplitude to the required value. Speaking
in terms of equation (5.12), for relatively long times, the variation in Z,(t)
becomes smaller and smaller as it approaches the required value and therefore
the second term in equation (5.12) can be ignored. After some time this time-
averaged control sets the undamping impedance to —R,.

In the case of instantaneous control, the value of the undamping impedance
is related to the momentary value of the resonator signal. The magnitude of
the impedance reduces for larger resonator signals. For equation (5.12) this
means that the last term cannot be ignored as it has to compensate for the over
undamping described by the first term. Noting that for each period the losses
have to be compensated, the following relation has to be fulfilled:

T T
/ii(t)detzf i2(t) Z,(t)dt. (5.14)
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Of course, the time dependence of Z,(t) depends on the relation between the
momentary value of the oscillator signal and Z,(t). In [4] it is shown that
an over undamping by a factor of two leads to a degradation of the frequency
stability by 3 dB due to noise folding caused by the intrinsic non-linearity of
instantaneous control.

5.3 Relation to the fundamental design aspects

In Chapter 2, noise, signal power and bandwidth were found as the three fun-
damental design aspects of electronic circuits. An oscillator is used in a larger
system and from that system the required behavior of the oscillator is found.
The system requires, for instance, a frequency reference with a certain signal
power and carrier-to-noise ratio. Further, specifications are found with respect
to bandwidth, i.e. the noise floor for relatively high frequencies is not allowed
to be beyond a specified value. When impedances and loading are taken into
account, the value and bandwidth of the output impedance may be specified.

The performance with respect to these design aspects is bounded by the prac-
tical limits of the quality of the principal frequency reference, i.e. the resonator.
For retrieving a signal from the oscillating resonator-undamping combination,
the undamping is very often provided with an additional output to which to
connect the load. The quality of the signal finally obtained at the output of the
oscillator is therefore determined by both the resonator and undamping. In or-
der to adequately approach the quality of the resonator, the relative contribution
of the undamping to the noise, i.e. the signal-dependent and signal-independent
stochastic errors, has to be acceptably low. Further, the undamping must fulfill
requirements with respect to the generation of harmonics of the reference signal.
On the one hand, applications require sinusoidal signals and then harmonics are
not allowed. On the other hand, an application may only be interested in the
repetition rate of the signal; it does not matter whether it is a sine wave or a
block wave, for instance. Thus, depending on the application, the specification
for the signal-dependent systematic errors (weak and clipping distortion) may
differ.

5.4 Signal power

Two types of LC-tank resonators can be distinguished:
& series resonators;
e parallel resonators.

The series resonance is characterized by a relatively low impedance whereas
the impedance is relatively high for the parallel resonance. For both a series
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Figure 5.5: Typical plots of the impedance versus frequency of a series and a
parallel resonator, Cs = 100 pF, L, = 10 pH and R, = 10 2.

and a parallel resonator, a typical plot of their impedance as a function of the
frequency is depicted in figure 5.5. For the impedance at resonance it can easily
be shown that the following holds:

Z(wo)series = R, (5.15)
Z(w{])parauef = QERs- (516)

For the resonators depicted in figure 5.5, the quality factor equals about 32 and
thus their impedances at resonance equal 10 € and ~10 k{2, respectively. For
the series resonator, the power density of the equivalent input noise voltage,
Su—series, 1S given by:

Su—se‘ries = 4kTRs, (517)

where T is the absolute temperature and & is the Boltzmann constant. For a
given output signal, i,, the carrier-to-noise ratio, CNR [dBc/Hz], yields [4]:

B 2R,Q? [Aw\?
CNR(AM) = ll)log —'-2—&;1;— . (—) ] N (518]

Wo

where 7is the amplitude of the sine wave, Aw = w — wy. Thus the higher the
quality factor, the higher the CNR.

Calculating the power-density spectrum of the equivalent input noise cur-
rent, Si_paraitet, Of the parallel resonator, for frequencies relatively close to wp,

yields: .
4kT
Si-—pm‘a!!ei = Q—ER"S‘— (519)

Calculating the obtainable CNR [dBc/Hz] for a given output signal yields the
same expression as was found for the series resonator, equation (5.18). Thus,
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with respect to power consumption and obtainable CNR ratio, it does not matter
whether a series resonator or a parallel resonator is used. This conclusion is
similar to the conclusion stated in Chapter 3 with respect to whether voltage
or current domain processing has to be used in order to obtain the highest SNR
for a given power consumption.

The difference between the series and parallel resonator is found when the
voltage swing across their terminals is calculated. The ratio of the voltage swing
for the parallel resonator, vp, and the voltage swing for the series resonator, v,
under the condition of equal power consumption and thus equal CNR, equals:

% = q,. (5.20)
Us
Thus, using a series resonator results in the lowest minimum required supply
voltage. Therefore, in the remaining of this chapter the series resonator is used
in the discussions. Of course, the calculations performed and conclusions found
for the series resonator also apply for the parallel resonator.

5.5 Noise

In oscillator design a distinction is made in the electronic stochastic noise present
in the circuits according to:

e amplitude noise;
e phase noise.

Or expressing it in the form of an equation for a reference signal e(t):
e(t) = [Ao + an(t)] * sinfwot + Pn(t) + do), (5.21)

where Ay is the mean amplitude, a,(¢) is the amplitude noise, wpis the frequency
of the reference signal and ¢,(¢) is the phase noise. The phase noise represents
all the noise in the oscillator which influences the frequency of the reference
signal. To obtain a high stability, this phase noise must be low. By definition,
the amplitude noise does not influence the frequency. This does not mean that
this amplitude noise may be arbitrarily large, because in subsequent blocks the
amplitude noise can be converted into phase noise.

A typical plot of the output spectrum [5] of an oscillator is shown in figure
5.6. In the plot the power density of the oscillator output is drawn against
the deviation from the carrier frequency. For frequencies relatively far from
the carrier frequency, a white noise floor is found which is mostly the result of
additive noise at the output of the resonator and the total oscillator. Closer
to the carrier frequency, the phase noise increases by 20 dB/dec. This noise is
mainly a result of white noise that is filtered by the resonator, i.e. due to white
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Figure 5.6: A log-log plot of a typical ocutput spectrum of an oscillator.

noise at the input of the resonator, see equation (5.18). Going even closer to
the carrier frequency, the noise increases by 30 dB/dec as a result of 1/f noise
that is filtered by the resonator.

A common way to qualify an oscillator is by means of the carrier-to-noise-
ratio. This is the ratio of the carrier power and the noise power density (phase
noise and amplitude noise) found at a specified frequency (one sideband) from
the carrier. As this frequency deviation is relatively smaller for higher oscilla-
tion frequencies than it is for a low-frequency oscillator, it cannot be used for
comparing different oscillators. For this purpose the spectral density of frac-
tional frequency fluctuations, the oscillator constant (OC) for short, is more
convenient. It is defined according to:

L(Aw) (@i)zl (5.22)

Wo

ocC

10log

—CNR(Aw) -3 dB +20log (%)

Q
== —-CNR(&{;J = w(]] — 3 dB

where L£(Aw)is the single-sideband phase-noise-to-carrier ratio. This measure
is a constant as by multiplying £(Aw) by (Aw)? the phase-noise spectrum of
-20 dB/dec is transformed into a flat spectrum. Further, by normalizing to
the carrier frequency, relative frequency deviations are used when the power
density of the phase noise is calculated. The oscillator constant can be seen as
the extrapolated CNR at a distance of wp from the carrier. The difference of 3
dB is due to the fact that the CNR also accounts for the amplitude noise, while
L accounts for the phase noise only.
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For oscillators using an LC-tank this constant can be as low as -180 dBc/Hz,
whereas for high-performance crystal oscillators -220 dBc/Hz and even lower can
be obtained”.

Returning now to the resonator with its undamping, it was concluded that
the performance of the undamping has to be such that it, ideally, does not de-
grade the performance of the intrinsic resonator. Of course, this can be obtained
with a high power consumption in the undamping. With structured design tech-
niques the degradation can be kept to a minimum without incurring unnecessary
high power consumption, i.e. the power consumed is used efficiently.

In the rest of this chapter, the term noise is understood to mean the phase
noise plus the amplitude noise of an oscillator. For additive noise superimposed
on a sinusoidal signal, half of the noise power can be said to be phase noise while
the other half is amplitude noise [4]. Calculations can therefore be performed
on the total power of the noise sources; to find the corresponding phase noise
one has to the divide the outcome by two.

An undamping can be realized in several ways. The most simple oscillator
uses an active part supplying the required power for compensating for the losses
in the resonator. The amplitude of the oscillation is bounded by non-linearities
in this active part. The method as presented by Boon [4] uses an explicitly
designed negative impedance which is realized with a double-loop feedback am-
plifier. The limiting is done explicitly by components in the feedback network.
In this way the active part remains in its normal mode and no delays, et cetera,
are introduced due to saturation effects. This method orthogonalizes the un-
damping and limiting action. As it fits conveniently in the structured design
method as described in this book, it is used here for the discussions.

Consider the oscillator as depicted in figure 5.7. The undamping is realized
by means of a negative impedance. This negative impedance is realized by means
of the nullor with a double-loop feedback. The output of the nullor is used as
the output of the oscillator, this is the additional port of the undamping already
mentioned. For this oscillator a voltage output is chosen; however, a current
output can be realized equally well. The gyrator feeds a current to the input as
a function of the output voltage, whereas the transformer feeds a voltage to the
input as a function of the same output voltage. Therefore a relation between the
input voltage and input current is obtained, i.e. an accurate input impedance,
Zin, can be realized. Straightforward calculations yield:

1
Zip = ~—— 5.23
mn G i n! ( )
where n is the transformer ratio and G is the transconductance of the gyrator.
A negative impedance is found as one of the two feedback loops is a positive-

3The new cord-less telephone standard, CT-1, requires a tunable oscillator with an oscillator
constant of -212 dBc/Hz. To realize this, orthogonalization has proven to be inevitable [2].
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Figure 5.7: A series resonator undamped by means of a negative impedance
realized by means of a nullor with a double-loop feedback.

feedback loop. According to network theoretical definitions, both feedback ele-
ments are ideal, i.e. noise free, et cetera, and thus the input impedance is also
ideal. It must be noted however, that according to thermodynamics a gyrator
cannot be noise free as it has a resistive transfer. Assuming the gyrator for the
moment to be ideal, the influence of the noise of the input stage of the nullor
implementation is studied.

In figure 5.8 the oscillator is depicted with the input stage noise sources, S,
and S;. The input noise of the nullor implementation can be made negligible
if S, and S; can be decreased enough. When a MOSFET is used as the input
stage, the trivial solution is found that the drain current must be as large as
possible. This is because the equivalent noise current and noise voltage both
reduce for increasing drain current. For a bipolar input stage, the solution is
less trivial and will be discussed here. To find the contribution of the bipolar
transistor relative to the intrinsic noise of the resonator, the noise of the bipolar
input stage is transformed into a single equivalent noise voltage source, which is
in series with the noise voltage source of the resonator, Sypes. Straightforward
calculations, assuming that the resonator is undamped by a negative resistance
with a magnitude equal to R;, yield:

Sveq (L:.’) = Svres (w) + Sﬂbip(w) + Rgsibip(w)s (524)
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Figure 5.8: The equivalent noise sources, S, and S;, of the nullor implementa-
tion.

where Sy.q is the power-density spectrum of the equivalent noise voltage source
and Sypip, Sivip are the power-density spectra of the equivalent voltage noise and
current noise sources of the bipolar transistor, respectively. In this expression,
the term responsible for the noise floor is ignored.

It should be noted that the feedback networks do not have any influence
on the noise performance, which is a result of the non-energetic gyrator and
transformer [6]. In Section 5.7 an example is given of the design of an oscillator
with realistic resistive feedback networks. Substituting the equivalent noise
sources for the bipolar transistor, yields:

Syeq = 4kTR, + 4kT (n, + %gi) + 2¢IR2, (5.25)
™

where rpis the base resistance of the transistor, gmis its transconductance and
Ip is its base current. In this equation the 1/f noise of the transistor is ignored
for the sake of clarity. It can, however, be simply incorporated. Further, in the
equation it is assumed that the frequencies of interest are relatively low, such
that the current-gain factor of the transistor, 8y, can be assumed to be constant.
To realize a relatively low transistor noise contribution of the transistor, r has
to be smaller than R,. As R, can easily be on the order of several ohms to some
tens of ohms, a relatively large transistor with a lot of base contacts has to
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suffice. Further, 1/g,, has to be smaller than R,, requiring a high bias current.
Performing a minimization of the equivalent input noise level, with the collector
current as the independent parameter, yields:

VT}}/SE . (5.26)

Substituting this for the collector current in equation (5.25), yields for the equiv-
alent input noise voltage:

J{Cogﬂt =

Sypeq =4kT | Rs + 10 + R s (5.27)
VBs

Thus, the noise contribution of the bipolar transistor can be made negligible

with respect to the resonator noise at the cost of a lot of power. For instance,

when Vp = 25 mV, 8y = 100and R, = 10 2, the optimum collector current is

25 mA. But, as the base resistance is still directly in the expression, the base

resistance is probably the dominant oscillator noise source.

The key problem is the low impedance of the series resonator. Using a
transformer in order to increase this impedance level for a series resonator is a
common technique [7]. However, transformers are very often too bulky. Tap-
ping the resonator, either capacitively or inductively, is a powerful method for
obtaining impedance transformations. Tapping the resonator can be used to
obtain [4]:

e a power match;

e a noise match.

See for instance [8] in which an oscillator is described which uses a parallel
resonator; a transformer is used to obtain a noise match and an inductive tap
is used to obtain a power match such that the inherently large voltage swing of
the parallel resonator is no longer directly limited by the power-supply voltage
and breakdown voltages.

In [9] a series connection of several series resonators is proposed in order
to obtain a power match. By using the voltage across the capacitance of one
resonator, higher internal voltages can be obtained such that they are no longer
directly limited by the supply voltages or breakdown voltages.

In the following sections, capacitive tapping of the series resonator is shown
to be a powerful method for obtaining a noise match to the undamping. Further,
the limits to this tapping are described.

5.5.1 Tapping

The principle of a capacitively tapped resonator is depicted in figure 5.9a and
its equivalent circuit diagram is depicted in figure 5.9b [10]. The capacitive
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Figure 5.9: a) A capacitively tapped resonator and b) its equivalent circuit
diagram, C; = C; + C,.

tap results in an impedance increase which can be understood as follows. The
starting point is the notion that the inductor current for the tapped resonator is
equal to the inductor current of the non-tapped resonator. Then the impedance
can be calculated from the output current of the resonator and the required
input voltage of the resonator. The ratio of the inductor current, ir, and the
resonator output current, %,, is given by (assuming a relatively low undamping
impedance compared with the impedance of Cs):

i _ G

i, C1+Cy’
whereas the relation between the inductor current and the required input voltage
is given by:

(5.28)

: Ci+Cy 1
bp faves 1 (5.29)
Ug" C2 Zs
where Z,is the impedance of the non-tapped resonator. Eliminating the induc-

tor current from these two expressions yields:
2
z=%= (1 + 52) Z, =32, (5.30)
where Z, is the impedance of the tapped resonator and the tap factor, 2y, is
defined as: c
1

tr=1+5. (5.31)
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Figure 5.10: The circuit equivalent of capacitive tapping.

Thus the impedance level increases by ¢%. This is also found when the equivalent
circuit diagram is derived [10]. The equivalent resonator consists of components
that are scaled such that their impedance increases by a factor ¢2. The reso-
nance frequency is not changed, which also holds for the quality factor of the
inductor. Parallel to the equivalent series resonator, the series connection of
the two capacitors used to make the tap is found *. For the tapped resonator,
the impedance for relatively high frequencies is determined by this series con-
nection of C; and C3, which follows straightforwardly from both figures. Thus
capacitive tapping is almost identical to an ideal transformer, except for the ad-
ditional parallel capacitance, see figure 5.10. Due to this additional capacitance,
the impedance is not exactly real at wo = 1//L;Cs. With straightforward cal-
culations the impedance of the fapped resonator, Z}, at we can be found to be
equal to:

t3 R,

Zg(wo) = IT(EC—l)

(5.32)
Q

Which can be approximated by t}R‘., when the tap factor is much smaller than
the quality factor of the resonator.

For the noise behavior it is assumed that R, is the only source generating
noise, i.e. S, = 4kTR,, see figure 5.11a. This noise source has to be trans-
formed to the output of the resonator, the current, in order to compare it to the
non-tapped resonator. Performing this transformation on the principle circuit
diagram, figure 5.11a, yields the following for the power density of the equivalent
noise current, Sieq:
4kTR,

Sies = 37
teq |Zs|2tfc

(5.33)
where Z, is the impedance of the non-tapped resonator. Thus, the tapping
can be seen as an ideal transformation for the noise. That this is true can be
elucidated with the help of figure 5.11b in which the noise is assumed to be

*These capacitors were not found from the previous simple calculations due to the assump-
tion which was made before equation (5.28).
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Figure 5.11: Transformation of the noise of the tapped resonator to an equivalent
noise current. a) for the actual circuit diagram and b) for the equivalent circuit
diagram.

generated by the resistor tfeR“ as this is the only resistive part of the equiv-
alent circuit. Transforming this noise voltage to a noise current by means of
the Thévenin-Norton transformation with the equivalent series resonator as the
source impedance, i.e. the scaled impedance, yields:

4th"} R,

e (5.34)
(12 )

ieq =

which is the same as equation (5.33).
Thus the power-density spectrum of the equivalent noise current is equal to
the original one, except for the scaling of 1/ t%. But, as the output current of

the resonator is decreased by t; the CNR for a given resonator power equals:
< "

3hout
kTR 2
| Q7R247 (Z.%]

tout /17 RsQ; (Aw)2

CNR(Aw) = 10log (5.35)

W

10log SHT
7
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where 1, and i,,; are the output current of the tapped and non-tapped res-
onator, respectively. The maximum attainable CNR does not change due to the
tapping, see equation (5.18).

5.5.2 CNR maximization

In the expression for the CNR ratio, equation (5.35), not only the noise is of
importance, but also the stubbornness of the resonator for that noise, indicated
by the quality factor. Reducing the influence of the noise of the active part can
be done by tapping, see Section 5.5.3. For higher tap factors the impedance
level increases and the relative contribution of the active part to the total noise
power reduces. But, the higher the tap factor is, the weaker the coupling of the
resonator to the undamping is via capacitor Cy, which becomes relatively small
for relatively high tap factors. Therefore it may be expected that the resonator
loses grip on the oscillator; it can no longer force its frequency selectivity onto
the oscillator and thus the quality factor reduces. This reduction of the quality
factor may cancel the CNR improvement which was obtained by minimizing the
noise level or even surpass it, such that the CNR reduces.

The most straightforward way is to write down the complete expression,
with all the dependencies of the noise and the quality factor on the tap factor,
and optimize it. However, this is a multi-dimensional optimization not giving
much insight into the real problem.

Therefore, orthogonality is assumed between those two aspects and they are
separately treated. After that, a check can be made as to the extent that this
orthogonality was permissible.

5.5.3 Noise minimization

With tapping it is possible to do an impedance transformation without degrad-
ing the intrinsic CNR ratio for a given power consumption of the resonator.
Incorporating the tapped resonator in the oscillator of the figure 5.8, yields the
schematic of figure 5.12. To be able to show the effect of tapping on the CNR in
a more straightforward way, the equivalent output noise current is used instead
of the equivalent input noise voltage. Further, it is assumed that the resonator
is undamped by an impedance equal to t%R,. Then, the expression is given by,
ignoring again the term for the noise floor:

AkT 4kT i1 + ?‘b)

;oo TR 2 9m
Sieq = 2R, +2¢Ip + (5.36)

(5r.)
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Figure 5.12: The oscillator using a tapped resonator with a bipolar transistor
as the input of the nullor implementation.

From this expression, the optimum collector current can also be found, for which
the noise contribution of the transistor is minimum. The optimum collector
current is, again, given by equation (5.26) with R, replaced by tﬁRs. The noise-
power density of the equivalent noise current, for the optimum collector current,
is given by:

1 T 1

+

Sieq = 4kT | s+ .
t3R, (t}Rs) t3R/B

(5.37)

This expression closely resembles equation (5.27). Besides that, it is expressed
in the current domain instead of the voltage domain; with the tap factor the
influence of the base resistance can now be reduced. The relative influence of the
noise due to the base and collector shot noise remain the same. This expression
is depicted in figure 5.13, including the signal output power (ignore the dotted
line for the moment). For an increasing tap factor, the power of the output signal
reduces quadratically, which also holds for the resonator thermal noise and the
transistor base and collector shot noise. In contrast, the noise contribution of
the base resistance reduces with the fourth power of the tap factor. Therefore,
beyond a certain tap factor, the influence of the base resistance can be made
negligibly small. Thus, with tapping the constraint of a relatively low base
resistance can be relieved to a large extent. For a current-gain factor of about a
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Figure 5.13: The CNR of an oscillator as a function of the tap factor.

hundred, the CNR reduces by only 0.4 dB, see equation (5.37). Increasing the
tap factor even further, the CNR no longer increase but the impedance level
still increases and the optimum collector current reduces to zero, see equation
(5.26) again with R, replaced by tf.R_.,, thus saving power.

The tap factor should be infinite with respect to the noise and power con-
sumption. This is mainly a result of the ideal feedback networks. In Section 5.7
a practical example is discussed in which noise is introduced by a feedback ele-
ment, of which the noise power is only proportional to the tap factor, indicated
by the dotted line in figure 5.13. This results in a tap factor, not being infinite,
for which the CNR is maximal.

5.5.4 Q degradation

In this section the dependency of the quality factor on the tap factor is discussed.
Examining the equivalent diagram of the tapped resonator (figure 5.9), shows
that the resonator is inherently deteriorated by a parallel resonance. The im-
pedance level of the equivalent resonator increases proportionally to the square
of the tap factor, whereas the impedance level of the two series connected ca-
pacitances, which are in parallel with the resonator, increases approximately
proportionally to the tap factor only, i.e.:

X 1 1\ _C,
o =0 (:," })ﬁ, o (5.38)

Therefore, it can be expected that the parallel resonance will get more influence
at higher tap factors. This is illustrated in figure 5.14. The quality factor of the
resonator is related to the phase-frequency plot according to:

1 d¢

Qs = zWose

2 E Woac* (5'39)
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Figure 5.14: The phase shift as a function of the frequency with t; = 1, $Q,,
1Qs, 3Qs, 2Q, corresponding to the functions ordered from the upper one to
the lower one.
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Figure 5.15: The non-tapped resonator and its vector diagram.

Thus the quality factor depends on the steepness of the frequency-versus-phase
plot at w,s,, the oscillation frequency. In the figure is clearly visible that for
higher tap factors the parallel resonance shifts to the series resonance and the
steep slope of the frequency-versus-phase function completely vanishes. Thus
the quality factor reduces.

To find the relation between tapping and Q degradation, the original non-
tapped resonator is again considered. In figure 5.15 the non-tapped resonator
and its vector diagram are depicted. When oscillating, the impedance of the
resonator is real and thus the input voltage and current are in phase. The
capacitor and inductor current are, respectively, —90° and +90° shifted with
respect to the output voltage. Further, due to the resonance the capacitor and
inductor voltage are much larger than the resulting output voltage. For the
tapped resonator the equivalent schematic and its vector diagram are depicted
in figure 5.16. Again it is assumed that the resonator oscillates because it is
undamped by means of a negative real impedance. The phase of the output
voltage and current is used as the reference phase. The input current is a result
of I..p through the series connection of the two tap capacitors and the current
through the equivalent resonator, Ig,. In order to get an output current which
is in phase with the output voltage (recall the real undamp impedance), the
current Iy, has to become slightly inductive in order to cancel the capacitive
current, I..p. Thus, the frequency of oscillation will increase slightly due to the
tapping in the case of a real undamping. This frequency shift is required to
calculate the phase detuning of the resonator and from that the Q degradation.
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Figure 5.16: The tapped resonator and its vector diagram.

5.54.1 Frequency shift due to tap

The constraint for a real impedance of the tapped resonator in order to oscillate
due to a negative real undamping impedance is:

Im(Ig,) = —Ieap, (5.40)

where Im denotes the imaginary part of a current. The imaginary part of the
equivalent resonator current equals:

1
oG th
Im(Zg,) = Vour ( )2 (5.41)
Rf [(MR};C} - %{) + 1]
When it holds that:
Wwo w 2
Q2 (— - —) <1, (5.42)
w Wo
where wy = ﬁ:, equation (5.41) can be approximated by:
Vout 1
Im(Ig,) = I (ng wL;). (5.43)

The constraint of equation (5.42) seems to be less fulfilled for higher Q,s. How-
ever, in a few moments it will be shown that the contrary holds, i.e. the
constraint is better met for higher Q,s. Solving equation (5.40) for the new
oscillation frequency, wpse, yields:

w2 = 1 (544)

osc LtCt (1 _ E:‘;g&) 1
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where C, = E:g,"f('?; Introducing the tap factor and the quality factor in this
expression, results in:
2 1

osc

- . (5.45)
LGy [1 - &s(ts - 1))

w

From this equation it follows that for higher tap factors the frequency of os-
cillation increases slightly. For a tap factor which is about 10% of the quality
factor, this increase is only 0.05%. Now the frequency of oscillation is found,
the constraint from equation (5.42) can be checked. Substitution of wes. for w
in equation (5.42) yields:
(ty —1)°

], 5.46

@G- (540
which holds when:

(tr —1) € Q,. (5.47)

When this criterion is met, the expression for the frequency of oscillation is
valid.

This frequency shift is relatively small as a result of the fact that the steep-
ness of the phase-versus-frequency plot of the resonator is much larger than the
steepness of the phase-versus-frequency plot of the two series-connected capac-
itors.

5.5.4.2 The phase shift due to the tap

As a result of the last conclusion of the previous section, the phase shift of
the two series-connected capacitors may be assumed to be independent of the
frequency, in the range of frequencies which are relatively close to wg. Thus for
calculating the additional phase shift that the resonator (L;, C;, R; in figure
5.16) has to introduce in order to compensate for the phase shift due to the
two series-connected capacitors, the frequency may be assumed to be wp. Sub-
sequently, from the relation between the phase shift and the quality factor, the
Q degradation can be obtained.
Thus, the frequency of oscillation is assumed to be:

1
Woge = .
*~ VLC;

In this case the inductor and capacitor impedance cancel each other out and
the equivalent circuit of figure 5.17 can be used. The phase shift, ¢, between
the output voltage and current can be found by straightforward calculations,
yielding:

(5.48)

¢ = arctan (th_ 1) . (5.49)
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Figure 5.17: The equivalent circuit diagram of the tapped resonator at w = wpg.

Of course, the influence of the tapping is again less for higher Qgs and less
tapping. For a tap factor which is about 10 % of the Q,, the phase shift is 0.09
radians.

5.5.4.3 The Q degradation due to a phase shift

The quality factor of a resonator is a measure for indicating the sensitivity of
the frequency of oscillation to phase variations. The higher the quality factor is,
the less frequency fluctuations arise from phase fluctuations. For the maximum
quality factor of a resonator, the simplified part of equation (5.7) can be used.
However, to obtain an expression of the quality factor as a function of the phase
shift, the principal expression has to be used:

1 d
Qs = é'wascd{_ﬁ Wose* (550)

Calculating this for the non-tapped resonator, see Appendix C, yields:
Qers =cos? ¢+ Qu m (1-¢%)" - Qu (5.51)

where Q.z¢1s the effective quality factor and @, is the maximum quality factor
of the resonator, i.e. with ¢=0. This expression resembles the expression as
given in [11]. However, the calculation done in Appendix C is believed to be
more straightforward. For phase shifts ¢ <« 1, the expression simplifies to:

Qesr =~ (1 - 4’2)2 Qs (5.52)

5544 Q degradation due to the tapping

Now that expressions have been found for the phase shift as a function of the
tap factor, equation (5.49), and the effective quality factor as a function of the
phase shift, equation (5.51), the effective quality factor as a function of the tap
factor can be found. This expression is readily found to be:

Qerf = Qs - (5.53)

1+(£5,—‘)2’
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Figure 5.18: The relative change in the quality factor as a function of the phase
shift with the tap factor as a parameter. For the functions the tap factor equals,
from the right to the left, respectively, t; = 1, $Qs, 1Qs, Qs, 2Q, and 4Q,.

From this equation it can easily be seen that for tap factors which are low
compared to the quality factor of the resonator, the effective quality factor is
only slightly lower than the intrinsic quality factor of the resonator. For instance,
for a tap factor which is 10 % of @;, the effective @ is 0.992 -@Q,. In figure 5.18,
the relative change in quality factor is depicted as a function of the phase shift
with the tap factor as a parameter. From the figure it can be seen that for ty=1
the plot has the shape of a cos? ¢ function, i.e. equation (5.51). Further, for
tr=1 the plot is only found at “positive” s as no parasitic parallel resonance is
found. When tapping, a parasitic parallel resonance is found and the plots also
show “negative” @s. The Qs becomes “negative” for the parallel resonance as
the definition for the series resonator is used. Consequently, a minus sign arises
as the derivative of the frequency as a function of the phase at the parallel
resonance is negative, see equation (5.50) and figure 5.14.

The intersection point of the several functions with the cos® ¢ are given by
equation (5.49). As can be seen, this intersection point for higher tap factors
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Figure 5.19: Block diagram of the oscillator for studying the noise floor

is no longer found at the maximum @,y for a given tap factor. However, this
appears to be for relatively large tap factors.

Summarizing, it can be said that the Q-degradation due to tapping can be
said to be negligible when the tap factor is much smaller than the quality factor.
Thus when the tap factor resulting from noise minimization is much less than
the quality factor, it was permissible to treat the Q degradation and the noise
minimization orthogonally.

5.5.5 Influence on the noise floor

For relatively high and low frequencies, compared with the carrier frequency, the
noise spectrum becomes flat again, i.e. the noise floor. The influence of tapping
on this noise floor is studied in this section. Consider the block diagram of an
oscillator as depicted in figure 5.19. The two noise sources depicted represent
the total noise in the oscillator.

First, the situation for the non-tapped resonator is dealt with. The noise
floor, as was said, is found at frequencies relatively high and low compared with
the carrier frequency. In these frequency ranges, the impedance of the resonator
is relatively high and the equivalent voltage noise does not affect the noise level
at the output of the oscillator. In contrast, as a result of the relatively high
resonator impedance, the equivalent noise current is completely transformed to
the output of the oscillator and thus the CNR [dBc/Hz] at the noise floor is
given by:

2
CNR = 10log (‘555) : (5.54)

where 7, is the amplitude of the resonator output current.

For the tapped resonator, the situation at relatively low frequencies is the
same compared with the situation for the non-tapped resonator. Due to the
relatively high resonator impedance, the equivalent noise current is also com-
pletely transformed to the output. But as the relative contribution of the noise
of the active part is reduced by the tapping, see figure 5.13, a higher CNR for
this noise floor may be found. For relatively high frequencies the situation is
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different. As the resonator impedance becomes relatively low again, the equiv-
alent noise current is shorted by the resonator impedance. Now the equivalent
noise voltage determines the noise floor. But again, as the relative contribution
of the noise of the active part is reduced by the tapping, a higher CNR may be
found.

When non-ideal feedback networks are examined, the resulting noise floor
increases as a result of the different dependencies of their noise level on the tap
factor, see figure 5.13. But the noise level may still be below the noise floor for
the oscillator with the non-tapped resonator. If not, then with relatively simple
filtering compared with the filtering of the resonator itself, this noise floor can
be reduced again, when it is unacceptably high.

5.6 Bandwidth

Applying the undamping schematic as depicted in figure 5.7, a high-frequency
stability problem occurs. For relatively high frequencies, the tapped resonator
can be considered as being only the series connection of Cy and C3, see figure
5.9b. As the bandwidth of the undamping impedance is still infinite (as a result
of the nullor), a pole in the right-half plane is found at:

1 Qs
PR T o

where Ryis the magnitude of the undamping resistance (R = tf.R,),see figure
5.16. Something analogous to this right-half plane pole is encountered in [12],
in which a parallel parasitic capacitance resulted in parasitic oscillations. This
is, of course, not permissible.

5.6.1 Compensation of the parallel C

To prevent the oscillator from parasitic oscillation, the tapped resonator should
not only be undamped by means of a real impedance, but a negative capacitive
part also has to be included. This is depicted in figure 5.20. The parallel C due
to the tapping is compensated for by a negative capacitance. The instability
problem is now solved.

Now that the parallel capacitance has been compensated for, it should be
noted that the quality factor of the resonator is ¢s again when the frequency-
versus-phase plot is used to calculated the quality factor. Thus for disturbances
from outside the oscillator it once more reacts as an oscillator with a quality
factor of Qs. This does not hold for all the disturbances from inside the oscil-
lator. For the noise due to the negative R, a resonator @ of @, is seen as this
noise sources encounters a compensated parallel C. The noise of the actively
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Figure 5.20: Undamping the tapped resonator with both a negative R and a
negative C

realized negative capacitance, however, does not experience an impedance of an
intrinsic resonator.

Similar considerations hold for the power consumption. For the tapped res-
onator without C compensation, the reactive power in the parallel capacitance
resulted in an increase in the power consumption, the power of the parallel ca-
pacitance was dissipated by the resonator and the undamping resistance. With
the compensating capacitance, the reactive power is no longer supplied and dis-
sipated by the resonator, but the negative C supplies and dissipates the power
for the parallel C. As this (active) negative C is not as efficient as the resonator,
the power consumption increases.

Figure 5.21 shows an implementation of an undamping impedance in which
the negative R and C are combined. The input impedance is readily obtained
from the schematic and equals:

_ RR R;
Zundamps'ng = —“-"I“i;“/f - -_R';Cl (556)

5.6.2 Bandwidth of the undamping impedance

When the nullor of the undamping impedance is implemented, the bandwidth
of the impedance is no longer infinite and additional phase shifts are obtained.
This is depicted in figure 5.22. For the effective quality factor of the oscillator
as a function of the bandwidth and oscillator frequency, the following expression
holds:

(5.57)
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Figure 5.21: An implementation of the negative R and C, combined in one
double-loop amplifier.
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Figure 5.22: The bandwidth of the undamping impedance.
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where B is the bandwidth of the undamp impedance with a first-order frequency
behavior. This expression can be found by substituting the phase shift resulting
from the limit bandwidth into the expression for the effective quality factor,
equation (5.51), and rewriting the expression obtained.

For instance, when the bandwidth is double the oscillation frequency, 20 %
of the resonator Q is lost.

Two design philosophies at circuit level can be used to minimize this effect
to an acceptable level:

e maximize bandwidth;

¢ use the finite bandwidth to realize the negative C.

Maximize bandwidth In this case the model as described in [4] can be used.
It is based on the dependence of the input impedance of an amplifier on the loop
gain as described in [13] and adapted to the asymptotic-gain model in [6]. The
input impedance is described as:

”’Aﬁop . 1~ A,Bsc
"= 1— ABop ABse

Zin=2; (5.58)
where Z;,__ is the input impedance when the active part is anullor, AB,, is the
loop gain of the amplifier when the input port is open and ApB,, is the loop gain
of the amplifier when the input port is short circuited. The frequency behavior
of 1 — AB,p and 1 — AB,, can be designed by means of the methods described
in Chapter 4.

Use the finite bandwidth to realize the negative C As can be seen from
figure 5.22 the undamping impedance with an ideal bandwidth also has a phase
shift at the resonance frequency. This phase shift is a result of a reactive element
in the feedback network in order to realize a negative C, see for instance figure
5.21. This equivalent negative C is also obtained when the bandwidth of the
amplifier is limited. Thus, instead of realizing an amplifier with an accurate
input impedance (—R // —C) over a relatively large bandwidth, it may be more
easy to realize a negative R with a limited bandwidth.

5.7 Design examples

To show the positive influence of tapping on the CNR of an oscillator, the
design of, and the measurements on two oscillators are discussed. One oscillator
uses a non-tapped resonator whereas the other uses a tapped resonator. Before
discussing the two designs, common specifications and design steps are discussed
first.
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c, 560 pF
Lg 47 uH
R, 6 0

Jres 981 kHz
Qs@f:'es 48

Table 5.1: Characteristic values of the chosen resonator.

5.71 Common topics and specifications
The core of both oscillators is a:
e Series resonator.

The resonator is realized by means of a discrete inductor and a capacitor. The
inductors used have a maximum quality factor on the order of 50. This quality
factor is attained at frequencies on the order of one to a few MHz. As the tap
factor of a resonator has to be considerably smaller than its quality factor, see
for instance equation (5.53), the frequency of oscillation is chosen to be:

® fosc =1 MHz,

so that this maximum quality factor is obtained. The values for the inductor
and capacitor, which are chosen to be conform the E-12 series, and some other
parameters are listed in table 5.1. The minimum attainable oscillator constant,
OC, for this resonator is given by, see equation (5.18) and (5.22):

IZR,Q}
0C = —10log ( o ) ~ 3 dB, (5.59)

where I, is the amplitude of the resonator current. In this expression it is
assumed that half of the noise power is converted into phase noise. In order to
ease the measurements to be done, the resonator current is chosen to be about:

o [, =10 pA,
resulting in a minimum oscillator constant of:
¢ OCpin = —146 dBc/Hz.

The configuration of the active part of both oscillators is as depicted in fig-
ure 5.23. For the output signal a voltage is chosen in order to facilitate mea-
surements. To account for some loading of measurement equipment, a buffer
amplifier or a probe, for instance, the following values for the load are chosen:

s Zfaad = R!oadf/olaad =1 MQf/].O pF.
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Figure 5.23: The basic configuration of the active part.

The input impedance, Z;,, of this structure is given by:
Zin = —Z1—=. (5.60)

The values of these impedances are chosen on the basis of the noise and the
signal power. The output voltage, V,ut, for a given resonator current is given
by:

Z
Vout = 1,21 (1 + '2“2") . (5.61)
3

For both oscillators to be designed it will be found that the ratio of Z; and Z3
is much less than one and therefore the output voltage can be approximated by:

Vout = 1s 2. (5.62)

The oscillators are to be integrated in the bipolar DIMESO1 process and to
operate at a minimal supply voltage.

5.7.2  The non-tapped-resonator oscillator
5.7.2.1 The ideal input impedance

The input impedance of the non-tapped-resonator oscillator has to be -6 2.
However, to ensure proper startup the input impedance is chosen to be -12 {1 at
the cost of a worsening of the CNR by 3 dB [4] in the case of an instantaneous
control.
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5.7.2.2 Signal power

To keep the output signal of the oscillator within certain bounds, a limiter is
chosen as the controlling block as it is more easy to implement than a time-
averaged control. The most straightforward limiter that can be realized in a
low-voltage application is the differential pair. Its transfer is from input voltage
to output current and its limiting levels are on the order of 100 mV separated
from each other. The only place to use this limiter is at the place of Zs. The
output voltage will therefore be on the order of 100 mV. To obtain a maximum
resonator current of about 10 gA, Z; has to be:

e 7, =10 k.

To obtain the intended input impedance, the ratio of the other two impedances
has to be:

Z3 =
o 7= 0.0012.

As the transfer of the limiter will be real, a resistor is chosen for Z,.

5.7.2.3 Noise

For the input stage of the active part, a CE stage is chosen. To find the optimum
collector current, i.e. for which the noise level is minimal, all the noise sources
are transformed to an equivalent input noise voltage. The equivalent noise-
power-density spectrum, Sy, is given by:

Rs)‘ 4kT

Sy = 4kT R, + 4kTR; (1 + R R

R,\? R,
x (14 2) +at [+ r (14 E)] (5.63)

1

——R? + 4kT( Te +n,)

where Ry is the parallel connection of Ry and R3, re = %’g}, Vr is the thermal
voltage and Ig and I- are the base and the collector current of the transistor,
respectively. It was assumed that the two equivalent noise sources at the input
of the bipolar transistor are given by:

Sebip = 4kT(2?e+rb) (5.64)
Siwip = 2qlp. (5.65)

Minimizing expression (5.63) with respect to the collector current yields the
following for the optimum collector current, I¢

VT\/B

R1+R +R

opt *

Ic

opt -

(5.66)
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where f is the current-gain factor of the transistor. In most practical cases
R: ~ R» and R; < Ry, as a result, this equation can be simplified to:

I = VrvB
C t = B . D
o Rs; + Ry

At this point some conclusions can be drawn. From equation (5.63) it follows
that for a relatively low noise contribution of the active part to the phase noise
it must hold that:

(5.67)

. R2«Rs;
o 1y K Ry;
o v, < R,.

As Rgisonly 6 §2,these constraints are not very easy to reach. For Rja value
of:

o Ry =100,

is about the lowest practical resistance which can be chosen. Consequently, for
R3 it holds that:

e Rz = 8300 f.

To obtain a low base resistance for the input transistor, a transistor is chosen
with ten base contacts resulting in a base resistance of about:

* T ESOQ

Lower base resistances are possible, but larger transistors are then required.
From equation (5.67) follows the optimum collector:

Ic,, =16 mA, (5.68)

opt

for B = 100. For this collector current, the equivalent input noise resistance
of the transistor is about 1.5 , which is much lower than the noise already
introduced by the base resistance. Therefore, to save power the collector current
is reduced which inherently results in a reduction of the loop gain. The lowest
acceptable collector current equals about:

e Ic,,, = 200 pA.

The equivalent input noise resistance is now approximately 65 (2 which is about
the same as the noise resistance already present.
The total equivalent input noise voltage of this oscillator is now given by:

2

Thus, the oscillator constant is worsened by about 14 dB.

Syeq = 4T ( R+ R+ iro + n,) ~ 4kT - 141 Q. (5.69)
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Figure 5.24: A two-stage implementation of the nullor.

5.7.2.4 Bandwidth

To obtain enough bandwidth, the nullor had to be implemented by two CE-
stages, see figure 5.24. For both loops, the one with open input and the one
with shorted input, the poles are determined by:

¢ the load capacitance and Rg;

¢ the input impedance of the differential pair and the substrate capacitance

of @;.

The big difference, however, is found in the DC loop gain. These are: AB,, =
—2200 and ABs. = +3.5. This big difference is a result of the attenuation in
ApBsc caused by the very low value of Ry compared with r,;. The resulting
zeros in the input impedance are found at +2 MHz and -6 MHz (the roots of
1— AB,, become zeros of Z;,, see equation (5.58)). The zero at +2 MHz results
in a phase of about 20 degrees, which gives a reduction in the quality factor
of about 15 %, see equation (5.51), which is acceptable. The relatively low
loop gain also causes a deviation of the intended input impedance. This can be
counteracted by slightly changing R; or Rs. As aresult of its relatively low DC
loop gain, the loop AB;. requires no additional frequency compensations.

The other loop is frequency compensated by means of a phantom zero real-
ized by means of Rpp, which has to be chosen at 500 Q. The resulting poles are
placed in Butterworth at a frequency of about 30 MHz.
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iZI

Figure 5.25: The limiter implemented by a differential pair.

5.7.2.5 The limiter

The limiter is implemented by the differential pair as depicted in figure 5.25.
The gain from the input voltage, v;, to the output current, ¢,, of the differential
pair in its linear region, is given by:

% = 0.5gm, (5.70)
Vi
where g,, is the transconductance of one transistor. Thus, to obtain a transfer
of 1/(8 k(2), a tail current of about 7 uA isrequired.

5.7.2.6 The total circuit

In figure 5.26 the total circuit is depicted. Transistor @, and resistor Ry, are
used as a level shift in order to prevent the tail-current source of the output
stage from saturating. Transistor Q2 is also a level shift.

The implementation of the required current sources is done by means of cur-
rent mirrors. The current source feeding the input stage requires series feedback
in order to increase its output impedance to prevent it from reducing the loop
gain AfB,.. As a result of this series feedback, the noise level of the current
sources is also reduced. The minimum required supply voltage is 1.3 V and the
total current consumption is about 800uA.

From simulation, the equivalent input noise voltage of the complete circuit
is found to be:

Syeq = 4kT - 22012, (5.71)

The noise level is again increased. This is due to the lower bias current of
the input stage (180 wA) which is caused by errors in the mirrors, and the
contribution of the bias sources, which is still considerable.
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Figure 5.26: The complete schematic of the non-tapped-resonator oscillator.
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Thus this oscillator is about 16 dB away from the maximum CNR.

5.7.3 The tapped-resonator oscillator

In this section the design of a tapped-resonator oscillator is discussed. The first
thing to be done now is to derive the optimum tap factor. Therefore equation
(5.63) is rewritten with R, replaced by t%R,, to account for the impedance
transformation resulting from the tapping:

2
tiR 4kT 1
Sy = 4kTt} R, + 4kTR, (1 + ’}21*) + R t3R2 + 4kT (Ere + 'rb)

2
1+ il +2qI
X
R, gip
As the resonator impedance is changed, the optimum collector current will also

change. It is given by:
VrvB

Icapl — tz R,Rl

ZRAR + Ry

£2R,\1?
t2R, + R, (1+ jftl )] . (5.72)

(5.73)

In Section 5.5.1 it was shown that the output current of the resonator reduces
proportionally with an increasing tap factor. Therefore resistor Ry has to be
made proportional to the tap factor in order to remain at the same voltage level
at the output of the oscillator. Thus:

Rl - t! . Rlo! (574)

where Ry, is the value of R; without tapping; R, =10 k2 for this example.

As the resonator voltage also depends on the tap factor (the output current
is assumed to be given), the optimum tap factor has to be found from the
maximization of the CNR and not from the minimization of the equivalent
input noise voltage. Thus the function to be maximized is:

Vi ts) V2
S?-l'eq {tf! ICopl) B S“Heq (tf: ICap!) '

CNR x (5.75)

where Vi, is the input voltage of the tapped resonator and V is the input
voltage of the non-tapped resonator, which is independent of the tap factor.

This expression, normalized to the maximum CNR, is plotted in figure 5.27.
As clearly follows from the figure, there is an optimum for which the CNR is
only 15 % away from the maximum attainable CNR.
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Figure 5.27: The CNR normalized to the maximum attainable CNR as a func-

tion of the tap factor.
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Figure 5.28: The configuration of the tapped-resonator oscillator.

From maximizing equation (5.75) the following expression is found for the

optimal tap factor, ¢y, ,:
2(Ra+1)R
thont = 5/_(__# (5.76)

This equation holds when the following constraints are fulfilled: R, R < Rfo,
Ry € R3,and R, -1y - /B < RY,.

In contrast to the optimum tap factor which was found in Section 5.5.3, the
optimum tap factor found here is a single value and not a range of values. This
is because the noise power of resistor Ry reduces proportionally to only #g, see
the dotted line in figure 5.13. But, as the noise contribution of R; is relatively
small, the maximum is relatively flat, see figure 5.27.

For this example the optimum tap factor is found to be:

ty,., = 34. (5.77)

This optimum tap factor is close to the quality factor of the resonator (@,=48)
and will result in a reduction of the effective Q to about 33 and the CNR would
be halved. As the maximum is relatively flat, the ¢y is halved and the effective
Q is now about 43, with a corresponding CNR degradation of 20 %. The power
density of the equivalent noise voltage increases by only 1 %.

The tapped resonator and the active part are depicted in figure 5.28. The
following values are used for the resonator capacitors (the inductor is kept the
same):
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e C;; = 560 pF,;
o Cy3 = 39 pF;

resulting in a resonance frequency equal to:
o fres = 949 kHz.

Capacitor Cy is used for compensating for the equivalent parallel capacitance
of the tapped resonator. Its value is derived in Section 5.7.3.3.

The actual tap factor can be calculated from the two capacitances, which
equals:

ty & 15. (5.78)
The resonator resistance at resonance is therefore:
t3 Ry = 135000 (5.79)

5.7.3.1 Signal power

In order to have the same oscillator output voltage as the previous design (for
the same inductor current), R; has to be equal to:

Ry = iy - Ry, = 150 kf2, (5.80)

and thus the ratio of R, and R to obtain the required input impedance has to

be equal to:

R
~2 = 0.009 x 2 = 0.018, (5.81)
R3

in which the factor 2 accounts for the double input impedance to ensure startup.

5.7.3.2 Noise

The optimum collector current for the input stage follows from equation (5.73),
which yields:
Ic,, =190 pA. (5.82)

However, as the noise contribution of the active part is relatively small compared
with the noise contributed by the resonator (the actual CNR is close to the
maximum CNR), the collector bias current can be reduced in order to save
power. A current of about 100 A showed to be convenient as it proved to give
an acceptable HF behavior. At this collector current the CNR ratio is reduced
by only 3 %.
The equivalent noise resistance calculated at R, and including R, equals:
Ry + 1y + 37e
3
b
which is only slightly larger than R,. In this equation Ry is assumed to be 10 .

Reg ~ R, + ~ 70, (5.83)
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5.7.3.3 Bandwidth

Capacitor C} in figure 5.28 is required to cancel the equivalent parallel capac-
itance of the tapped resonator, which is 36 pF (560 pF in series with 39 pF).
To compensate exactly for this capacitance, C; has to be 0.3 pF. But, as the
input impedance of the oscillator is to be designed with a double magnitude,
C, also has to be twice as large, in order to cancel the capacitance at startup.
The second stage of the active part is implemented by a differential pair, as it
was for the previous design.

Again, ABop and Af,. are studied for the frequency behavior of the input
impedance. The loop, for which the input is left open, has a loop gain of about
-24. This is considerably reduced in comparison to the previous oscillator. The
main cause is the lower value of R3 and the higher value of R;. The loop consists
of a phantom zero due to C; and R; (-2.1 MHz). This phantom zero is equivalent
to a pole in the input impedance (for infinite loop gain), compensating for the
parallel capacitance of the tapped resonator. Besides the phantom zero two
poles are also found in the loop, one at -90 kHz and one at -29 MHz. These two
poles are from the input and output stage, respectively, and they are split by
the base-collector capacitance of 1. As a result the closed loop pole is found at
-1.2 MHz instead of the intended -2.1 MHz. The extra phase shift of the input
impedance at the resonance frequency is about -30 degrees. This is acceptable
for the moment °.

The positive loop, for which the input port is shorted, has a loop gain of
about 4. Only the pole from Q2 (-2.7M) is relevant, resulting in the input
impedance in a zero at +6.4 MHz. It should be noted that by shorting the
input, the local feedback caused by the base-collector capacitance is broken,
and thus the poles of ¢}; and Q4 are not split.

As will be seen in the next section, for implementing the limiter it is power
efficient to have a higher value for R3, consequently Ry will also become higher.
The final values for Ry and Rj are respectively, 20 €t and 1 kf).

5.7.3.4 The limiter

For the limiter, the same configuration is used as for the previous example.
When a transconductance in its linear region of 1/(500 Q) is realized (which
was the first choice), the tail current of the differential pair, see figure 5.25,
should be 200 uA. Therefore the value of Ry and the transconductance of the
limiter in its linear region are doubled. For the noise this gives a negligible
small increase whereas it is more advantageous for the bandwidth of the input
impedance. Now the pole in the transfer comes closer to the phantom zero, and
as a result the additional phase is reduced to -20 degrees.

>To reduce the effect of the base-collector capacitance to a large extent, a current buffer
could be used preceding the stage [14].
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Figure 5.29: The circuit diagram of the tapped-resonator oscillator.

5.7.3.5 The total circuit

In figure 5.29 the total schematic of the oscillator is depicted. This circuit is
also supplied from a 1.3 V supply voltage in order to be able to also use the local
series feedback in the current sources. The oscillator consumes about 800 pA.
The circuit diagram closely resembles that of the other oscillator. A difference
can be found at the level shift required for proper functioning of the limiter. It
also uses a diode-connected transistor @2 but now a resistor, Ryz, is placed
in series with the base terminal. This is necessary for compensating at the
limiter input for the voltage drop which is found across R; and caused by the
base current of J;. Capacitor Cpa is required to obtain the correct limiter
transconductance again at the frequency of oscillation.
From small-signal simulations the equivalent input noise voltage at R, and
including R, still equals:
Sveq = 4kT - 790 (5.84)

Therefore this oscillator reaches the maximum CNR within 0.7 dB (the 3 dB
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Non—tapped and tapped resonator oscillator
fhpl 3@48A Carrier: .E+B Hz 17 Jan 1987

: L (f) [dBesHzl vs flHz3

Figure 5.30: The measured £(Aw) of the two oscillators. The upper and lower
graph corresponds to the non-tapped and tapped-resonator oscillator, respec-
tively.

reduction due to the excess loop gain of the oscillator is ignored here for the
moment), which is much better than the other oscillator. Of course, due to the
additional phase shifts a lower effective Q is found, which is however of the same
order of magnitude as that of the other example. The extra degradation of the
CNR may be expected due to the Q-degradation caused by the tapping, which
is about 1 dB.

5.7.4 Measurement results

The two oscillators are integrated and their performance was measured on the
HP phase-noise measurement system (HP3048A). The results are depicted in fig-
ure 5.30. Both oscillators were measured under the same conditions (Vsyp = 1.3
V and for both oscillator Isyp & 0.8 mA). For the tapped-resonator oscillator,
an amplitude of 100 mV resulted in relatively high power levels of the harmonics.
Therefore, the amplitude was reduced to 50 mV. Consequently, the minimum
oscillator constant increases to:

o OCpin = —140 dBc/Hz.

From the measurements, the £ of the non-tapped and tapped-resonator oscilla-
tor at Af = 10 kHz were found to be, respectively:
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. ﬁnonmtappcd(Af =] kHZ) ~ —61 dBC/HZ;
o Liapped(Af =1kHz) = —75 dBc/Hz.

These two differ by 14 dB, which perfectly agrees with the calculations and
simulations. The corresponding oscillator constants are given by:

bl Ocnon—tapped =-121 dBC/H?:,
¢ OCiappea = —135 dBc/Hz.

These figures are 5 dB to high when compared with the expected -140 dBc/Hz.
However, the oscillator constant of -140 dBc/Hz was found assuming an intrin-
sic Q (no Q-degradation), infinite bandwidth of the active part and no increase
of the phase noise as a result of limiting in the feedback network. The corre-
sponding degradation is given by:

[ ] Aﬁq_degfadﬂtioﬂ ~ 0.8 dB (ff = 15 and Qs = 48),
¢ ALfinite—bandwidth = 1 dB (¢ = —20°);
o Allimiter = 3 dB for an excess loop gain of 2.

These additional contribution amounts to about 5 dB which agrees with the
5 dB higher measured L.

With respect to the figure two additional comments can be made. First, for
the tapped-resonator oscillator the noise floor can be found starting at about
60 kHz from the carrier whereas it is for the non-tapped-resonator oscillator
beyond a distance of 100 kHz. This results from, besides the lower phase noise
of the former oscillator, the fact that the collector current of the input stage of
the former oscillator was chosen about the half of the optimum value (100 pA
instead of 190 #A). Consequently, the equivalent voltage noise of the active part
is doubled. This source is one of the causes of the noise floor, see section 5.5.5.
Second, the measurement results do not shown any contribution of 1/f noise.
Consequently, the transistors in the active part do have a very low excess-noise
corner frequency, below 1 Hz!

5.8 Conclusions

In this chapter the structured design of tapped harmonic oscillators was dealt
with. In order to obtain a maximal signal power in the resonator relative to
the noise level for a given supply voltage, the series resonator was shown to be
the best choice. This resonator has a lower impedance than the corresponding
parallel resonator.

The CNR of the oscillator is limited by the intrinsic quality factor and noise
level of the resonator. When compensating for the losses of the resonator, in
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order to get it oscillating, by means of an active circuit, the equivalent volt-
age noise of this active part proved to be a problem due to the relatively low
impedance of the resonator.

Tapping the resonator has been shown to be a very convenient method for
obtaining a better noise match. As a result of tapping, the impedance level
of the resonator is increased without degrading the intrinsic CNR. The noise
match is then found for lower bias currents of the input stage, which is more
power efficient, and the relative contribution of the active part to the noise of
the oscillator is considerably reduced.

For an increasing tap factor, the coupling of the resonator and active part
weakens. Therefore, for relatively high tap factors it may be expected that the
quality factor of the total oscillator reduces with respect to the intrinsic quality
factor of the resonator. It was shown that for a tap factor that is relatively low
when compared with the quality factor, this degradation can be ignored and
then the noise minimization can be done assuming a constant quality factor.

Tapping inherently introduces a capacitance parallel to the resonator. As
the bandwidth of the active part, i.e. the active negative impedance, is relatively
high, parasitic oscillations may occur. This can be solved by not only undamping
the resonator by a negative resistance but also by a negative capacitance.

The effectiveness of tapping is illustrated by a design example. For this
example the calculated increase of the CNR is about 14 dB which also followed
from the measurements.
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Chapter 6

Bandgap references

6.1 Introduction

For many years bandgap references have been used as voltage references in
various fields of application; for instance, in DA converters [1]. Depending on
the digital input word, the analog output voltage is a fraction of the internal
reference voltage. As for many applications this digital-to-analog conversion
is not allowed to be temperature dependent, the reference voltage has to be
temperature independent. Nowadays, the resolution of DA converters is very
high and consequently the reference voltage must be very stable as each variation
in the reference voltage is directly seen in the DA-converter output.

In the last decade the automotive industry has been using more and more
electronics to realize more functions and larger systems in cars. The automotive
environment, however, is very extreme; the supply voltage can have very large
voltage transients (i.e. 80V for 12V systems [2]) and temperature variations can
be in the range of -15°C to 105°C. Under these circumstances the electronics still
need to work correctly. A supply-voltage regulator handles the stabilization of
the supply voltage in the car. The reference for the regulator may be a bandgap
reference [2]. This bandgap reference does not need to be very accurate but
it must be very robust. It must be able to withstand the extreme automotive
environment.

An equivalent kind of application is the bandgap reference used as reference
voltage in battery-operated DRAMs [3]. The bandgap reference is also used
as a reference for the power-supply-voltage stabilization, but now the power
consumption is of prime importance.

All of the bandgap references used in this diverse variety of applications are
based on the idea of Hilbiber in 1964 [4]. After his publication a vast number of
articles appeared describing other topologies and components being used. In this
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chapter a structured design method is presented which structures the knowledge
gained in the past decades concerning bandgap reference design and from that
an extrapolation is made. Therefore, first a historical overview is given to
elucidate the evolution of bandgap reference design over the years. Subsequently,
the structured design method is presented. To get a clear insight into the
bandgap reference to be synthesized, the basic function is studied, including a
general description of the temperature compensation and an inventory of the
key parameters. Then, as the basic structure of the bandgap reference is found,
the relation to the fundamental design aspects is discussed which is followed by
a more detailed discussion of them, i.e. noise behavior, bandwidth capability
and signal power. Thereafter, some special structures for the bandgap reference,
resulting from reductions at the mathematical level are given, which is followed
by two design examples. Finally, conclusions are given.

6.2 Historical overview

In 1964, Hilbiber published the first bandgap reference [4]. He proposed to
compensate for the temperature behavior of a base-emitter voltage by adding
and subtracting several base-emitter voltages with different first-order temper-
ature behaviors. As his method used several stacked base-emitter voltages, the
required power-supply voltage was relatively large compared with the reference
voltage. In 1971 Widlar proposed a new basic scheme of the bandgap reference
[5] requiring a lower supply voltage and this subsequently became commonly
used. His method was based on the compensation of the first-order temperature
behavior of the base-emitter voltage with a voltage which is proportional to the
absolute temperature (PTAT). He had found this PTAT voltage in 1965 [6] by
using the difference of two junction voltages. Seen mathematically, this method
is identical to the Hilbiber’s method, only the implementation was different.
Where Hilbiber first made two appropriate stacks of base-emitter voltages, with
a different first-order temperature behavior, and subsequently used the differ-
ence as the first-order temperature-compensated reference voltage, Widlar first
made a relatively small voltage with a linear temperature behavior (PTAT),
whereupon this voltage was amplified to cancel the first-order term of a base-
emitter voltage. Widlar implemented the amplification of the voltages closer to
the output of the reference.

In 1973, Kuijk made an integrated bandgap reference [7] using Hilbiber’s
idea [4]. He used, however, an additional scaling factor in his reference such that
other output voltages, other than the bandgap voltage, could also be realized.

Widlar’s method uses at least three bipolar transistors, two for the PTAT
voltage and one for the base-emitter voltage. Hilbiber’s method uses a stack of n
and m transistors with n and m usually larger than 2. Brokaw published, in 1974
[8], a bandgap reference which, more or less, can be seen as the combination
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of Hilbiber’s and Widlar’s methods. He uses two “stacks” of one transistor
to realize a PTAT voltage (Widlar) and amplifies this. To this PTAT voltage
a base-emitter voltage from a transistor from one of the stacks (Hilbiber) is
added to realize the bandgap voltage. Consequently, the minimum number of
transistors required was reduced to two.

Meijer proposed in 1976 [9] to realize the amplifying action for the PTAT
voltage in a different way than was done before.

All the bandgap references until then were only first-order compensated. The
remaining temperature dependency was mainly of the second order and given
by the behavior of the bandgap voltage and the physical phenomena underlying
the base-emitter voltage. Thus, as these behaviors and phenomena are equal for
all the proposed structures, the remaining temperature dependency is largely
the same for all the references. However, some differences may exist due to the
way off implementation. For one implementation, the base currents may have
a negative effect on the temperature behavior, as for another implementation
some compensation of the second-order temperature behavior may be obtained
(but not intended).

In 1978, Widlar proposed a configuration which exhibits an intended com-
pensation of the second-order temperature behavior [10], [11]. The principal
difference with previous references is that the transistors generating the base-
emitter voltages are biased at collector currents having different temperature
dependencies. This results in different second-order temperature behaviors for
the two base-emitter voltages and (partial) compensation became possible. In
1981, Dobkin [12] presented a circuit also with the correction of the parabolic
curvature, i.e. a curvature corrected bandgap reference. He used Widlar’s idea
[5] as the basis for linear compensation. For the curvature correction he made
the current ratio in his PTAT cell temperature dependent by using currents
which were PTAT and CTAT (complementary to the absolute temperature).

The basic linear compensation of Hilbiber [4] was extended with curvature
correction by Meijer in 1982 [13]. The curvature correction was realized by
biasing one of the two stacks with a PTAT current and the other stack with a
constant current derived from the output voltage of the bandgap reference.

A principally different way of curvature correction was introduced by Lee
[14]. Instead of using different temperature behaviors for the collector bias
currents to realize the curvature correction, in [14] the fact that the base current
has an exponential temperature behavior is used. He shows with simulations
that by using this method, better results can in principle be obtained than with
the previous methods (approximately a factor 2).

In the late seventies, when weak-inversion MOS transistors came more into
the picture [15], bandgap references also became implemented in CMOS pro-
cesses. In 1979, both Vittoz [16] and Tzanateas [17], published a CMOS bandgap
reference. The PTAT voltage, required for the linear temperature compensa-
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tion, was realized by using weak-inversion MOS transistors. The transistor for
generating the base-emitter voltage was made by a bipolar substrate transistor,
having the drawback of an inherently grounded collector, such that the collector
current has to be set via the emitter current and consequently introduces an
inaccuracy.

The bandgap reference presented in [18] uses only MOS transistors for the
amplifiers. The PTAT and base-emitter voltage are realized by bipolar substrate
transistors. Different temperature behaviors for the collector currents are used
to realize a curvature correction. The same was done by Lin [19] only he used
a different model for the base-emitter voltage.

Salminen used in his bandgap reference, reported in 1992 [20], the non-linear
temperature behavior of a diode-connected MOS transistor. With this non-
linear voltage the curvature of a conventional first-order compensated bandgap
reference was reduced.

As may be clear from this history of bandgap references, the basic idea of all
these references is the same, only implementation details vary, i.e. mathematical
operations are implemented in a different manner and/or different order. Thus,
it should be possible to find a general description of the design of bandgap
references covering all these designs.

6.3 The basic function

In the introduction it was shown that the bandgap reference is a widely used
basic building block for generating reference voltages. For the ideal voltage
reference, ideal specifications can be defined. These specifications also hold for
the ideal bandgap reference.

The ideal bandgap reference has an output impedance equal to zero such
that any load current does not alter the reference voltage. Further, it may not
make a difference under what environmental circumstances the output voltage
of the bandgap reference is measured; it should always have the same value. The
environmental circumstances can be temperature, humidity, et cetera. Thus, the
bandgap reference may not be sensitive or dependent on any of these parameters.
Of course, the reference voltage has to be constant over time as well. This
means that the output voltage of the ideal bandgap reference is noise free; no
time dependent variation are to be found at the output.

To be able to achieve this ideal source as closely as possible with a bandgap
reference implementation, a formal description of the bandgap reference is of
prime importance. The starting point is the basic function to be realized: a
reference voltage, Vrer, related to the bandgap voltage at OK, V(0) or:

VREF =+ EGT{O) =z - Vg(0), (6.1)
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where ¢ is the electron charge (1.6e-19 C) and x is a constant scaling factor
accounting for reference voltages not equal to the bandgap voltage. For realizing
a bandgap reference, at least one component must be available of which a port
voltage is related to the bandgap energy. Generally, this core component of the
bandgap reference is the bipolar transistor as the base-emitter voltage is related
to the bandgap energy in a very simple and accurate way, see Section 6.3.1. Even
in most MOS bandgap references at least one bipolar transistor/junction is used
for the relation to the bandgap energy [14], [16]-{20], [21] and [22]. However,
in [23] the difference of two gate-source voltages with different polysilicon-gate
work functions is proposed to realize a voltage which is related to the bandgap
energy. But, since with bipolar transistors as core component more-accurate
bandgap references can be made than with MOS transistors, because of better
matching [24] and modeling, and thus reaching the ideal reference the best, here
the bipolar transistor is chosen as the core element of the bandgap reference.
Still, MOS transistors can be favorably used in other parts of the bandgap
reference because of their high DC gain.

6.3.1 The base-emitter voltage

When the bipolar transistor is chosen as the core component of the bandgap
reference, the base-emitter voltage is the voltage which is related to the bandgap
energy and has to be used. In this section the relation between the base-emitter
voltage and the bandgap energy is discussed [25], [26]. The basic relation de-
scribing the collector current, I, as a function of the base-emitter voltage, Vgg,
is given by:

Ic(T) = Is(T) [exp (QE;E) E 1] , (6.2)

where T is the absolute temperature, k is the Boltzmann constant (1.38e-23 J/K)
and Ig is the saturation current. The ‘-1’ term in the expression is ignored in
the rest of this chapter as it is assumed that the injection current is much larger
than the saturation current [27]. For Ig the following expression holds:

gAn}(T)D(T)

Is(T) = L=,

(6.3)

where A is the emitter area, n;(7T") is the intrinsic carrier concentration, D(T) is
the mean minority-carrier diffusion constant in the base and Ng is the Gummel
number of the base region. The intrinsic carrier concentration is related to the
bandgap energy according to:

Eq(T)

n(T) = CT? exp [—- T] , (6.4)
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where C is a constant and E¢ is the bandgap energy as a function of the tem-
perature. The temperature behavior of D is found from the Einstein relation:

D(T) = %I:E(T), (6.5)

where 7i(T) is the mean mobility of the minority carriers in the base region.
The temperature behavior of this mean mobility can be defined by:

(T) = BT, (6.6)

where B and n are constants. Combining equations (6.2)-(6.6) the following
expression is found:

(6.7)

Io(T) = C'"T" exp [M} ,

kT

where =4 —n and C' = 2:B:Ck are constants. Rewriting this expression to

make the base-emitter voltage e&plicit, yields:

kT
VBE(T) = VG(T) + ? In

(6.8)

ng(;)] '

According to this expression the base-emitter voltage is directly related to the
bandgap energy. This expression can be further simplified when it is assumed
that the currents that can be realized conveniently are the constant current,
derived from a bandgap reference, and the PTAT current, derived from the
difference of two junction voltages. Both currents can be expressed by:

I(T) = I(T,) (3) , (6.9)

T
where T, is a reference temperature and 6 is the order of the temperature
dependency. For the constant current # = 0 and for the PTAT current § =

1. Using this expression for the collector current in equation (6.8) yields the
following for the base-emitter voltage:

8- -om(Z). e

r

Vep(T) =Ve(T) + k—j:ln [

Finally, the base-emitter voltage can be rewritten such that the constant C” is
removed:

Vs(T) = Va(T) ~ Vo(Tr) e + Vs(T) = - %T(n ~f)In (%—) . (6.1

r
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Figure 6.1: The base-emitter voltage as a function of the temperature for several
values of Vgg, Vg, > VeE, > VBE;.

where Vg (T,) and Vg(T,) are the base-emitter voltage and bandgap voltage at
the reference temperature, respectively. This expression is depicted in figure 6.1
for several values of the base-emitter voltage. Some general conclusion can be
drawn from this picture. Independent of the value of the base-emitter voltage
at T,, the base-emitter voltage at 0K always equals V(0) and its tempera-
ture dependency is always negative. Further, for higher base-emitter voltages
the temperature dependency of the base-emitter voltage reduces. How these
properties can be used to realize a bandgap reference is the topic of the next
section.

6.3.2 General temperature compensation

The expression for the base-emitter voltage, found in the previous section, is
used as the core of the bandgap reference. Figure 6.2 depicts how a tempera-
ture independent voltage can be realized. The temperature dependency of the
base-emitter voltage is compensated for by an additional voltage Voparp. Con-
sequently, the sum of Ve g and Vooap equals, over the total temperature range,
Ve (0). As this voltage is independent of all kinds of parameters, a true reference
is obtained. However, it should be noted that for higher-doped base regions,
higher than 10}7 em™3, bandgap narrowing may slightly change the value of
Ve(0) [28]. But still, the bandgap reference is obtained by compensating the
base-emitter voltage with a complementary voltage.

For exact compensation Vooarp is a complex function of the temperature
and not easy to realize. Therefore, the temperature dependency chosen for
Veowm p is less complex and, consequently, aremaining temperature dependency
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Figure 6.2: The principle realization of a bandgap reference.

is found. Vooamp can be realized with several temperature dependent voltages.
For instance, in[14] Veooap is partially realized by a voltage which is related to
the temperature behavior of the base current. In that case, however, two differ-
ent physical processes are used to compensate for each other. Their sensitivity
to process variations, for instance, may be different resulting in a larger spread.
In this book, base-emitter voltages are also used for the compensation volt-
age. Thus the bandgap reference is realized by a weighted sum of base-emitter
voltages, i.e. a linear combination.

6.3.3 A linear combination of base-emitter voltages

With an appropriate linear combination of base-emitter voltages a bandgap
reference can be realized. This linear combination should be chosen such that
the required reference voltage is obtained and temperature compensation is
performed. To be able to draw general conclusions the base-emitter voltage
is rewritten as a Taylor polynomial around a reference temperature 7,.. This
reference temperature could be the center of the temperature range for which
the bandgap reference is to be designed. First, the bandgap voltage is defined
as:

Vo(T) =Vo(Tr) + (T = T7) + ao(T = T;)* + -, (6.12)

where oy, are the Taylor coefficients of the bandgap voltage at the reference
temperature. Defining the bandgap energy in this way makes the discussion
independent of the particular description that is used for the bandgap voltage.
Using this expression for the bandgap voltage, the Taylor polynomial of the
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base-emitter voltage is found to be:

Veu(T) = VBE(TT)+[VBE(T,,)—VG(T,.}+a1T (n-0)

Constant

o0
+ > [a,,T,:‘ -
11:2

Second andﬁiligher order

kT]T T,

First order

T e

"

To alter the temperature behavior of a base-emitter voltage, only some of the
variables appearing in this expression can be changed by the designer. They are
given here in order of appearance:

e for the constant term, Ve (T;);
o for the first-order term, Vgg(T}), 8;
¢ for the second and higher-order terms, 6.

Thus a designer can change the temperature behavior of a base-emitter voltage
by choosing a different value for Vgg(T}.) and/or by choosing a different order
of temperature dependency for the collector bias current. The other parameters
are given for a process, 1, Va(Ty) and ey, or are physical constants, k and g.

The reference voltage, Vrer, is made of a linear combination of ¢ base-
emitter voltages:

i
VreF = Z an Ve, (T), (6.14)
m=0

where a,, are the scaling factors. In this way of describing the reference voltage,
it is not made explicit which base-emitter voltage(s) form(s) the compensating
voltage and which is the compensated voltage; each base-emitter voltage is
treated equally. Introducing the Taylor polynomials in this expression results
in the most general expression for the reference voltage:

i
Vapr(T) = ) amVBE, (T,

m=0

E am [VBE (Tr) -

m=0

+ ZZam[

m=0n=2

kT T.

)“

T o) g 0] (Z52)". e

-0 2
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Figure 6.3: Two general ways of specifying the temperature dependency of a
bandgap reference. A: maximum flat and B: lowest mean dependency.

In this expression Vg(0); is the bandgap voltage at OK extrapolated from Vg (T7)
with a first-order polynomial: Vg (0); = Vg(T,) — a;T,.. The reference voltage
is described as a set of m equations of order co. Each base-emitter voltage
introduces three degrees of freedom:

¢ Veg,, (T+);
® O

® Q.

6.3.3.1 Type of compensation

To obtain the ideal bandgap reference (with respect to temperature dependency)
these 3-m parameters must be chosen such that the set of equations reduces to:

Veer(T) = Y amVee, (Tr) + »_ 0+ (T = T,)™. (6.16)

m=0 n=1

However, to obtain this, an infinite number of base-emitter voltages are re-
quired,i.e. m = oo (for the case that all the equations are independent). This
is, of course, impractical. When less base-emitter voltages are used, i.e. the
compensating voltage is not exactly complementary, a certain temperature de-
pendency remains. The question is now how to use the available degrees of
freedom such that this remaining temperature dependency is minimized. What
specific method is used depends on the specification of the temperature depen-
dency for the bandgap reference. On the one hand, it may be required that
close to the reference temperature, T, the temperature dependency has to be
minimal whereas the dependency at the boundaries of the temperature range
may be less important. On the other hand a voltage range may be specified
wherein the reference voltage must be for the whole temperature range. These
two situations are depicted in figure 6.3. Curve A in figure 6.3 shows a tem-
perature dependency which is minimized near T,.. This method corresponds to
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Figure 6.4: The remaining temperature dependency for a first-order compen-
sated bandgap reference.

compensating as many orders as possible starting with the first-order tempera-
ture behavior and, depending on the number of degrees of freedom, the second
order, third order, et cetera. For this temperature behavior the highest number
of derivatives near T, are zero and, consequently, the function is maximally flat.

Curve B in figure 6.3 depicts the reference voltage as a function of temper-
ature when the reference voltage must remain within a specified voltage range.
At T, the temperature dependency is mostly not zero. This method of com-
pensation is closely related to the first method. To make this more clear a
bandgap reference is assumed to have two degrees of freedom, one to set the
reference voltage and one for temperature compensation. When this second de-
gree of freedom is used to compensate for the first-order temperature behavior,
a remaining temperature dependency as depicted in figure 6.4 is obtained. To
obtain a minimal error band, it must be examined to see whether or not some
second-order dependency can be exchanged for some first-order dependency.
Assume one scaling factor, a,, is changed by da;:

Gy — g + dag, (6.17)

so that the second-order temperature behavior of the reference voltage argr,
is reduced by:
daREF'.’ = dﬂ.z *AVBE., (6-18)

where aygEg, is the second-order Taylor coefficient of the base-emitter volt-
age. Consequently, the first-order coefficient of the reference voltage, dargr,,
changes by:

da‘REFl — dﬂ.‘t *QVEBE;, (6'19)
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in which aygg, is the first-order Taylor coefficient of the base-emitter volt-
age. As the second-order behavior is even with respect to T} both sides of the
paraboloid in figure 6.4 change by:

2
dVagr = dag - ayBE, - (%AT) ; (6.20)

where AT is the temperature range. In contrast, the first-order behavior is
odd with respect to T, and thus the variations in Vggp at the boundaries are
opposite. Assuming that the maximum of the function does not change, a
reduction in the total error is obtained when it holds that:

1
avBE, < QVBE, §AT. (6.21)

As the ratio of the two Taylor coefficients is on the order of several thousands,
the temperature range must be on the order of several thousands of Kelvin to
profit from this exchange. For an exchange of second and third-order behavior,
the argument holds. Thus, for the design of bandgap references it makes no
sense to exchange between an even and odd temperature behavior such that the
influence of a higher-order dependency is reduced at the cost of an increased
influence of a lower-order dependency.

An exchange between two odd or between two even temperature dependen-
cies is also possible. An example of this is depicted in figure 6.3. Curve A in
figure 6.3 depicts a reference voltage whose first and second-order temperature
dependencies are compensated. When some additional first-order behavior is
introduced such that the function rotates, with center T, the error band can be
reduced, see figure curve B of 6.3. When increasing the first-order dependency,
the third-order dependency will also increase slightly. But, as the first-order
dependency is much larger than the third-order dependency, a net reduction is
obtained.

Thus, the difference between maximum flat and minimum error band is
mainly in the reduction of the error by adjusting lower-order dependencies such
that the influence of higher-order dependencies is reduced. This gives a reduc-
tion in the total error by a factor of about 2 with respect to the method of
curve A in figure 6.3. For this, the scaling factors require only a relatively small
change; it does not matter for the other design aspects whether a reference is
designed according to curve A or curve B in figure 6.3. In the rest of this chapter
it is assumed that a reference is made with a maximum-flat output voltage.
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6.3.3.2 General set of equations

Assuming a maximum-flat output voltage, the set of equations describing the
temperature compensation is given by:

Y amViE, (Tr) = Ve, (6.22)

m=0
Vaer — );am [Va(llh 4k )] < ;TT" =0,  (6.23)
Z Zam [a,,T" '“( - 9m)n((; ljﬂl)] (T ;rT‘")n =0.  (6.24)

_.0 n_

In the expression for the first-order compensation, equation (6.24), the con-
straint for the value of the reference voltage, equation (6.23), is already substi-
tuted. To make the possible compensations more clear, some simplifications are
made to the equations. As can be seen, the corresponding second and higher-
order terms of the m base-emitter voltages are almost equal; the only difference
are the 8,8. When two base-emitter voltages are biased such that their 8,,s are
equal, their corresponding second and higher-order terms are equal. Therefore,
these higher-order terms are defined as:

o0
Higher-order terms of Vgg,, = Z Bn(0m). (6.25)

Assume now, as a start of the discussion of the possible number of orders
which can be nullified, that all the 8,, = 6 are equal, i.e. all the collector
bias currents have the same temperature dependency. The constraint for the
constant term remains:

i
> amVsg,, (Ty) = Vags. (6.26)
m=0
The sum of the scaled base-emitter voltages at T, must be equal to the re-
quired reference voltage. The constraint for the first-order compensation can be
rewritten as:

Vrer
am = 6.27

Z T VeOh +EEm-6) ©20
Thus for a first-order compensatlon the sum of the scaling factors is given. To
have no conflict with equation (6.26), at least two different base-emitter voltages
are required. Otherwise, the expression for the constant term reduces to:

i
Z am = VB’;‘(':;) (6.28)
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which is only fulfilled, including a first-order compensation, when Vgp(T,) =
Ve (0); — %&(9 —1n). Of course, this is impractical.

For a higher-order compensation (n > 2) the following expression must be
fulfilled:

> amBn(bm) = 0. (6.29)
m=0
For equal 8, this reduces to:
S am=o0. (6.30)
m=0

This is in contradiction with the first-order compensation. Thus:

When all the transistors are biased with collector currents having the
same temperature behavior, no second or higher-order temperature
compensation is possible.

Subsequently, the domain of € is enlarged to two values. The constraint
for the constant term remains the same. The expression for the first-order
compensation changes slightly to:

: kT,
VerEF - Z am [V(;(O)l + T(n ~ Bm)] =0. (6.31)

m=0

For the higher-order compensation the B,,(#) terms with equal # can be grouped
together. As now two values for 8 are possible, the compensation of higher-
orders can be split into two summations:

Z [Z @m Bn(00) + Z ar By (91)] = 0. (6.32)

n=2 | m=0 k=j+1
This expression has two solutions. A trivial one:
am =0 Vm, (6.33)

which contradicts with setting the constant term and the first-order compensa-
tion. The other solution is given by:

Zk:j-H Ok Bn(60)
By (0

As the ratio 75 is different for different n, only one higher order can be
compensated with two different #s. When it is assumed that the bandgap volt-
age does not have any second and higher-order temperature behavior, i.e. a

f—n () — _Bn(gl) (6.34)
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first-order approximation, the g—:f:—ﬁ terms are all equal fordifferent n and a

complete compensation is possible. This is, for instance, assumed in [29]. In
this book this approximation is not made. Thus:

When n different @s are available, n independent polynomials are
found for the temperature compensation. Thus the temperature
compensation can be done up to the nth order.

Concluding:
¢ the constant term can always be set;
e for a first-order compensation at least two different Vggs are required;

e to be able to compensate nn higher-orders (order > 2) at least n+1 different
#s are required.

When it is assumed that for a nth-order compensated bandgap reference the
temperature behavior is compensated up to the nth-order the following general
conclusion can be made:

For a n-th-order compensated bandgap reference at least the max-
imum of (n,2) base-emitter voltages and at least n different fs are
required.

As each transistor introduces three parameters that can be used in the compen-
sation:

8 VBEm (Tr);
o Om;
® (m;

more free parameters than minimally required are obtained when the minimum
number of transistors is used.

6.3.3.3 First-order compensation

In the previous section the temperature compensation was treated rather gener-
ally. In this section the theory is applied to a first-order compensated bandgap
reference. As for a first-order compensation at least two base-emitter voltages
are required, here a linear combination of two base-emitter voltages is examined.
Further, it is assumed that they have equal #s. The reference voltage, Vrer,
can be written as:

Verer = a1VBE, + a2VBE,. (6.35)
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Figure 6.5: The principle of a first-order compensation using two base-emitter
voltages.

With equation (6.26) and (6.27) the two scaling factors as a function of the
base-emitter voltages can be found:

Vaer  Vg(0)1 — VeE, (T7)

Ve (0) Ve, = VBE,

_ Vrer  Vg(0)1 — Vig, (Tr)
V&) Vee, — Ve,

where V&(0)1 = Vg(0)1 + %ﬂ[n —8). From these expressions it follows that the
two scaling factors have opposite signs. This is necessary for obtaining com-
pensation, as the first-order temperature dependency of a base-emitter voltage
is always negative. The principle is depicted in figure 6.5. In the figure the
base-emitter voltages are approximated up to their first-order dependency.

Aftler using two degrees of freedom, @y and ag, two variables still have to be
chosen :

a1

: (6.36)

as =

* VBEr;
e Vpes.

These can be used for other optimizations, to be discussed later on.

6.3.3.4 Second-order compensation

Again, the bandgap reference with the minimum number of base-emitter volt-
ages is examined. A compensation up to the second order is to be realized

"The B8 were assumed to be equal and constant, consequently they do not represent degrees
of freedom.
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and thus at least two base-emitter voltages are required with different #s. The
constant term is given by:

Veer = a1VBE, (T;) + a2VBE, (T7). (6.37)

Solving the expressions for a second-order compensation, a ratio for the two
scaling factors is found:
a1 __ Bs(82)
a2 B, (91),
where 8y and 8, correspond to Vpg, and Vgg,, respectively. For two given #s
the ratio of the two scaling factors is given.

(6.38)

As ratios depend on matching, the second-order compensation of
the bandgap reference depends on the matching instead of on abso-
lute values. Thus a second-order compensation can be implemented
relatively accurately.

For the first-order compensation the following constraint is found:
VREF - a1 V(’;l[{)) = GQV(’n (0) = O, (6.39)

in which V4, (0) and V4, (0) are the extrapolated bandgap voltages for 8; and
8, respectively. Combining this expression with the constraint found for the
second-order compensation yields for the two scaling factors:

VrEF 1

ay = (640)
Vi, (0 31(0) _ Bz2(61)
e ) Vé ©) B:{ﬁ'l)

a3 = —REF (6.41)

By (8 Vi (0)"
VGI []) 2%8?} gz] (0)
From these two expressions it follows that a; and as have, again, different signs
and also a previous conclusion is found that two different #s have to be used
otherwise the denominator of the last two expressions would become zero.

For the second-order compensated bandgap reference, the two scaling factors
are completely determined by the compensation of the first and second-order
temperature behavior. For other optimizations to be discussed, these scaling
factors can be treated as being constants.

Now the temperature behavior is compensated by choosing the correspond-
ing scaling factors of the base-emitter voltages, the reference voltage still has to
be set. Two degrees of freedom are left:

s Vi,

o Vpgo.
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Figure 6.6: The remaining temperature dependency for a first-order (lower func-
tion) and a second-order (upper function) compensated bandgap reference with
reference voltage equal to V4 (0);.

After setting the value of the reference voltage, one degree of freedom is left in
this equation. Again, this can be used to perform other optimizations.

It should be noted that when a Vg is a degree of freedom in the temperature
compensation, it can be equivalent to more than one degree of freedom for other
design aspects of the bandgap reference. The base-emitter voltage, for instance,
is set by the collector-current, the saturation-current density and the emitter
area; in total three parameters. When these three parameters are important
for another optimization, three degrees of freedom are obtained for this specific
optimization. The only constraint is that the Vg can be freely chosen in the
temperature compensation.

The remaining temperature dependencies for a first and second-order com-
pensated bandgap reference are depicted in figure 6.6. For the bandgap voltage
as a function of the temperature the expression of Varshni [30] is used:

7.021- 107472
T+1108

The figure clearly shows the mainly second-order temperature dependency of
the output voltage of the first-order compensated bandgap reference and the
third-order temperature dependency of the second-order compensated bandgap
reference. Further, the error voltage of the second-order compensated bandgap
reference is considerably smaller than the error voltage of the first-order com-
pensated bandgap reference.

In appendix D a design example can be found of a second-order compen-
sated bandgap reference [31]. The design clearly shows that via the principle

Vo (T) = 1.1557 — (6.42)
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of the linear combination of base-emitter voltages high-performance bandgap
references can be obtained.

6.3.4 The key parameters

As may be clear from the previous sections, the design of bandgap references al-
ready concerns a lot of parameters when only ideal physical models are used for
the base-emitter voltages. For practical bandgap references, the models describ-
ing the behavior of the transistor introduce even more parameters. Therefore, it
is good to know which parameters of the practical model dominate the behavior
of the transistor in the case of bandgap reference design.

The Gummel and Poon model [32] as used in SPICE [33] is a well known
model and often used for circuit design. Therefore this model is used here as the
basis for the design of bandgap references. A minimum set of key parameters
will be derived that describes the relation between the base-emitter voltage and
the collector bias current.

The bulk resistors are not taken into account because it is possible to make
their influence negligibly small, especially in the case of low current design. The
Gummel and Poon model is reduced further to the effects that are relevant for
the forward-biased transistor. The leakage currents are ignored too, because in
modern IC processes these leakage currents are negligibly small [34]. When these
leakage currents cannot be ignored, due to the process characteristics or due to
the relatively high temperature at which the bandgap reference has to operate,
these leakage currents can be taken into account by using the descriptions as
given in [27].

Further, it is assumed that the transistor is biased far from high-level injec-
tion (if not, see again [27]). The relevant part of the Gummel and Poon model
that remains is given by the following equation [35]:

_ T Eg i
IC(T) - IS <P [(Tﬂom B 1) qVT (Tﬂﬂm)

Vec Vee VeE
X [I - — ———] - exp (NFVI') . (6.43)

The parameters that are used and their meanings are listed in table 6.1.

A further reduction is obtained when the transistor is biased such that Vgo =
0 V. In that case the forward Early effect, modeled by V4, can be ignored. In
contrast to Var which is on the order of several volts, which cannot be ignored.
For a given temperature, Vp is known and T),,,, is the temperature at which
the parameters are extracted from measurements. Finally, Nr equals 1. Thus
for an accurate design of bandgap references four parameters need to be known
accurately, describing the relation between the base-emitter voltage and the
collector current (see table 6.2). These parameters are the key parameters for
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| Parameter | Meaning
VBE Base-emitter voltage
Vec Base-collector voltage
Is Saturation current
X7y Order of the temperature dependency of Ig
Var Forward Early voltage
Var Reverse Early voltage
Vr Thermal voltage
Np Forward-emission coefficient
Eg Bandgap energy
4. Nominal temperature

Table 6.1: The relevant parameters and their meaning in the Gummel and Poon
model.

Parameter | Meaning [

Eq Bandgap energy

Ig Saturation current

Xrr Order of the temperature dependency of Ig
Var Reverse Early voltage

Table 6.2: The key parameters for the design of bandgap references.
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bandgap reference design. When other models are used, instead of the Gummel
and Poon model, the corresponding parameters are found.

6.3.4.1 The bandgap energy

The output voltage of the bandgap reference is directly related to the bandgap
energy. An error in the description of the bandgap energy compared to the
actual bandgap energy is directly seen in the reference voltage. The method
described uses a Taylor expansion of the function describing the bandgap en-
ergy. Thus it is largely independent of which function is used for the bandgap
energy. In this book the approximation as described by Varshni [30] is used as
it is the most commonly used one. It should be noted that in SPICE [33] a
first-order approximation of this model is used. However, as can be seen from
equation (6.13), both the In-function and the bandgap energy are responsible for
the second and higher-order temperature behavior of the base-emitter voltage;
their contributions appear to be on the same order of magnitude. Therefore,
with SPICE-based simulators, second and higher-order compensated bandgap
references cannot be simulated accurately.

6.3.4.2 The saturation current and its temperature behavior

The saturation current is one of the parameters determining the base-emitter
voltage of a transistor. Via this parameter, spread is introduced in the base-
emitter voltage due to emitter-area variations and variations in the doping level
or doping profile. In the Gummel and Poon model, X:; models the order of
the temperature behavior of the saturation current.

6.3.4.3 The reverse Early voltage

This parameter is the only one modeling a non-ideality with respect to the ideal
physical model of the transistor. The reverse Early voltage can be a serious
problem. It models the base-width modulation at the base-emitter junction. As
the doping level of the base is much lower than the doping level of the emitter,
the variation of the depletion layer is predominantly found in the base region,
in contrast to the base-width modulation at the base-collector junction where
the variation is mainly found in the collector region. The reverse Early voltage
can easily be on the order of just a few volts, e.g. 4V, which gives a reduction
of the collector current of approximately (see equation (6.43)):

Als

— =0.15. :

T 0.15 (6.44)
For accurate circuit design, therefore, the reverse Early effect also has to be
taken into account. The error due to the reverse Early voltage in the output
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voltage of the reference source is derived in [36]. It is given by:

VerrOR kT
= . 6.45
VREFR qVar {6:d5)

This error is comparable to errors introduced by the spread in base-emitter
voltages due to processing, et cetera [36]. Clearly, in contrast to what the name
reverse Early voltage suggests, this parameter is also important for the forward
mode of the transistor.

6.3.5 Temperature-dependent resistors

Besides the key parameters found in the previous section, one additional phe-
nomenon has to be taken into account. This is the resistance by which the
collector current is derived from a voltage. As was discussed in Chapter 3,
reference currents are not available in nature and are therefore derived from
reference voltages by means of a resistance, for instance. When this resistance
is temperature dependent, it introduces extra temperature dependency in the
reference current.

Assume a collector bias current, I, is derived from a reference voltage, V,
by a resistor, R, having a temperature-dependent relative error, as given by:

R(T) = }20[1 + O‘]TI + OIQTQ], (646)

where T' = T — To, Rp is the resistance at the nominal temperature Ty and
o, ap are the first and second-order temperature dependencies of the resistor,
respectively. Then, for the collector current the following expression can be

found:
V()

Ic(T) = o =T + (af — )T + O(T?)), (6.47)

in which V(T) may be temperature dependent. Then, for the error in the base-
emitter voltage the following expression can be found:

AVpge(T,a;,az)

Vee(T,an,a2) = VBe(T, a1 = 0,z = 0)

kTo 1 Q. ,
= — T s S — —Lyp2 13
p [T + (201 ay To) +0(T"))
kT, .
- —q—"[m T' +7.T"? + O(T"®)). (6.48)

Thus a relative error in the resistor causes an additive error in the base-emitter
voltage (which is a consequent of the In-function). The error is independent of
the type of collector current intended, i.e. temperature dependent, temperature
independent, et cetera, and thus it is the same for each base-emitter voltage.
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LResistor type q"ﬁg 5771(/°C) ﬁ(ﬂw'}@[/“c’z] |
Diffused —-37-107° —0.21-107°
Thin-film Nichrome || —1.1-107° -3.6-10"°

Table 6.3: The resulting relative error at the output of the bandgap reference
due to the temperature dependency of the resistors in the V-to-I converter.

Recalling that a bandgap reference is a linear combination of base-emitter volt-
ages, the resulting error at the output of the bandgap reference source can be
found. This error voltage, Verror, is found from:

VeErrorR = Y, amAVaE,, (T, 11,72)- (6.49)

m=1
As the error in the base-emitter voltage is equal for all the base-emitter voltages,
the relative error equals:

Vrer  qVe(O)

for which equation (6.27) is used with the assumption that the influence of the
different 8,,,s can be ignored, resultingin >_,,_, am = %ﬁ%ﬁ. The final relative
error depends on, of course, the type of resistors being used. In table 6.3 exam-
ples are given for a diffused resistor and a thin-film Nichrome resistor with re-
spectively, @y = 1.7:1073/°C, as = 5.4-107/°C? and a; = 5-1073/°C, ay = 0
(data from [37]). For ﬁ"ﬁ? the value 0.026/1.2 is used. The second-order er-
ror resulting from the temperature behavior of the diffused resistor is about a
factor 4 lower than the second-order behavior of the intrinsic base-emitter volt-
age. Therefore, when designing second-order (or higher) compensated bandgap
references, this effect has to be taken into account. This can be done by adding
the corresponding term to the term describing the second-order behavior of the
base-emitter voltage.

Vi kT,
ERROR _ (0) T’ +7T? +0(T"®)], (6.50)

6.4 Relation to the fundamental design aspects

Ideally, the output voltage of a bandgap reference contains no information, i.e.
it is an information-free source. Practical bandgap references do not need to
be ideal. Their specifications are determined by the application in which they
have to be used and are related to the information processing capacity of that
application. Thus the bandgap reference is allowed to have some entropy.

As indicated in Chapter 2, a design should be orthogonalized with respect
to noise, bandwidth and signal power. In this section these fundamental design
aspects are related to the design of bandgap references.



178 CHAPTER 6. BANDGAP REFERENCES

Noise The choice of the order of the bandgap reference, first or second-order
for instance, determines the minimum attainable systematic error of the bandgap
reference; by using all the key parameters in the design, extra systematic errors
can be kept to a minimum. The stochastic errors are caused by the devices in
the bandgap reference, i.e. the transistors and resistors which introduce thermal
noise and shot noise. These errors can be kept to a minimum by structured
design, i.e. minimization at the mathematical level. Further, process variations
also introduce stochastic errors in the reference voltage. However, as these errors
are time-independent, they can be reduced by using trimming.

Bandwidth In principle, the output power of the bandgap reference is com-
pletely located at DC. The remaining part of the spectrum should not contain
any power. But, since the bandgap reference is used as a voltage source, its
output impedance should be kept at an acceptably low value over a specified
bandwidth. Over this bandwidth, the bandgap reference produces noise and
therefore power is not only located at DC. The bandwidth of the bandgap ref-
erence is determined by the bandwidth that its output impedance must have.

Signal power The signal power of the source at DC is directly given by the
specifications. The efficiency of the supply of this signal power is improved when
the power-supply voltage is lowered to the reference voltage.

Orthogonalization To meet the required specifications optimally in a rela-
tively short time, the design aspects should be orthogonalized. As was seen in
the previous sections, the core of the bandgap reference is a linear combination
of base-emitter voltages. These base-emitter voltages set the practical limit on
the quality of the bandgap reference. The bandgap reference can be seen as a
circuit processing several base-emitter voltages in order to end up with a refer-
ence voltage. The base-emitter voltages are the sources of the reference and the
scalers and adders are the processing blocks. When the scalers and adders are
assumed to be ideal, the maximum practical quality is found. This structure for
the bandgap reference is called the idealized bandgap reference in the remaining
part of this book. The systematic error is given by the order of temperature
compensation whereas the stochastic errors are caused by the noise introduced
by the base-emitter voltages and the variation of the process. These last er-
rors can be again reduced by means of a trimming. Since the output of one
of the scalers determines the output impedance of the bandgap reference, the
bandwidth capabilities of the bandgap reference are still ideal.

The implementation of the scalers and adders also introduce noise. Again,
the influence of the process variations can be reduced by trimming. The (elec-
tronic) stochastic noise introduced by the scalers and adders should be kept at
an acceptable level. This should preferably be orthogonal to the minimization
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of the stochastic noise of the idealized bandgap reference in order to obtain the
optimum overall noise performance with a minimum level of design complexity.

In Chapter 3 an electronic circuit was treated as a signal path plus its bias
circuit. The internal signals of the bandgap reference, i.e. the scaled base-
emitter voltages, vary as a function of temperature and in the case of a low-
voltage design, the bias circuit may cause signal-dependent systematic errors.
Further, as the output impedances of the bias sources are not ideal, errors will
penetrate from the power-supply voltage to the output of the bandgap reference.

In the next sections the design with respect to the noise, the bandwidth and
the signal power of a bandgap reference is discussed.

6.5 Noise

As the accuracy and temperature independency of bandgap references increase,
the mean errors will now become on the order of a few ppm/K over a tempera-
ture range of 100 K to 150 K and the noise performance of bandgap references
becomes more and more important. For instance: assume a bandgap reference
with an output voltage of 200 mV and a mean temperature dependency of 2
ppm/K. The mean uncertainty due to the temperature dependency then equals
only 0.4 uV/K. When the equivalent noise voltage at the output is higher than
this value, the noise is the dominant cause of the uncertainty. This example
concerns relatively low-frequency noise. For delta-sigma modulators, the rela-
tively high-frequency noise of the bandgap reference is also important. Since
the modulators sample at a relatively high rate, the noise is important over a
larger bandwidth.

To minimize the total noise at the output of the bandgap reference several
methods can be used:

¢ for a reference voltage for a measurement instrument, the duration of the
sampling of the reference voltage can be increased, resulting in low-pass
filtering, but inherently slowing down the system;

e perform filtering by means of a capacitor. This requires a relatively large
capacitor as the output impedance of a bandgap reference is, in principle,
relatively low. When it is too large to be integrated, the capacitor has to
be mounted externally to the chip, introducing an additional component
and, possibly, also an additional pin;

¢ the most convenient method is to minimize the noise of the bandgap ref-
erence itself. If the specifications are still not met, the former methods
can be used too, but now with less severe constraints.

To be able to minimize the noise level of the bandgap reference, all the noise
sources in the bandgap reference need to be transformed to the output. For
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Figure 6.7: A general block diagram of a first and second-order compensated
bandgap reference.
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Figure 6.8: An ideal base-emitter voltage generator.

a first and second-order compensated bandgap reference only two base-emitter
voltages are required. The general block diagram of those bandgap references
can therefore be visualized as depicted in figure 6.7. Three types of blocks can
be identified:

e base-emitter voltage generator;
e scaler;
e summing node.

Of these three types of blocks, the base-emitter voltage generators are the core
of the bandgap reference. They take care of the required relation to the bandgap
energy in order to get a reference voltage. The scalers a; and ap are dimen-
sionless factors and do not need to introduce any noise. The same goes for
the summing node. In contrast, the base-emitter voltages are directly related
to the collector current flowing across a junction which is therefore inherently
deteriorated by shot noise and consequently the base-emitter voltages are thus
always contaminated with noise. In figure 6.8 an ideal base-emitter voltage gen-
erator is depicted. The desired collector current, I, is forced into the collector
by means of negative feedback. The nullor controls the base-emitter voltage
such that the desired current flows into the collector. As the input current of
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Figure 6.9: The noise sources of a bipolar transistor which have to be trans-
formed to an equivalent noise source at the output of the cell.

the nullor is zero, the complete desired current flows into the collector, and an
accurate relation is found between Vgg and Ix. Further, as the input voltage
of the nullor is zero, it makes it possible to ignore the forward Early voltage.
This cell is the core of the idealized bandgap reference and is used to calculate
the minimum practical noise level.

6.5.1 Noise of the idealized bandgap reference

To find the noise performance of a single cell, the noise of the transistor has to
be transformed to an equivalent source at the output of the base-emitter voltage
generator. The transistor noise sources are depicted in figure 6.9. Three noise
sources can be distinguished [38]:

e the collector shot noise, Sy, = 2¢l¢;
¢ the base shot noise, Sy, = 2¢Ip;
¢ the base resistance thermal noise, S,, = 4kT'r.

For the noise-power density spectrum of the equivalent noise current, S, , and
of the equivalent noise voltage, S,,,, see figure 6.9, it holds that [38]:

1
s = i (14 1),
! qs( By

2

1 Th 1

4kT < =7, |1 — ) =
{2 ‘ [ * (Te) By
where fy is the small-signal forward current-gain factor and re equals kT'/qlc.
The 1/f noise is ignored in these equations as for modern (bipolar) processes
the noise corner can be relatively low. The equivalent noise current does not
influence the noise behavior as this source is short-circuited by the nullor output;

it is in parallel with a voltage output. Simplifications can be made for the
equivalent noise voltage. When the base resistance is made considerably smaller

il

Sﬁgq

+n,} , (6.51)
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than 7., it can be ignored for the noise performance and the equivalent noise
source can then be written as:

S

Veq

= 2kTr.. (6.52)

For low-current applications, 7, is very often already much smaller than r.. For
the relatively high-current applications, r, must be made small by dedicated
transistors design, i.e. more and large base-contacts, in order to get optimum
performance.

This equivalent noise source can be used for both the base-emitter voltage
generators in figure 6.7 and thus for the noise-power density spectrum at the
output of the bandgap reference, S,,,,, can be found:

Svews = 2kT (a?r.; + a3r.o) , (6.53)

Vout

where a;, az and r,;, res are the corresponding parameters for base-emitter
voltages one and two, respectively. This equation describes the noise at the
output of the first-order compensated bandgap reference as well as the noise at
the output of the second-order compensated bandgap reference. In the following
sections this equation will be used to derive the minimum noise productions for
the first and second-order compensated bandgap references.

6.5.1.1 Noise of a first-order compensated reference

In Section 6.3.3.3 the scaling factors for a first-order compensated bandgap
reference were derived. When these are substituted into expression (6.53), the
following expression is found for the noise-power density spectrum of the first-
order compensated bandgap reference, Sout— first:

ory Ve V6() — Veea(Ty) 2 e+ V6(0) = Vep (1)) 1=

Sout— pirst = :
out— first V(:_?(O) [VBEI (T,-) = VBE‘.Z (Tr)]?

(6.54)
As the noise is inherently caused by the collector currents, the minimization
is performed first with the collector currents as the independent parameters.
Performing this results in infinite collector currents as in that case the equivalent
noise of the base-emitter voltage generators tends to zero. Therefore, a current
limitation, Ipr4x, has to be set:

Inax = Ic1 + Ios. (6.55)

Using this relation between the two collector currents and rewriting the base-
emitter voltages as a function of the collector currents and saturation currents,
the following expression is found:

V2 ik
Sout-fif'st = qu(g?g) : (ﬁ) X
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Figure 6.10: The noisé )po“rer density of a bandgap reference as a function of
the collector bias current Iy with Is; = 16 aA, Iga/Is; =1 and a) Ly, =1
HA, b) Imaz = 10 pA [z = Ic1/Imax].
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Figure 6.11: The noiséa)power density of a bandgap reference as a function of
the collector bias current Iy with Igy = 16 aA, Iso/Igy = 10 and a) e, =1
pA, b) Imaz = 10 pA [z = Ic1/Ipmax]-
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where £ = Icy/Ipmax. From this expression it can be seen that the noise-
power density at the output of the bandgap reference is approximately inversely
proportional to the total current consumption. This equation is plotted for
four situations in figures 6.10a,b and 6.11ab. In figure 6.10a the saturation
currents Ig; and Igg are equal and the current consumption is 1 pA. Figure
6.10b shows the noise-power density in the case of equal saturation currents but
with a limited current consumption of 10 gA. Figures 6.11a and 6.11b show the
noise-power density in the case of scaled emitter areas (Is3/Is; = 10) with a

, (6.56)
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current limitation of 1 pA and 10 pA, respectively. In the four situations, the
following values are used for the constants: Vrgr = 0.2 V, V4(0) = 1.19 V and
T=T,=300K.

Clearly, the noise-power density has a minimum. The difference between
figures 6.10a and 6.10b and between figures 6.11a and 6.11b is the level of the
noise-power density; the shape of the function is the same.

According to the figures 6.10a,b and 6.11a,b, the shape of the function is
independent of Iprax, and thus the location of the minimum is independent of
Tnvpax.

A difference between figures 6.10a,b and 6.11a,b is that the peak in the
middle of figures 6.10a,b is shifted out of the middle as in figures 6.11a,b. This
is due to the denominator of equation (6.56). The denominator contains a factor:

(e 2]

Is)

v= Isy + Isy’ (6.58)
the denominator of equation (6.56) is zero, which results in an infinite noise-
power density. Equation (6.58) is fulfilled when the two base-emitter voltages
are equal; then the scaling factors a; and a2 become infinite, see equation (6.36),
and the noise of the two transistors is infinitely amplified 2. As the ratio Igy /Is
is different for figures 6.10 and 6.11, a different value for = is found for which
the two base-emitter voltages are equal.

The peaks at both borders of the figures are caused by a collector current
that is becoming very small. A very small collector current corresponds to
a very large equivalent noise-power density at the input of the transistor, see
equation (6.52), resulting in a very large noise-power density at the output of
the bandgap reference.

Figures 6.10 and 6.11 suggest that an optimum ratio of the two collector
currents Iei /Igg can be found and this optimum ratio is independent of Ipsax.
In [39] an approximated implicit equation is derived for the global minimum,
i.e. the right local minimum in figures 6.10 and 6.11. The optimum ratio can
be found from the following implicit equation:

Iss 1+y
1 L [V, T4 5
n(y 1) 21 i (6.59)

When z equals:

where y = I¢i1/Ice. Thus only the ratio of the two bias currents and the
ratio of the two saturation current appear in the expression and, consequently,

This is caused by the fact that with two equal base-emitter voltages it is not possible to
realize a first-order compensated bandgap reference with an output voltage not equal to zero.
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Figure | Is1/Is2 | Yopt Yopt U;[RV/‘\/E} m[ﬂ.V/\/m]
approximated | exact | approximated | exact
6.10a |1 10.99 11.36 | 79.5 79.5
6.10a |1 10.99 11.49 | 22.5 22.5
6.11b | 10 3.55 3.45 | 39.0 39.0
6.11b | 10 3.55 344 | 11.1 111

Table 6.4: The optimum ratio y of collector currents for a given ratio of sat-
uration currents and the corresponding minimum noise level for a first-order
compensated bandgap reference with Vegr = 200 mV.

determine the location of the minimum. It also appears to be independent
of the reference voltage. Equation (6.59) is solved for the examples in figures
6.10a,b and 6.11a,b. Table 6.4 gives the optimum ratio of the collector currents
for a given ratio of the saturation currents, at which the noise-power density
is minimal. The noise level, 7, and the exact solutions are also given. Thus
an optimum ratio Igy/Ige follows from a choice of the ratio of the saturation
currents. Further, from the figures it follows that this minimum is relatively
flat, especially for larger ratios of the saturation currents. The question which
remains is what must be chosen for this ratio: small, large or close to one.
This can be derived straightforwardly from equation (6.56), see Appendix E. It
appears that the noise power density is a maximum for:

Isi I
_—= — 6.60
Isz Ico (0:50)

This is again the condition for equal base-emitter voltages. For practical values
of the ratio fs1/Is2 it holds that the noise level is steadily decreasing when
going away from this maximum, see Appendix E. Thus this ratio has to be as
large or as small as possible. However, from the plots of the noise-power density,
figures 6.10a,b and 6.11a,b, it follows that when I¢y > Igq, the condition for
the saturation currents has to be I'sa > Ig;. Thus:

¢ the scaling ratio of the two transistors has to be as large as possible;
s the transistor with the largest current has the smallest emitter area.

The difference of the base-emitter voltages is then the largest for the collector-
current ratio and saturation-current ratio which is favorable for low noise [see

equation (6.56), the denominator contains a factor In (Ti‘i . 3}?‘1) which is pro-
portional to the base-emitter voltage difference].
The same kind of argumentation can be given for the absolute values of the

two saturation currents, Is; and Igs. Inspection of equation (6.56) shows that
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only terms in the numerator depend on the absolute values of the saturation
currents. The terms between the square brackets are equal to V4(0) — Vee(Ty).
The base-emitter voltage has to be as close as possible to the bandgap voltage,
this means that for the practical situation the saturation currents must be as
small as possible. It can also be seen in another way that the saturation currents
must be as small as possible. For a smaller saturation current and a constant
collector current, the base-emitter voltage becomes larger and the equivalent
noise voltage of the base-emitter voltage remains constant. Thus the signal-to-
noise ratio of the base-emitter voltage increases. This seems to conflict with
the constraint that the scaling ratio has to be as large as possible, because
with a large scaling ratio, a small and a large transistor are used. The large
transistor can be reduced in size by also using a small transistor, and thus
inherently reducing the scaling ratio. However, the sensitivity of equation (6.56)
is larger for a variation in the ratio of the saturation currents than for the
absolute values of the saturation currents. Assume gy is the largest of the two
saturation currents and is reduced to a lower value. Then the numerator of
equation (6.56) reduces somewhat because the term V4(0) — Vpga(T,) reduces
somewhat. However, the factor in the denominator decreases faster as here a
term Vg1 (T) — Veg2(Tr) decreases more as Vag1 (7)) < V4(0). Moreover, the
term in the numerator is not a factor of the numerator. Thus, to get optimum
noise performance, the smallest and largest allowed transistors must be used.

For the optimum noise performance of first-order compensated bandgap ref-
erences, the following rules have been found:

e the ratio of the two collector currents, y = %, follows from:

Is2\ — _olty.
In (y-}-g-f) = =k

e the noise level is inversely proportional to Ig; + Iog;

e the ratio Isy/Is2 should be as large as possible for Ic1/Ige < 1 and vice
versa,

e Ig; + Igy should be as small as possible.

In appendix F a design example of a first-order compensated bandgap reference
[39] can be found. This example shows that the noise of a realistic bandgap ref-
erence can be considerably close to the noise of the idealized bandgap reference.

6.5.1.2 Noise of a second-order compensated reference

For the noise performance of second-order compensated bandgap references the
corresponding scaling factors, equations (6.40) and (6.41), have to be used in
equation (6.53). But, as these scaling factors are already completely determined
by the first and second-order temperature compensation, they are now constants
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for the noise minimization. Therefore, the equation for the noise minimization
is given by:

af

a?
Su—econ =2 V2 (_““+—2')
out=second = ST\ Tox * Traax — Io
The noise-power density is minimal for the following optimum ratio of collector

currents:
Ioi _ a1 _ Bs(6,)
Ioz ~ a2 Ba(fh)’
The ratio +§; is also a solution, but as either aj or ag is negative, the resulting
ratio is negative and this is not practical. The two corresponding collector
currents equal:

(6.61)

(6.62)

Ievn = Inax,
ay — Qag
—a
Iz = 2 _Inmax- (6.63)
a)p — az

Substitution of the expressions for a; and ag, equations (6.40) and (6.41), the
following expression is found:

g — [VREF 2‘ [32(91)+B2(92) '
rut-second T V5] | B26) = Ba(82))  Tarax
CONSTANT
= Vigr- — Fpry (6.64)

in which it is assumed that V4, (0) = V£,(0) = V4(0), resulting in a negligibly

small error. From this expression some remarkable conclusions can be drawn:
¢ the noise-power density of a second-order compensated bandgap reference
with a given reference voltage, can only be influenced by the designer by

means of the current consumption; it is inversely proportional to the total
current consumption;

e for a given current consumption the signal-to-noise ratio is the same for
each reference voltage;

¢ the size of the transistors used does not influence the noise level as it did
for the first-order compensated bandgap references.

The noise voltage is on the order of:

¥er = Vegr - 10710/, (6.65)
Invax

in which it is assumed that the noise spectrum is white. From this expression
the minimum current consumption can easily be found for a given reference
voltage and a required noise level.
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Example: Assume a second-order compensated bandgap reference
with an output voltage equal to 1 V is required with a noise volt-
age that is at most 1 uV/ vHz. From expression (6.65) follows a
minimum current consumption of 10 nA.

6.5.2 The noise of the remaining parts

In the previous discussion only the base-emitter voltage generators were assumed
to introduce noise. When it is not possible to reach the required performance
at that level of hierarchy, the bandgap reference will not reach its performance
without the use of filters since in the subsequent design levels, in which other
blocks are implemented, the performance only degrades. These other blocks
are:

e the adder;
e the scaler.

These blocks will introduce noise when they are implemented by realistic cir-
cuits. Further, when the design of the signal part of the bandgap reference is
finished (i.e. the base-emitter voltage generators, scalers and adders), the bias-
ing of the complete bandgap reference has to be done [40]. As the bias sources
in a low-voltage environment cannot be made relatively ideal, the noise of the
bandgap reference will increase and, due to the finite output impedance of the
bias-current sources, variations from the power-supply voltage penetrate to the
output of the bandgap reference. Therefore, the following are also discussed:

e biasing;
e power-supply rejection.

The design with respect to the adders, scalers and biasing circuit should prefer-
ably be orthogonal to the design of the idealized bandgap reference as the min-
imization of its noise level then remains valid.

6.5.2.1 Noise of an adder

The choice of whether to use an active adder or a passive adder is important
for the output impedance of the bandgap reference and the interactions of the
blocks of the bandgap reference. The passive and active addition of two voltages
is depicted in figure 6.12. In this figure a negative voltage is added to a positive
one, as this is a common situation for bandgap references. In both cases the
negative voltage source is floating. This means that the voltage source is only
connected via current sources to the supply rails. When mismatches occur
between the currents of these sources, i.e. the inward current is not equal to
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Figure 6.12: a) Passive and b) active addition of two voltages.

the outward current, the resulting offset current will flow out of the voltage-
source terminals into the other voltage source. When the output impedance is
not relatively low, a relatively large error voltage is introduced. For the active
addition this offset current is supplied by the nullor and, consequently, the error
voltage is zero.

In the case of the passive addition, the noise is mainly a stochastic DC
offset voltage due to the mismatch errors in the current sources. Also, when the
currents are noisy, additional noise is found due to the shot noise of the current
sources.

For the active addition the noise introduced is from the input stage of the
nullor implementation. For a (MOS)FET input stage, the equivalent noise power
is inversely proportional to the bias current. For a bipolar input stage the noise
can also be said to be inversely proportional to the bias current. However, a
minimum can be found which is located at a relatively large bias current (see
Section 3.4) as the “source” impedance experienced by the transistor is relatively
low.

Thus, for a passive adder the noise is increased due to offset currents and
their possible shot noise. For the active adder the noise is also increased. The
extra noise power is more or less inversely proportional to the current consump-
tion of the input stage. As the noise contribution of the base-emitter voltage
generators is also inversely proportional to the current consumption, an opti-
mal division of the current may be found independent of the previous noise
consideration to end up with an overall minimum noise level.

6.5.2.2 Noise of the scalers

When the bandgap reference is completely realized in the analog domain, the
sealers are, very likely, implemented by means of resistive ratios thereby in-
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Figure 6.13: Two voltage scalers, a) a < 1 and b) a > 1.

troducing thermal noise. When, however, only the base-emitter voltages are
integrated and the scaling and addition is done in the digital domain [24], the
resolution of the digital words introduces errors.

Here it is assumed that the sealers are realized in the analog domain. Ideally,
DC transformers would do the job but these do not exist. Theoretically, capac-
itive dividers with the correct initial conditions could also do the job. However,
due to leakage currents the capacitor voltage will steadily increase/decrease as
a function of time and will finally end up clipped to a supply rail. To guarantee
zero currents is, of course, impossible as the bandgap reference is intended for
use in a wide range of temperatures and, consequently, the leakage currents
are always present. Therefore, the sealers are most likely to be realized by
resistances.

The noise behavior of the scalers depends on the type of bandgap reference,
first-order compensated or second-order compensated. For both types it is as-
sumed that the scaling factors are realized by resistive ratios. In figure 6.13, the
two possible sealers are depicted, a < 1 and a > 1. Both scalers have a resistive
divider. In figure 6.13a, the divider is in the forward path and thus the transfer
is smaller than one. In figure 6.13b, the resistive divider is in a feedback path
and the transfer is therefore larger than one.

A bandgap reference comprises at most two of these voltage scalers. In
order to find a non-infinite current for the minimum noise level (cf. the noise-
minimization of the base-emitter voltage generators), a maximum current con-
sumption is set, Iprax. This current is the sum of the currents flowing through
the two resistive dividers in the bandgap reference. Transforming the result-
ing noise to the output of the bandgap reference, the noise level can easily be
minimized. The noise-power density at the output of the bandgap reference
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(first-order and second-order compensated) is given by:

4kT ) (m]l —a1|V551 + —a2t1+ag|VBgz)

s B! 1-7

Invax

(6.66)

where « is the ratio of I¢; and Ipax. In this equation ay is assumed to be
positive and ag to be negative. The modulus signs make the equation valid for
all scaling factors, i.e. larger, equal and smaller than one. From this expression
can be seen that the noise of the resistive dividers at the output of the bandgap
reference is inversely proportional to Ips4x. The larger this current is, the lower
the impedance level and the lower the noise-power density. Parameter -y can be
used to minimize the noise contribution.

For the first-order compensated bandgap reference, the noise minimization
of the idealized bandgap reference has an influence on the scaling factors. Thus
« following from the minimization of equation (6.66), with a; and as assumed
to be constant, does not need to result in the global minimum.

For reference voltages below approximately 0.5 V, by choosing the appro-
priate base-emitter voltages it is possible to find scaling factors close to one.
In that case the noise due to the scaling factors is considerably reduced. From
the minimization of the noise of the idealized bandgap reference other values
may be found for the scaling factors, that are not as close to one as would be
possible. However, for a ratio of the saturation currents beyond about ten, the
minimum of the idealized bandgap reference noise is relatively flat, see figure
6.11. In that case, some freedom is obtained in the choice of the scaling factors
without having much influence on the noise level of the idealized bandgap ref-
erence. Then both are near their minimum. The global minimum will in that
case not be far from this noise level.

The strategy for reference voltages below about 0.5 V should therefore be to
find a convenient scaling ratio for the saturation currents for which the idealized
bandgap reference has a relatively flat minimum noise level and realize scaling
factors which are close to one.

For higher reference voltages, it is best to keep the difference of the base-
emitter voltage as large as possible since the scaling factors then become the
smallest (closest to one seen from the side larger than one) resulting in the
lowest noise level.

For the second-order compensated bandgap references the situation is a bit
different. As the two scaling factors for these bandgap references are completely
determined by the first and second-order temperature compensation, they can
be assumed to be constant for the minimization of the scaling factor noise. The
minimization of the noise with respect to <y is the only thing that can be done.
The choice of the base-emitter voltage has only a slight influence on the noise
level of the scaling factors. The base-emitter voltages only vary by a few hundred
milli-volts. Further, when Vgg; increases, Vgga reduces in order to keep the
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Figure 6.14: A bandgap reference with the scaling realized in the current do-
main.

correct reference voltage, see equation (6.37). Performing the minimization of
equation (6.66) with respect to <y, the bandgap reference noise will be close to
the global minimum. A convenient expression for ., can be found with the
help of the following substitution:

_ m
T 142’

v (6.67)

where z is the ratio of I} and Iy with the constraint that I} + o = Ipax.
Performing a minimization with respect to x yields:

1—
Topt = \/ aifl = a1|Vepy (6.68)

—agfl + a2|VeE2 ’

Subsequently, 7opt is found from substituting &,p¢ in equation (6.67).

Of course, the division of the current between the idealized bandgap reference
and the scaling factors still has to be done; both are inversely proportional to
the current consumption. This is a straightforward minimization.

Up to now, the scalers were assumed to be dimensionless. However, when
the reference voltage becomes relatively close to the power-supply voltage, it
may be necessary to do the scaling and addition in the current domain to be
able to realize the required reference voltage. In figure 6.14 a bandgap reference
is depicted which uses two transconductance amplifiers and one transimpedance
amplifier to perform the scaling in the current domain. The inverter is required
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to obtain one negative scaling factor. As the scaling factors that need to be re-
alized in order to achieve the required temperature compensation and reference
voltage are independent of the domain in which they are realized, the idealized
bandgap reference noise is the same for this structure and the one with scaling
in the voltage domain.

A difference can be found for the scalers. Assume the current through resistor
R, is I and the current through resistor R is [3. Then the current through Ry
equals I — Is. The total required current can be found as follows. The inverter
supplies I at both its input and output. The output of the transimpedance
amplifier supplies a current equal to I1 —I». This current flowsinto the summing
node, together with I from the output of the inverter, resulting in an out-flowing
current equal to I which flows into the output of the first transconductance
amplifier. Thus the total current consumption for the scalers is :

Imax=L+L+1)1 —-Lh=1 +I. (6.69)

This total current consumption required by the scalers is the same as it is the
bandgap reference scalers implemented in the voltage domain.

For the noise at the output of the reference caused by the resistors of the
scalers, S,, the following expression can be found:

R R?
= 4kT | 2+ 2 ; 70
S, (R1+R2+R3) (6.70)
For the two scaling factors the following hold:
R3
= — .71
ay R]. ) (6 7 )
Rs
a; = Ry (6.72)
and for R; and Ry the following expressions hold:
VBE1
R, = —/m—, 6.73
! YImax afs)
VBE2
R = ——— 6.74
: (1 =7Imax (6.74)

where v is again the ratio between Iy and Ipax. Using these four relations, the
expression for the noise-power density at the output of the bandgap reference
can be rewritten as:

Si=
Incax

4=

4kT [a}Vep: , a3VBEa VREF)
( 281 B0 JREL ) (6.75)
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When comparing this equation with equation (6.66), it is easily seen that this
noise level is always higher than the one described by equation (6.66). Further,
the impedance levels of the two scalers can no longer be chosen independently
as they are coupled via resistor Rs. The noise minimization with respect to 7
is considerably reduced.

6.5.2.3 Biasing

The final bandgap reference requires bias currents for proper functioning. At
the least, it requires two current sources for biasing the two of the base-emitter
voltage generator transistors. As shown in [35], a bias current source, without
series feedback, has a noise-power density at its output, S;, of about:

S; = 2qlc, (6.76)

where I is the bias current and g is the Boltzmann constant. In the case of cur-
rent mirrors used for biasing, this value is doubled (for a mirror factor equal to
one). This noise is directly added to the collector current of the reference tran-
sistors. Therefore, the noise-power density of the reference transistors doubles
to:

S, = 4kTre. (6.77)

As the noise-power density of both transistors doubles, the noise-power density
of the complete idealized bandgap reference is doubled. The noise minimum of
the idealized bandgap reference is not influenced by this extra noise as it can be
accounted for by an overall factor. Of course, the noise of the resistive part of
the voltage scalers remains the same. To obtain the original noise level again,
three possibilities exist:

¢ using series feedback in the current sources;
e increasing the bias currents;

¢ using a voltage multiplier for the power supply.

Using series feedback in current sources When it is possible to use series
feedback in the current source, the noise can be reduced. For a voltage across
the series-feedback resistor of n times kT'/q, the thermal voltage, the noise at
the output can be approximated by [41], [35]:

_ qlc
S,r = m Vn < \/E, (678)

where (8 is the current-gain factor of the transistor in the current source. For
n=2, a voltage of about 50 mV is required across the series resistors in the
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current source and the equivalent noise-power density at the output of the base-
emitter voltage generator equals:

1
Sg = 2}CT?’8 (1 -+ m) ) 2.2}CTT'E. (679)

The noise-power density is increased by only ten percent. For a second-order
compensated bandgap reference with a supply voltage of 1 V, intended for a
temperature range on the order of 100 K, this 50 mV is very easily too large
a reduction. Each reduction of the effective supply voltage for the active part
of about 2 mV means a reduction by 1 K in the functional temperature range;
50 mV extra for the current sources means 25 K less for the functional temper-
ature range of the bandgap reference.

Increasing the bias currents When the bias current of the reference tran-
sistor is doubled, the equivalent noise-power density at the output of the base-
emitter voltage generator is halved, see equation (6.77). The original noise level
is obtained again at the cost of double the power consumption.

Using a voltage multiplier for the power supply As was already dis-
cussed, when it is possible to use a series feedback in the current source, its
output noise can be reduced considerably. With a voltage multiplier, the power-
supply voltage can be increased by 100 mV, for instance, making the noise of
the current source negligibly when this 100 mV is used for series feedback. Of
course, only the nodes of the current sources that feed the reference transistors
need to have a higher supply voltage. When the efficiency of the voltage mul-
tiplier is about 50 percent, which is an optimistic guess (see Chapter 3), the
power consumption for the reference transistors is increased by a factor of 2.2
(for a 1 V supply). For larger multiplication factors the power consumption
increases even further. In this value the power consumption of the auxiliary
circuitry required for the voltage multiplier, an oscillator for instance, has not
been taken into account.

Thus, voltage multipliers are not an efficient choice when they are used to
reduce the noise production of the current sources. They are likely to consume
more power than the extra power that would be consumed when the bias current
of the reference transistors is increased.

6.5.2.4 Power-supply rejection

Practical current sources will have a finite output impedance. When the supply
voltage is not noise free, disturbances from this supply voltage will penetrate via
these finite output impedances to the output of the bandgap reference, resulting
in extra noise.
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Figure 6.15: An idealized bandgap reference with non-ideal current sources.

Assume the bandgap as given in figure 6.15. The nullors make the collector
nodes low-impedance nodes, in order to make the bias currents completely flow
into the collector leads. Therefore, for a disturbance, wvq;5, On the supply-voltage
rail, the currents injected into the collector leads of the reference transistors,
tdis;, €qual:

. Udis
is; = ) 6.80
dis; = 7 (6.80)

where Z,., is the output impedance of the corresponding current source. The

low-frequency output impedance of the current sources, 7gq;, is given by:
I Var,
out; ICi )

(6.81)

It may be assumed that the forward Early voltages are equal for the current
sources. The resulting disturbance on the base-emitter voltage is related to 74;s,
via 1/gm. Then, the disturbances found at the output of the bandgap reference
amount to:

2 2
Vdisgue = ZG- L B Vr Za- = vgi Vr Veer (6.82)
out T - 18 t — 877 3 -
18out o 1gm; 1}"3{1 VAF = Var Vé([])

where Vris the thermal voltage. A commonly used figure of merit is the power-
supply-rejection ratio (PSRR); it is a measure for how good the isolation is
between the power-supply voltage and the output of a circuit. For the bandgap
reference this PSRR is given by:

Vi VREF] (6.83)

It should be noted that for a bandgap reference realized with more base-emitter
voltages this same expression is found.
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Example: Vr = 25 mV, Vyp = 50 V, Veer = 0.2 V and V4(0) =
1.2 V. The PSRR of the bandgap reference is then -82 dB.

For this derivation of the PSRR it was assumed that the current sources are
equal; in this case they did not have any series feedback. When series feedback
is applied, the PSRR improves as the output impedances of the current sources
increase. When it is possible to realize the output impedances such that the
injected disturbances of the current sources cancel at the output, a very high
PSRR can be achieved. Of course, the ratio of the two output impedances
becomes very important and this may be too tough a job to reach the desired
matching.

The required measures, however, can be taken independently of the other
design consideration as discussed in the previous section. Therefore, optimiza-
tion with respect to PSRR, at least the low-frequency behavior, is orthogonal
to the other design steps.

6.6 Bandwidth

The output signal of the bandgap reference is, ideally, located at DC. This does
not mean that the behavior of the bandgap reference at higher frequencies is
not important. The bandgap reference is a part of an information processing
system which is limited by Shannon’s maximum channel capacity. Therefore,
the bandgap reference has to perform correctly up to the maximum frequency of
interest, i.e. the frequency to which the bandgap reference can have an influence
on the system performance.

In the previous sections the noise production of the bandgap reference was
minimized. It was assumed that the noise-power density is frequency indepen-
dent and thus the noise level was minimized over the complete frequency band.
When the resulting noise level is too high, it was shown that at the cost of an
increased current consumption the noise level can be lowered. However, when
an increased current consumption is not allowed, one has to rely on filtering.
But, as the noise is minimal for the given current consumption, the additional
filtering required is also minimized.

6.6.1 Output impedance

The output impedance of the bandgap reference has to be relatively low oth-
erwise load currents introduce too large variations on the reference voltage.
In figure 6.12 two methods were depicted for the addition of two scaled base-
emitter voltages. When it is done passively, i.e. the voltage sources are more or
less stacked upon each other, the output impedance of the bandgap reference
is given by the sum of the output impedances of the two scaled base-emitter
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voltage generators. In that case those blocks have to be optimized, not only for
the DC behavior, but also for the high-frequency output impedance.

For the active addition, these aspects are orthogonalized. The output impe-
dance of the bandgap reference is realized by the nullor performing the addition.
The base-emitter voltage generators can then be optimized for the DC behavior
while the adder can realize a wide-band low output impedance.

6.6.2 Power-supply rejection

The expression for the PSRR which was found in the previous section only holds,
of course, for the relatively low frequencies. Parasitic capacitances in parallel
with the output of a current source will cause an increase in the injected distur-
bances for higher frequencies. By appropriate scaling of the parallel capacitances
some canceling may be obtained but, again, this poses severe constraints on the
matching of the capacitances in order to obtain a relatively high PSRR.

To reduce the PSRR for relatively high frequencies, the scaling factors can
be made frequency dependent in order to obtain canceling of noise injected from
the supply rails. This is, of course, not orthogonal to the design of the noise
generation for higher frequencies of the bandgap reference itself. Depending
on the realization of the scaling factor, its gain factor can easily be made one
or zero by means of a capacitor and this can be favorably used to realize an
increased PSRR for higher frequencies.

6.7 Signal power

In order to maximize the dynamic range of the bandgap reference output volt-
age, the reference voltage must be as large as possible for a given noise level.
When discussing the noise behavior of bandgap references, it was found that the
dynamic range of a bandgap reference is given when the current consumption is
given. Increasing the current consumption is thus the only way to increase the
dynamic range. Further, for a given current consumption the power consump-
tion reduces for lower supply voltages. Therefore, to be as power efficient as
possible, the power-supply voltage must be as close as possible to the reference
voltage. This implicitly means that the required voltage for the current sources
should be as low as possible.

For low-voltage design, i.e. supply voltages on the order of 1 V, the available
voltage for the current sources is already very low such that they are close to
saturation. Saturation of the current sources leads to a temperature depen-
dent error in the reference voltage. Therefore the internal node voltages of the
bandgap reference and the saturation voltages of the transistors in the current
sources should be minimized. The influence of the saturating current sources is
then minimized for a given power-supply voltage.
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Figure 6.16: Two basic structures for bandgap references in the voltage domain.
a) Structure with |az| < 1 and b) with |ag| > 1.

6.7.1 Internal node voltages

Three basic structures can be found for bandgap references realized in the volt-
age domain. These are:

e a; <1land |az] < I;
¢ a; > land |ap] <1;
e a1 > 1and |ag] > 1;

where ag is the scaler with the negative transfer. The case of a; < 1 with
laz| > 1 conflicts with the assumption that ap is the negative scaler. For the
first structure, Vggy is the highest voltage. Minimizing this voltage is realized
by choosing large transistor, as is discussed for the other two structures. The
other two structures are depicted in figure 6.16. For the structure of figure 6.16a
the highest voltage in the bandgap reference is found at the top of the Vg2
generator:

Vmax = Vrer + VBgs. (6.84)

To minimize this voltage, Vpg2 has to be as small as possible. It should be
noted that Vgga is always the smallest of the two base-emitter voltages because
ag is chosen to be the negative scaler. Reducing the bias current is not allowed
as that results in an increased noise level. Thus the size of the transistor has
to be chosen as large as possible. For the noise minimization of a first-order
compensated bandgap reference this was also found; the noise level of a second-
order compensated bandgap reference is not influenced. The other saturation
current, Ig1, is however related to Isy as a result of constraining a certain value
for the reference voltage, according to:

Ba(8a) "
Isy=Ioy- ({3_1_) Bt exp [VG(O)  Ba(62) — By(6) (6.85)

Ien Vr B, (61)
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Tome || InA | 100nA | 10p4 | imA
Isy
laA 1881 | 533 151 43
10aA 3535 | 1001 283 80
100aA || 6643 | 1881 533 151

Table 6.5: The ratio Igs/Is; as a function of the current level and Is;.

This may limit the practical usefulness of reducing the minimum power-supply
voltage required for a second-order compensated bandgap reference by using
large transistors. In table 6.5 the value of Igs is given as a function of the
current level and Ig;.

For the structure of figure 6.16b the maximum node voltage is found at the
summing node. For the first-order compensated bandgap reference this equals:

i VreF (V&(D) - VBE::)
Vican = Vom = Viisis 6.86
Max =aVem = groee | 3oy ) VBE: (6.86)

and for the second-order compensated bandgap reference:

VrEF VBE1
VmMax =a1Vpp: = 7 : (6.87)
~ V1. (0) ¥&1(0)  Ba(6)
&2(0) gy — 2204

For the first-order compensated bandgap reference, the most effective solution
is to increase the difference between the two base-emitter voltages. This is in
accordance with rules found for noise minimization. For the second-order com-
pensated bandgap reference, a; is completely determined by the compensation
of the temperature behavior. Thus the only thing that remains is to reduce
VBE1 by increasing the area of the transistor.

Summarizing, it may be clear that reducing the maximum internal node
voltage of a bandgap reference, by means of reducing a base-emitter voltage, is
only minimally effective as a base-emitter voltage can only be reduced slightly
by altering the saturation currents. Using scaling in the current domain, gives
the lowest internal node voltages, i.e. only Vg1, Vege and Vrgp are found, at
the cost of an increased noise level.

6.7.2 Saturating bipolar transistors

When the internal node voltages are not low enough, the current sources are
saturating for the lower temperatures. As this saturation has a very non-linear
effect on the current of the corresponding source, the base-emitter voltage shall
have an extra non-linear voltage and the temperature independency of the out-
put voltage of the bandgap reference is deteriorated.
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Figure 6.17: A typical structure of a lateral PNP transistor.

In reference [42] the collector-emitter voltage is calculated as a function of
the level of saturation. However, this is done for a transistor without a substrate
and further, for this purpose the interest is in the collector current instead of
in the collector-emitter voltage. Therefore the saturation behavior of bipolar
transistors is studied here from this other point of view. As the saturation
behavior for the vertical and lateral transistor cannot be described by one model,
these are treated separately.

6.7.2.1 The lateral transistor

In a lot of processes the PNP transistors are of the lateral type [43], [44]; a
typical structure is depicted in figure 6.17. In an epitaxial area an emitter
doping is realized which is completely surrounded by a collector doping in order
to collect, in the normal forward mode, the most of the laterally injected carriers
from the emitter; the base is connected via a low-ohmic buried layer. In the
normal forward mode, the base region is injecting carriers into the emitter,
which is one of the causes of the finite current-gain factor of the transistor. In
the reverse mode, the collector injects carriers into the base, and the emitter
then has to collect them. But as the emitter does not surround the collector, a
lot of carriers flow to the substrate, especially the carriers injected at the outside
of the collector.

For a transistor in the normal forward mode, this reverse mode transistor
starts conducting when the transistor starts saturating, resulting in a change of
the collector current. For a transistor without a substrate, the collector current,
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Io, can be written as:

In = VeB Ves
c = Ig |exp -—i,; ~ exp -i;,;— ‘

where Ig is the saturation current of the junctions, Vr is the thermal voltage,
Vep is the emitter-base voltage, Vgp is the collector-base voltage and Vag
is the forward Early voltage >. This equation assumes that, when in reverse
mode, the carriers injected from the collector reach either the emitter or the
base. However, it was already noted that a part of the carriers injected by

the collector are collected by the substrate. Thus, the exp (-‘{‘}f—) -term of this

equation is not complete.
Assume the transistor is in forward mode and the emitter injects carriers
which are collected by a part of the collector; let’s call this part Ay, ie.
the effective collector area. When for the emitter-base junction the saturation
current is given by Ig, the saturation current of this effective area of the collector
equals, according to the Ebers-Moll reciprocity condition [42] and [45], Ig also.

Thus for the total saturation current of the base-collector junction yields:
Aco!

Ispe = Is - A—Ha

1+

VBC] , (6.88)

Var

(6.89)

where Acq is the physical area of the collector-base junction. For a transistor
without a substrate, the total collector area * is effective and the fraction in
equation (6.89) reduces to one. Using this expression for the saturation current
of the base-collector junction and rewriting it yields (it should be noted that
base currents are ignored):

_ Ves _ Aca Vee Vac
Io = Igexp (—V;) . [1 ey exp ( Ve )] [1 + VAF] . (6.90)

Thus the least influence of the saturation effect is found when the total collector
area is effective; when A.q/Aezy5 is one.

This expression is validated by measurements performed on two types of
lateral transistors, a small one and a large one, see figure 6.18. In figure 6.19,
equation (6.90) is depicted for the two transistors including the measured data.
It is clear that the measured data fit the calculated expression very well. The
value for Aeo/Aesy, used for the calculated saturation behavior, was derived
from Ig,, and Is,, according to:

Acof IS
— = =L 6.91
Aesr Ispg (6.9

>The reverse Early effect is ignored as it has no influence on the current finally obtained
from the current sources, which are very often realized by current-copier-like structures.
“The total collector area is only the area of the collector that is contiguous with the base.
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(a) (b)

Figure 6.18: Two lateral PNP transistors. a) a small one with A.o1/Aesy ~ 2
and b) a large one with Acot/Aess ~ 1.
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Figure 6.19: Plot of the calculated (solid line) and measured (dotted line) sat-
uration behavior of a) the small and b) the large lateral PNP transistor.
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Figure 6.20: Aco/Acss measured as a function of the collector current of the
non-saturated transistor for a) the small PNP transistors and b) for the large
one.

which were separately extracted from two Gummel plots; one plot for the normal
forward transistor and one for the reverse transistor. The value for the forward
Early voltage was extracted from the measured saturation behavior. In order
to check the extent to which the ratio of the total collector area and effective
collector area depends on the current level, the collector current at Vgg = 0
V was measured as a function of the collector current of the non-saturating
transistor °>. The measurements are depicted in figure 6.20. In the range from
a few pA to several hundreds of pA, the ratio of the total collector area and
the effective area is more or less constant. This is due to the fact that it is a
relative quantity. For higher currents the bulk resistances and high-level effects
influence this ratio, whereas for the lower currents the leakage currents in the
measurement setup cause the drop of the plotted function.

Compared with the model as described in [46] the ratio Aco/Aeps corre-
sponds to:

Acul
Aess

= Xecs + 1. (692)

The parameter X¢g is not given any physical meaning there. From the discus-
sions in this section X<-s can thus be seen as the ratio of the ineffective and
effective collector-base junction area.

6.7.2.2 The vertical transistor

A typical structure for a vertical NPN transistor is given in figure 6.21. For
this type of transistor the parasitic PNP transistor (base-collector-substrate)
conducts when the NPN transistor saturates. The currents constituting the

SFor Ver = 0 V,this ratio can be very easily extracted from the collector current, see
equation (6.90) in which the exponential function then becomes one.
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Figure 6.21: A typical structure for a vertical NPN transistor.

collector current are depicted in figure 6.21. The collector current, I, is now
given by (see for instance [46]):

Io = Iy — (1 + i) In + BSUB (6.93)
B, 2

where Ip is the ideal forward-collector current, I is the ideal reverse-collector
current, Isyp is the substrate current (the “collector” current of the substrate
transistor) and @) and B, are the current-gain factors of the inverse transistor
and the substrate transistor, respectively. For an increasing level of saturation,
Ir is more compensated by Ig, and is completely canceled when the collector-
emitter voltage is zero. This is a result of the equal saturation currents, Ig, of the
base-emitter and base-collector junction (the Ebers-Moll reciprocity condition).
For Vo = 0 V, the base-emitter and base-collector voltages are equal and
thus their injection currents are equal, J/p and IR, respectively. Then only the
two “base currents” remain of which the base current of the inverse transistor
is dominant; 8, may be smaller than f;, however due to the high doping of
the buried layer, i.e. the base region of the substrate transistor, Isyp can
be considerably smaller than Ir and as a result the term due to the substrate
current can be ignored. Then the collector current as a function of the collector-
emitter voltage, including the forward Early effect, can be written as:

Ic = Isexp (%{) [1 - (1 -+ Elr) exp (%)] , (6.94)

in which the expression for Ir and I are substituted. The value of 3. can be on
the order of 10 for minimally sized transistors. From this expression it follows
that the designer can alter the saturation behavior only slightly by altering the
base current of the inverse mode transistor (collector and emitter interchanged).
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Figure 6.22: The influence of the layout on the reverse current-gain factor of
a vertical transistor, a) a transistor with a relatively tiny emitter and b) a

transistor with a relatively large emitter.
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Figure 6.23: The calculated (drawn line) and the measured (dotted line) sat-
uration behavior for a) a transistor with a relatively small emitter (6x6 pm?)

and b) a relatively large transistor (30x30 pm?)

The influence of the layout on the reverse current-gain factor is depicted in figure
6.22, see also [35]. In figure 6.22a, a tiny emitter is made in a relatively large base
and collector. When this transistor is in reverse mode, the collector functions
as the reverse emitter. Many carriers injected from this reverse emitter have to
travel a relatively large distance to the reverse collector. The carriers injected
at point A have to travel a larger distance than the carriers injected at point
B. The carriers injected at point A have a higher chance of recombining in the
base compared to carriers injected at point B. Therefore, the transistor in figure
6.22b will have a lower base current (when the recombination is assumed to be
the dominant effect) as the most of the injected carriers only have to travel a
relatively short distance. Thus, to obtain a high reverse-current-gain factor, the
emitter and collector must have as much overlap as possible (cf. the situation
for the lateral transistor, in that case the overlap also had to be made as large
as possible).

In figure 6.23, the measured and calculated saturation behavior for two ver-
tical NPN transistors are depicted. The main difference between the two plots
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Figure 6.24: A simplified base-emitter voltage generator.

(besides the current level), is the relative value of the current at Veg = 0 V.
For the large transistor this current is relatively closer to zero than for the small
transistor, which indicates a higher 8;. In the calculated data, 8. was assumed
to be infinite. Calculating the reverse-current-gain factors from the measured
data, they appeared to be 14 and 76 for the small and large transistor, respec-
tively.

6.7.2.3 Influence on the reference voltage

The expressions found in the two previous sections for the collector current of
a transistor when it is saturating can both be described by:

omtsen(e) -xee ()] o] o

in which the polarities are chosen for an NPN type of transistor. For the ver-
tical transistor K equals 1 + BIT whereas for the lateral transistor K equals
Acor/Aess. To find the influence on the reference voltage of this saturation, the
simplified base-emitter voltage generator of figure 6.24 is studied. For relatively
low temperatures, base-emitter voltages tend to become relatively large. As
a consequence, the current source may saturate and an error is found in the
base-emitter voltage Vgg. This error depends on the level of saturation. As the
saturation of the current source is a second-order effect, in the sense of not being
a key parameter, only the first-order temperature behavior of the base-emitter
voltage of @rEr has to be taken into account. In that case the collector-base
voltage of @sovrck varies linearly with the temperature and its influence on
the current via the Early effect can consequently neatly be compensated, if nec-
essary. Further, by choosing a transistor with a relatively high forward Early
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voltage, this effect can be made negligible.

The forward Early voltage itself is also slightly temperature dependent as
the base-collector voltage is not large compared with the build-in potential [47].
However, the resulting error is also negligibly small compared with the error
due to the saturation. Therefore, for calculating the influence on the collector
current when the transistor is saturating, the last factor of equation (6.95) can
be ignored. In that case the base-emitter voltage of (Qrer can be written as:

Vig =Vrh {Is exp (‘%E) . {1 - Kexp (VVL:H } , (6.96)

where Vj is the base-emitter voltage including the error due to saturation of
the current source. This expression can be rewritten as:

Ve
VéE =V +Vrln [1 — Kexp (—52)] . (6_97)
T

The second term on the right-hand side of this expression is due to the saturation
of the current source. This error should be relatively small and can therefore
be approximated by:

Ve
Verror = —~Vr - K exp ( T::;G) : (6.98)

From this expression the minimum voltage required for a current source can be
found.

Example: Assume the error in a base-emitter voltage (say 700 mV)
due to a saturating current is allowed to be 100ppm.

Question: What is the minimum voltage required for the current
source (take 273 K for the ambient temperature)?

Answer: Verror equals 100ppm times 700 mV which is 70 uV.
From expression (6.98) the minimum voltage required is found to
be: Veog = 140 mV. Thus for a supply voltage of 1 V at least about
15 % is required for the current source.

6.8 Special structures
Special cases of bandgap references can be found. These arise when the circuits

are reduced to having only one scaling factor. In other words, these cases are
found when one of the scaling factors is chosen to be one.
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Figure 6.25: The first-order compensated bandgap reference with output voltage
equal to V4(0).

6.8.1 First-order compensated reference

When for a first-order compensated bandgap reference the reference voltage is
chosen to be V4(0), the sum of the two scaling factors becomes one, see equation
(6.27), or, in other words, the two scaling factors differ by one. As a result a
simplification of the circuit can be made, see figure 6.25. The bandgap reference
as proposed by Brokaw [8] is found. To obtain a correctly compensated reference
voltage, equations (6.26) and (6.27) have to be fulfilled (the constant term equal
to Vrer and the first-order term zero). As a result of the topology, the sum of
the two scaling factors is always one, and thus the two first-order terms of the
base-emitter voltages always compensate for each other when the output voltage
is tuned to V4(0). The bandgap reference can therefore be trimmed by means
of trimming a bias current or the scaling factor at one temperature. When non-
idealities introduce some additional first-order temperature dependencies in the
bandgap reference, the value to which the reference voltage must be tuned in
order to obtain first-order compensation changes.

For the references with two separate scaling factors, it is preferable to tune
the base-emitter voltages for trimming the bandgap reference, over tuning one
or more scaling factors. As the scaling factors are realized by means of resistor
ratios, these are likely to be more accurately determined than the absolute
values of the emitter areas. When the reference is accurately designed, only
process variations need to be compensated for and those are becoming better
due to the fact that a transistor with a given emitter size becomes a relatively
large transistor when realized in a sub-micron technology. When unexpected
(relatively large) errors are found, one can always use one of the scaling factors
to compensate for this.
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Figure 6.26: Simplification of a second-order compensated bandgap reference.

6.8.2 Second-order compensated reference

When one of the scaling factors is shifted to the output of a second-order com-
pensated bandgap reference, a simplification can be made. Consider the general
bandgap reference as depicted in figure 6.26a. Of this bandgap reference, scaling
factor a; is shifted through the summing node, see figure 6.26b. The output
voltage of the reference is still the original value. As the scaling factors are
assumed to be temperature independent, the input voltage of scaler a; in fig-
ure 6.26b, is also temperature compensated. Therefore, assuming a; to be one,
only one scaling factor remains and still a temperature compensated reference
voltage is obtained, see figure 6.26c. As, however, one degree of freedom is used
by assuming a; to be one, the reference voltage can no longer be freely chosen.

In figure 6.26, a; is shifted through the summing node as this is the positive
scaling factor. Shifting ap through the summing node and assuming it to be
one, results in a negative reference voltage; to obtain a positive reference voltage
|az| has to be shifted through the summing node.

The reference voltage that is found when a; is assumed to be one follows
directly from equation (6.40), yielding:

By (6,)
By(63)°

Vrer = V51 (0) = Vi, (0) - (6.99)

This reference voltage only depends on the two #s and process parameters. For
the #s being 1 and 0, and the model of Varshni for the bandgap energy [30], a
reference voltage of:

VREF = 245mV, (6100)

is found. The new scaling factor af = ag/a; is completely responsible for the
second-order compensation (the output voltage of the reference of which a; = 1
equals -312 mV). As ay is realized by a ratio of components, a, can be accu-
rately realized on a chip. Thus second-order compensation is readily achieved.
Subsequently, to obtain the first-order compensation, the output voltage only
has to be trimmed to 245 mV. Thus trimming at only one temperature, in order
to obtain a second-order compensated reference voltage, is sufficient.
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6.9 Conclusions

In this chapter a structured design method for bandgap references has been pre-
sented. The chapter started with a historical overview of the bandgap references
being designed and published over the last thirty years. From this overview the
conclusion was drawn that most of the bandgap references have in common
the fact that the temperature behavior of one base-emitter voltage is compen-
sated by the temperature behavior of one or more other base-emitter voltages.
Some publications deal with MOS-realizations and others describe the use of the
temperature behavior of the base current for a temperature compensation of a
base-emitter voltage. But the most accurate compensation is obtained when the
underlying physical effect is the same for the compensated and compensation
voltage.

In order to get a general description of the principal bandgap reference func-
tion, it was described in this chapter as a linear combination of base-emitter
voltages. This linear combination was described using the Taylor series of the
base-emitter voltages. Subsequently, the constraints of an nth-order tempera-
ture compensation was introduced, resulting in a set of equations which had to
be solved. It appeared that for realizing an nth-order temperature compensation
at least n, or when n is smaller than 2, two base-emitter voltages are required.
Further, for compensating m higher orders (order > 2), at least m collector cur-
rents with a different temperature dependency are required. Thus, for realizing
a second-order compensated bandgap reference, only two base-emitter voltages
with a different temperature dependency of the collector currents are required.

After the identification of the key parameters: the bandgap energy, Eg,
the saturation current of the base-emitter junction, [Ig, including its order of
temperature dependency, 7, and the reverse Early voltage, Var, a complete
description is obtained of the core components of the bandgap reference and the
design with respects to the three fundamental aspects can be done. This design
should preferably be done orthogonally.

For the design of the noise behavior of the bandgap references, a distinction
was made between the idealized bandgap reference (i.e. scalers, adders and bias
ideal) and the practical implementation.

For the first-order compensated idealized bandgap reference, realized with
the minimum of two base-emitter voltages, it was found that for a minimum
noise level an optimum ratio of the two collector currents exists which only
depends on the ratio of the two saturation currents. For an increasing ratio of
these two saturation currents, the noise level reduces and the function, noise
level versus ratio of the two collector currents, flattens. As a result of this
flattening the noise behavior of the scaling factors could be minimized more or
less orthogonal to the noise minimization of the idealized bandgap reference.

For the second-order compensated bandgap reference, also realized with the
minimum number of two base-emitter voltages required, the minimum noise level
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is found for a collector-current ratio which only depends on the second-order
temperature dependencies of the base-emitter voltages. The noise level appeared
to be dependent on a constant with only process parameters and the current
consumption. Further, for a given current consumption the signal-to-noise ratio
of a second-order compensated idealized bandgap reference is fixed, i.e. it is
independent of the reference voltage. As the scaling factors are completely
determined by the temperature compensation for the second-order compensated
bandgap reference, the noise minimization of these scalers concerns only the
division of the total current available for them between the two scalers. This
minimum also appeared to be independent of the current consumption.

Thus both the noise level of the idealized bandgap reference and the scalers
can be minimized independently. As their final noise level is inversely propor-
tional to the current consumption, a global minimum is found when the current
is optimally divided between the scalers and the idealized bandgap reference.

The noise production of the bias sources can be accounted for by doubling
the noise sources from the active devices which were found up to now. Further,
for the noise injected from the power supply via the finite output impedances
of the current sources, resulting in extra noise at the output of the bandgap
reference, an expression was derived giving the maximum attainable PSRR,
assuming that the Early voltages of the current sources for the transistors in
the idealized bandgap reference are equal.

The bandwidth of a bandgap reference is not limited to only DC; for higher
frequencies the bandgap reference still has to behave well. This means that its
output impedance has to remain relatively low which can be realized by means
of an active output. Further, the output impedance of the bias current sources
reduce for higher frequencies and consequently more noise is injected from the
power supply. The PSRR can be increased again for higher frequencies by means
of cancellation of the injected noise, which relies on realizing an appropriate ratio
of the output impedances of the currents sources. But increasing the PSRR is
also possible via suppression/compensation by making the scaling factors of the
linear combination frequency dependent. Of course, a low-pass filter after the
bandgap reference could also do the job, however, very likely at the cost of a
larger capacitance.

The signal power of the bandgap reference is given in the specification of
the output voltage. The efficiency of the supply of this signal power can be in-
creased by lowering the supply voltage to the reference voltage. This inherently
means a reduction of the voltage available for the current sources. These current
sources must be prevented from saturation and for this purpose an expression
was derived relating the error in a base-emitter voltage of the idealized bandgap
reference to the maximum voltage for the current sources available.

Finally, two special structures were discussed. For one of the structures the
second-order temperature compensation depends on the matching of resistors
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only. Thus, a good second-order temperature compensation without trimming
is easily realized.

Bibliography

(1]

2]

R.J. van de Plassche. Integrated Analog-to-Analog and Digital-to-Analog
Converters. Kluwer, Boston, 1994.

M.M. Martins and J.A.S. Dias. CMOS shunt regulator with bandgap refer-
ence for automotive environment. In IEE Proceeding Circuits Devices and
Systems, volume 141, pages 157-161, June 1994.

H. Tanaka et al. Sub-1-gA dynamic reference voltage generator for battery-
operated DRAMSs. [EEE Journal of Solid-State Circuits, 29(4):448-453,
April 1994.

D.F. Hilbiber. A new semiconductor voltage standard. In ISSCC Digest
Technical Papers, volume 7, pages 32-33, 1964.

R.J. Widlar. New developments in IC voltage regulators. IEEE Journal of
Solid-State Circuits, 6(1):2-7, February 1971.

R.J. Widlar. Some circuit design techniques for linear integrated circuits.
IEEE Transactions on Circuit Theory, 12(4):586-590, December 1965.

K.E. Kuijk. A precision reference voltage source. [EEE Journal of Solid-
State Circuits, 8(3):222-226, June 1973.

A.P. Brokaw. A simple three-terminal IC bandgap reference. IEEE Journal
of Solid-State Circuits, 9(6):388-393, December 1974.

G.C.M. Meijer and J.B. Verhoeff. An integrated bandgap reference. /EEE
Journal of Solid-State Circuits, 11:403-406, June 1976.

R.J. Widlar. Low voltage techniques. IEEE Journal of Solid-State Circuits,
13(6):838-846, December 1978.

R.J. Widlar. A new breed of linear ICs runs at 1-volt levels. Electronics,
pages 115-119, March 29 1979.

C.R. Dobkin and R.C. Palmer. A curvature corrected micropower voltage
reference. In ISSCC Digest Technical Papers, pages 58-59, February 1981.

G.C.M. Meijer, P.C. Schmale, and K. van Zalinge. A new curvature-
corrected bandgap reference. [EEE Journal of Solid State Circuits,
17(6):1139-1143, December 1982.



214 BANDGAP REFERENCES

[14] 1. Lee, G. Kim, and W. Kim. Exponential curvature-compensated BiICMOS
bandgap references. [EEE Journal of Solid-State Circuits, 29(11):1396—
1403, November 1994.

[15] E.A. Vittoz and J. Fellrath. CMOS analog integrated circuits based on weak
inversion operation. IEEE Journal of Solid-State Circuits, 12(3):224-231,
June 1977.

[16] E.A. Vittoz and O. Neyroud. A low-voltage CMOS bandgap reference.
IEEE Journal of Solid-State Circuits, 14(3):573-577, June 1979.

[17] G. Tzanateas, C.A.T. Salama, and Y.P. Tsividis. A CMOS bandgap voltage
reference. IEEE Journal of Solid-State Circuits, 14(3):655-657, June 1979.

[18] B.S. Song and P.R. Gray. A precision curvature-compensated CMOS
bandgap reference. IEEE Journal of Solid-State Circuits, 18(6):634-643,
December 1983.

[19] S.L. Lin and C.A.T. Salama. A V}¢(T) model with application to bandgap
reference design. IEEE Journal of Solid-State Circuits, 20(6):1283-1285,
December 1985.

[20] O. Salminen and K. Halonen. The higher order temperature compensation
of bandgap voltage references. In Proceedings of the IEEE International
Symposium on Circuits and Systems, pages 10-13, May 1992.

[21] E.A. Vittoz. MOS transistors operated in the lateral bipolar mode and their
application in CMOS technology. IEEE Journal of Solid-State Circuits,
18(3):273-279, June 1983.

[22] M.G.R. Degrauwe et al. CMOS voltage references using lateral bipolar tran-
sistors. IEEE Journal of Solid-State Circuits, 20(6):1151-1156, December
1985.

[23] H.J. Oguey and B. Gerber. MOS voltage reference based on polysilicon gate
work function difference. IEEE Journal of Solid-State Circuits, 15(3):264—
269, June 1980.

[24] G.C.M. Meijer. Bandgap references. In J.H. Huijsing et al., editors, Analog
Circuit Design, pages 243-268. Kluwer, Dordrecht, 1995.

[25] S.M. Sze. Physics of Semiconductor Devices. John Wiley & Sons, New
York, 1969.

[26] Y.P Tsividis. Accurate analysis of temperature effects in I¢ — Vgg char-
acteristics with application to bandgap reference sources. IEEE Journal of
Solid-State Circuits, 15(6):1076-1084, December 1980.



BIBLIOGRAPHY 215

[27] K. v.d. Lingen. Bipolar Transistors for usage in Monolithic Bandgap Refer-
ences and Temperature Transducers. PhD thesis, Delft University of Tech-
nology, Delft, 1996.

[28] J.W. Slotboom and H.C. de Graaf. Bandgap narrowing in silicon bipolar
transistors. Solid-State Electronics, 19:857-862, October 1976.

[29] B. Gilbert. Unusual voltage and current references for IC realization. In
J.H. Huijsing et al., editors, Analog Circuit Design, pages 268-352. Kluwer,
Dordrecht, 1995.

[30] Y.P. Varshni. Temperature dependence of the energy gap in semiconduc-
tors. Physica, 34:149-154, 1967.

[31] A. van Staveren, J. van Velzen, C.J.M. Verhoeven, and A.H.M. van Roer-
mund. An integratable second-order compensated bandgap reference for

1V supply. Analog Integrated Circuits and Signal Processing, 8:69-81,
1995.

[32] LE. Getrue. Modeling the Bipolar Transistor. Elsevier, New York, 1978.
[33] MicroSim Corporation. Manual PSPICE 4.05.

[34] L.K. Nanver, E.J.G. Goudena, and H.W. van Zeijl. DIMES-01, a baseline
BIFET process for smart sensor experimentation. Sensors and Actuators
Physical, 36(2):139-147, 1993.

[35] A. van Staveren. Chapter 5, Integrable DC sources and references. In W.A.
Serdijn, C.J.M. Verhoeven, and A.H.M. van Roermund, editors, Analog IC
Techniques for Low-Voltage Low-Power Electronics. Delft University Press,
1995.

[36] A. van Staveren, C.J.M. Verhoeven, and A.H.M. van Roermund. The influ-
ence of the reverse early effect on the performance of bandgap references.
IEEE Transactions on Circuits and Systems I, 43(5):418-421, May 1996.

[37] V.I. Anisimov et al. Circuit design of low-power reference voltage sources.
Telecommunications and radio engineering, Part 1, 48(1):11-17, 1993.

[38] E.H. Nordholt. Design of High-Performance Negative-Feedback Amplifiers.
Elsevier, Amsterdam, 1983.

[39] A. van Staveren, C.J.M. Verhoeven, and A.H.M. van Roermund. The de-
sign of low-noise bandgap references. IEEE Transactions on Circuits and
Systems I, 43(4):290-300, April 1996.



216 BANDGAP REFERENCES

[40] C.J.M. Verhoeven, A. van Staveren, and G.L.E. Monna. Structured elec-
tronic design, negative-feedback amplifiers. Lecture notes ET4 041, Delft
University of Technology, 1999. To appear at John Wiley & Sons LTD,
Chichester.

[41] A. Bilotti and E. Mariani.  Noise characteristics of current mirror
sinks/sources. IEEE Journal of Solid-State Circuits, 10(6):516-524, De-
cember 1975.

[42] J.J. Ebers and J.L. Moll. Large-signal behavior of junction transistors. In
Proceedings of the LR.E., volume 42, pages 1761-1772, December 1954.

[43] H.C. Lin et al. Lateral complementary transistor structure for the simul-
taneous fabrication of functional blocks. IEEE Proceedings, 52:1491-1495,
December 1964.

[44] J. Lindmayer and W. Schneider. Theory of lateral transistors. Solid-State
Electronics, 10:225-234, 1967.

[45] B.L. Hart. Direct verification of the Ebers-Moll reciprocity condition. In-
ternational Journal of Electronics, 31(3):293-295, 1971.

[46] H.C. de Graaff and F.M. Klaassen. Compact Transistor Modeling for Cir-
cuit Design. Springer-Verlag, Wien, 1990.

[47] W.C. Dillard and R.C. Jaeger. The temperature dependence of the am-
plification factor of bipolar-junction transistors. IEEE Transactions on
Electron Devices, 34(1):139-142, January 1987.



Chapter 7

Conclusions

The mathematical description language, and especially the differential equation,
is a good and objective language for describing the signal-processing function
to be implemented. When orthogonalization with respect to noise, signal power
and bandwidth is a key item in the structured design method, relatively fast
and cheap design trajectories can be obtained.

The main drawback of low-voltage, low-power design is the performance
degradation of a design resulting from the inherent low-current constraint. Re-
ducing the maximum allowed current consumption of a circuit results in a rel-
atively large reduction of the information-handling capability; the quality with
respect to noise, signal power and bandwidth reduces.

Functions which are still ideal at the level of differential equations, and thus
intrinsically have a high performance, are the harmonic frequency reference
(harmonic oscillator) and the constant reference (bandgap reference). These
functions are found from the homogeneous linear differential equations. An
additional important function for designing the corresponding implementations
is the scaler (amplifier).

The sum of the loop poles, related to the LP product, is a measure for the
maximum number of dominant poles, which is an important figure of merit for
potential frequency behavior.

Further, clipping distortion of a negative-feedback amplifier is best prevented

by taking care that there is enough signal-driving capability whereas the g, and
the 3 distortion are best reduced by increasing the overall loop gain.

Noise is a key issue in the structured design of high-performance harmonic
oscillators. Tapping a resonator results in a relatively large improvement of the
CNR of the complete oscillator as a result of a much better noise match. This
tapping does not necessarily degrade the intrinsic performance of the resonator.

The tap factor should be relatively low compared with the quality factor of
the resonator to be tapped. This limitation is a result of the weaker coupling
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between the active part and the resonator for larger tap factors.

A linear combination of junction voltages is a good approach for synthesis
of bandgap references. From that description it follows that with two scaled
base-emitter voltages with collector currents having a different temperature de-
pendency, a temperature compensation can be obtained up to the second order.

The remaining temperature dependency of a bandgap reference as a result of
limited compensation is fundamentally limited by the temperature dependency
of the injection of carriers for a given junction voltage, which includes the tem-
perature dependency of the bandgap energy. Practical limits are found in the
temperature dependency of resistors and the saturation of current sources.

The absolute noise level of the first and second-order compensated bandgap
references realized by the minimum number of base-emitter voltages (two) is ap-
proximately inversely proportional to the sum of the two corresponding collector
currents. The constraint for an optimum relative-noise-level, is independent of
the sum of collector currents but, in contrast, poses conditions for the ratio of
the two collector currents.

The ratio of these two collector currents is given for the optimum relative
noise level; it is independent of their sum.



Chapter 8

Summary

The increasing complexity of electronic systems calls for structured design meth-
ods in order to obtain optimal performance for minimal design time and design
cost, (like chip area and power dissipation, et cetera).

The structured design method as presented in Chapter 2 shows the math-
ematical description language, i.e. differential equations, to be an appropriate
language for specifying the required signal-processing function. A key issue of
the method presented is orthogonalization; the three fundamental aspects of the
information-handling capability:

® noise;
¢ signal power;
e bandwidth;

are optimized in subsequent, ideally independent, design steps. As a result, for
each of these three aspects the corresponding fundamental limits can be derived
at a relatively early stage in the design process. When the corresponding design
requirements are beyond the fundamental limits, no solution can be found. The
practical limits, i.e. the limits introduced by technology, for instance, should be
between the design requirements and the fundamental limits.

From the simplest differential equations, the homogeneous linear differential
equations, the following functions are found:

¢ harmonic frequency reference;
e constant reference.

These are derived from the second and first-order homogeneous linear differential
equations, respectively. No fundamental obstacles prevent these functions from
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being ideal. Therefore, these functions should be used when a high-performance
frequency reference or a DC reference is required, respectively. Further, from
an implementation point of view, the scaler is an inevitable function when im-
plementing those references.

Low-voltage, low-power design becomes more and more necessary for real-
izing portable, high-functional equipment. Chapter 3 dealt with low-voltage,
low-power design with respect to the two orthogonal design aspects:

¢ low voltage;
e low current.

A low-voltage constraint mainly has an effect on the maximum signal volt-
ages, or signal currents which are related via impedance levels. As active devices
have an expanding function from input voltage to output current, and since the
voltage is generally given for power supplies and the current is free, current-
mode design is a perfect solution for coping with a low-voltage constraint.

A low-current constraint is shown to have a tremendous effect on the infor-
mation-handling capability of electronics. Independent of the signal type, i.e.
voltage or current, the performance with respect to noise, signal power and
bandwidth reduces for lower currents.

Low-power design is a combination of low-voltage and low-current design,
and, therefore, the corresponding effects of both apply. On top of that, stating
a low-power constraint hampers the orthogonality of a design process.

In the subsequent chapters, structured electronic design of the sealer (Chap-
ter 4), the harmonic frequency reference (Chapter 5) and the constant reference
(Chapter 6) are discussed.

An implementation of a scaler is the amplifier. Chapter 4 shows the feasibil-
ity of the orthogonalization of noise, signal power and bandwidth in the design
of amplifiers.

Noise is mainly found at the input of the amplifier and depends on the source
impedance and the input device. Once minimized, the noise of the amplifier can
no longer improve.

The maximum signal power of an amplifier is limited by distortion. Dis-
tinction is made between clipping distortion and weak distortion. Clipping
distortion has to be prevented by ensuring that signal voltages/currents remain
within the available supply voltage/current. Weak distortion, i.e. § and g,
distortion, can effectively be reduced by an increased loop gain of the overall
feedback loop; local feedback does not result in an improvement.

Bandwidth is shown to be the concern of the complete feedback loop. The
product of the dominant loop poles and the DC loop gain, the LP product, is a
measure of the absolute frequency behavior. The dominant loop poles are the
largest set of loop poles for which it holds that the sum of loop poles is less
negative than the sum of the corresponding system poles.
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With frequency-compensation techniques the relative frequency behavior can
be designed. Depending on the type of technique, the LP product is more or
less reduced. Further, frequency-compensation techniques using local feedback
are preferred to techniques without feedback. The latter degrades the distortion
characteristics of an amplifier whereas the former has hardly any effect.

The harmonic oscillator, discussed in Chapter 5, is an implementation of the
harmonic frequency reference. The differential equation of its core, a resonator,
closely resembles the differential equation of the ideal harmonic frequency ref-
erence. By means of an active undamping, they can be made equal. To obtain
the intrinsic high performance of the resonator, the influence of the active un-
damping should be negligibly small.

For maximum signal power, the series resonator is shown to be preferred to
the parallel resonator; for a given power supply voltage, the power of the series
resonator can be a factor @ (the quality factor of the resonator) higher than the
power of the parallel resonator.

Noise is shown to be a major problem in harmonic oscillators. Due to the
extreme values of the impedance of the resonator at resonance, relatively low
for the series resonator and relatively high for the parallel resonator, noise of
the active part has a tremendous effect on the overall noise performance. By
means of tapping the impedance level of the resonator can be changed, up to
a certain extent, without degrading its intrinsic high performance. Due to this
impedance transformation a much better noise match can be obtained. With a
design example of a low-voltage harmonic oscillator an improvement was shown
of about 14 dB for equal power consumption.

The maximum tap factor is limited by the degradation of the intrinsic quality
factor. This occurs for tap factors on the order of, or higher than, the quality
factor. This is mainly a result of the weaker coupling between the resonator
and the undamping.

As a result of the tapping, an equivalent parallel capacitance is found at
the resonator terminals. To prevent the oscillator from parasitic relatively high-
frequency oscillations, the resonator should be undamped by a negative resis-
tance and a negative capacitance.

The effect of a limited bandwidth of the undamping is shown to be a lower
effective quality factor.

Finally, Chapter 6 describes the structured electronic design of bandgap ref-
erences, i.e. an implementation of the constant reference. A bandgap reference
can be described as a linear combination of base-emitter voltages. From the
temperature behavior of the base-emitter voltage follows that to compensate n
orders of the temperature dependency of a linear combination of base-emitter
voltages, at least n, or when n is smaller than two, two base-emitter voltages
are required, and for compensating m orders (order > 2), at least m collector
currents with a different temperature dependency are required.
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The absolute minimum-noise-level at the output of the first and second-
order compensated bandgap reference with a minimum number of base-emitter
voltages (two), depends, approximately, inversely proportionally on the sum of
the collector currents. From the constraint of a relative minimum-noise-level,
conditions are found for the ratio of the two collector currents only. Further, by
choosing the appropriate scaling of the emitter areas, the noise minimization of
the scalers and adders can be made orthogonal to this minimization.

In contrast with the required signal which is only at DC, the bandgap refer-
ence still needs to have a relatively low output impedance for higher frequencies.
The bandwidth of the output impedance can be designed orthogonally to the
other design aspects.

The maximum signal of the bandgap reference has, on the one hand, to do
with the current driving capability and on the other hand with the value of the
reference voltage relative to the supply voltage.

The current driving capability is determined by the output stage of the
bandgap reference and its biasing.

A relatively maximum signal voltage for a given reference voltage is obtained
when the voltage supply is lowered such that it is relatively close to the reference
voltage; this is in fact improving the power efficiency. This inherently means
that the bias-current sources are close to saturation. Transistors showing the
lowest degree of saturation are those which have an emitter and collector which
overlap as much as possible. A relation is derived for the additional temperature
dependency of a bandgap reference as a result of saturating current sources.
From that it follows that for high-performance bandgap references, ie. with
dependencies of only a few hundred ppm over a temperature range of about
100 K, the minimum voltage required for current sources is about 150 mV.

In the appendix several design examples can be found. One design exam-
ple deals with the design of a low-voltage, low-power first-order compensated
bandgap reference for which the noise minimization is the main topic; calcu-
lations are in good agreement with simulations. An other example discussed
the design of a low-voltage, low-power second-order compensated bandgap ref-
erence. For this design the compensation of the temperature dependency by
means of a linear combination was the main topic. Theoretically the minimum
temperature dependency over a temperature range of 100 K is about 22 ppm.
The measurement results show a temperature dependency of about 150 ppm
over this temperature range, but it is still the best 1 V bandgap reference found
in literature. The additional temperature dependencies result from saturating
current sources. By choosing processing in the current domain or by increasing
the supply voltage even better results can be obtained.



Appendix A

Minimum voltage required
for feedback amplifiers

To use nullors in a sensible way they must have some kind of feedback. As
voltage and current can be the signal domain at the input and output of the
nullor, four types of single-loop configurations can be distinguished, see figure
A.l. From the figure it may become clear that when a port has a grounded
terminal the single CE stage can be used having the lowest minimum required
voltage, Vpevrice+Vamarain. When a port is floating, the two inputs/outputs
of a stage are needed. For a floating input port both the single and balanced
CE stage can be used as the input stage. This is due to the fact that the input
signal of a nullor implementation tends to zero. Of course, for DC this only
holds for the balanced CE stage. For a floating output stage a balanced output
stage is required. Were a single CE stage to be used, then due to the anti-phase
relation between the two nullor outputs, the maximum available voltage swing
would be considerably reduced. When one output increases the other decreases;
for a single CE stage this means that when the emitter voltage increases, the
collector voltage decreases which may result in saturation (NPN). If a balanced
output is used, no signal is present at the common emitter node and the voltage
swing is again only determined by the collector voltage swing.

When floating ports are required, they will have a somewhat larger mini-
mum required voltage due to the fact that the port is connected between two
current sources instead of one current source and ground. Using a stage with
balancing in the current domain (when balancing is required ) is only possible
when the nullor has one terminal grounded such that the common emitter node
can be grounded and the port at which it is used remains floating. The first

lBalancing in the current domain may also be used instead of a single CE stage in order to
make profitable use of the features of balancing (canceling of even-order distortion et cetera).
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Figure A.1: The four possible single-loop amplifiers.
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constraint states that it is only possible for the voltage and current amplifier;
whereas the second constraint states that it can only be used at the output of
a nullor implementation. Thus this stage can be profitably used in a current
amplifier. This is elucidated by the two examples in figure A.2. For the current
amplifier, the output stage can be replaced by a stage with balancing in the
current domain as one input terminal of a current amplifier is grounded and the
output of the amplifier remains floating. > For the voltage-to-current amplifier,
only the two signal transistors at the input are depicted for the sake of clarity.
The following problems occur. As the signal source is now in parallel with the
input of an input device, the maximum voltage swing is now considerably re-
duced (for MOS(FETSs) a considerable voltage swing may still be found). This
is mainly caused by the fact that the port is no longer floating and a fifth ter-
minal is introduced in the nullor implementation. Correct voltage comparison
(maintaining the large input voltage swing) is only possible when an element
is used in series with the nullator across which, by means of the action of a
norator, the input voltage is canceled. Now this canceling takes place across the
devices realizing the nullator; using indirect voltage comparison is no solution.

Summarizing, the transimpedance amplifier and the current amplifier can
have the lowest minimum required supply voltage. The minimum required sup-
ply voltage for the voltage amplifier and the transconductance amplifier is some-
what larger, i.e. the saturation voltage of a current source.

%As the differential stage is asymmetrically driven, the other input signal for this stage
is supplied by the control loop realizing the balance. Consequently, the bandwidth of the
control loop must be at least as large as the bandwidth of the overall amplifier. In the case
of a symmetric drive, the control loop only has to act on the mean value and thus may have
a relatively low bandwidth.
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(a)

(b)

Figure A.2: Using a balanced stage in the current domain for a) a current
amplifier and b) a voltage-to-current amplifier.



Appendix B

Design example: class-AB
amplifier

B.1 Introduction

A current trend in electronic design, is the design of low-voltage (1 V) low-power
(uW) circuits. These circuits have the advantage that they can be powered by
a single, relatively small battery; single as the supply voltage is only 1 V and
relatively small as the power consumption is low. The output amplifier presented
[1] is a part of a completely-integrated single-chip 1 V LW receiver.

The effect of the low-voltage constraint (1 V) is mainly found in the circuits
topology. For high supply voltages, components and function blocks can be
stacked between the supply rails; for a 1 V supply they need to be placed in
parallel to meet the low-voltage specification [2].

The low-power constraint demands that the efficiency of a circuit must be
as close to 100% as possible, and all the power from the power supply must
be directed to the load. For a given supply voltage (without the use of charge
pumping techniques, etc.) the low-power constraint becomes a low-current con-
straint. All the current from the power supply must go through the load and all
the other currents must ideally be zero. This constraint has the largest influence
on those parts of the circuit where the signal currents are the largest. For in-
stance, a small improvement in the efficiency of the output amplifier can result
in a reduction in current consumption equal to the total current consumption
of the input amplifier of the LW receiver.

Here the design of a highly efficient output amplifier for a 1 V supply is
described. Section B.2 describes the specifications and the choice of the basic
configuration of the amplifier. In this section nullors [3] are used as the ideal
models for the active parts of the amplifier. The following sections discuss the
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Figure B.1: The block diagram of the complete controllable output amplifier

implementation of the nullors. Section B.3 starts with some general comments
on the implementation of the nullors. Section B.4 discusses the design of the
output capability of the amplifier. In this section the focus is on the implemen-
tation of the class-AB operation for power efficiency. The class-AB operation is
realized in the voltage domain and uses a version of the harmonic-mean relation.
Subsequently, Section B.5 describes the behavior of the overall negative-feedback
loop, i.e. loop gain, poles and stability. This is followed by the implementation
of the biasing circuitry and some final implementation details in Section B.6.
Section B.7 describes the physical realization and the measurement results of
the amplifier. Finally, the conclusions are given in Section B.S8.

B.2 The basic structure of the output section

In the LW receiver the output section has two functions:
e volume control
e driving the earphone.

The input current for the complete output amplifier is leveled by an AGC to a
peak value of approximately 25 pA. A signal current of about 1 mA results in
an acceptable sound level [4]. To have some margin, the maximal peak output
current is chosen to be 2.5 mA, resulting in a required maximum amplification of
100. To be able to control the volume over a convenient range, the amplification
is chosen to be controllable between 10 and 100.

The block diagram of the amplifier is shown in figure B.1. The first amplifier
block has a variable gain between 1 and 10, whereas the second amplifier has
a fixed gain of 10. As the signal levels in the first amplifier are still relatively
low, the focus can be on the implementation of the variable gain instead of on
the power consumption. For the second amplifier, the power consumption is the
key item for optimization and this is not disturbed by the implementation of a
variable gain. In this way the two functions, driving the load and controlling
the gain, are realized in separate amplifiers and can, consequently be optimized
independently.
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Here is dealt with the fixed-gain amplifier. The specifications for the ampli-
fier are:

e maximum input current =~ (.25 mA,

¢ source impedance 2 Mf} in parallel with 0.25 pF,
e Load =30 12,

e Gain = 10,

¢ Bandwidth > 7 kHz,

¢ Distortion < 1 %,

e Supply voltage 1 to 1.5V,

e Supply current as low as possible,

¢ Completely integrable in a bipolar process,

¢ Temperature range -10°C to +40 °C.

A straightforward interpretation of these specifications leads to the choice of
a current amplifier. However, for a negative-feedback current amplifier, current
sensing has to be done at the output. The output stage of the amplifier must be
balanced, this can be done in the voltage or current domain [5], or the amplifier
must have indirect feedback [6]. For the sake of power efficiencys, it is favorable
to realize the amplifier in a class-AB fashion.

Realizing a balanced or indirect class-AB output stage is a tedious job.
Therefore, a different type of amplifier has to be used. The load impedance
of the earphone is approximately 30 & and more or less constant over the fre-
quency range of interest. Thus, the output of the amplifier may also be a voltage.
In that case the feedback must sense the output voltage that is readily available.
The final output current is determined by the impedance of the earphone. The
resulting amplifier is a transimpedance amplifier.

For a maximum current of 2.5 mA the voltage across the earphone is only
75 mV. Grounding the earphone at one side results in saturation of one side of
the AB output stage. Further, offset voltages at the output result in a relatively
large offset current through the load as its impedance is only 30 £2. Therefore,
the amplifier has to be realized completely balanced, see figure B.2. As both
amplifier halves are class AB, the signal current is comparable to that of the
single-sided amplifier; only the quiescent current is doubled. Compared to the
current amplifier, the voltage amplifier is more power efficient as it does not
require an additional current path for the current feedback.

In figure B.2 the gain blocks are nullors [3]. A nullor is an ideal element
which makes its input current and voltage zero by controlling its output current
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Figure B.2: The balanced transimpedance output amplifier

and voltage. In terms of gain parameters, the nullor has gain parameters which
are infinite. Therefore, the gain from input current to output voltage of the
balanced transimpedance amplifier is determined by the two feedback resistors
only. To realize the required gain, the feedback resistors each have to be 150 (2.

B.3 Implementation of the nullors

Now the basic structure of the amplifier has been chosen, the implementation
of the nullors is that remains. The implementation of nullors can be done in
several more or less independent steps [7]. As the signals at the input of the
amplifier are already relatively large, optimization with respect to noise is not
necessary. The remaining steps (condensed form) in chronological order are the
design of:

¢ Output capability,
¢ Bandwidth and
s Biasing.

These items are discussed in the following sections.

B.4 Output capability

The output capability of the amplifier is determined by the maximum output
signal that can be supplied. As the load impedance is only 30 €2, the output
capability is set by the maximum current which can be supplied. For this
amplifier this must be about 2.5 mA. For power-efficiency purposes the output
stage is chosen to be class AB. The current-gain factor of the transistors in the
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Figure B.3: The two last stages are chosen to be class-AB biased

DIMESO1 process [8] are 80 for the PNP and 100 for the NPN. Consequently,
the maximum input current of this stage amounts to 35 pA. When biasing the
preceding stage in class-A mode, the bias current needs to be in the order of 50
pA. Therefore, this stage is also chosen to be class-AB. This is depicted in figure
B.3. The voltage Vap takes care of the class-AB operation [9]. The signs of the
voltage source correspond to the situation in which the supply voltage is 1 V, as
the sum of two base-emitters voltages is larger than 1 V. The implementation
of this voltage source determines the final functioning of the AB control. When
this voltage source is just a fixed voltage the classical AB control is obtained
for which the following holds:

Ipu,}, * Ipuu = constant. (BI)

Where Ipusn and Ipuu are the currents flowing through the two output transis-
tors. When large output swings are required, the minimum current can be very
low, as the product of the two current is constant. Consequently, the fr of the
corresponding transistor may become too low, and an increase in distortion is
found. When the amplifier is used in a feedback structure, even oscillations may
occur due to the switch-on delay of this transistor. Therefore, very often the
harmonic-mean relation is used [10]:

Ipush * Ipuﬂ = (Ipush + Ipuﬂ) * Inin. (B-Q)

When either Ipush Or Ipuy becomes very large, the other current is limited to
Imin preventing the corresponding transistor from becoming too slow.
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Figure B.4: The principle of the AB control voltage

B.4.1 The voltage source for the class-AB control

The implementation of the voltage source, which takes care of the AB control,
determines the final functioning of the AB operation. The conventional class-
AB stage uses two series-connected diodes [11] ! A reference current flowing
through these two diodes determines the product of Ipysp and Ip,;. Later on,
other concepts were published that were able to work at supply voltages down
to 1 V [9]. Here, however, the straightforward concept of [11] is extended to
function for supply voltages down to 1 V. For these low supply voltages it is not
possible to use series-connected junctions. The generation of the control voltage
has to be done indirectly. The principle is depicted in figure B.4. The reference
voltage obtained for the class-AB control is given by:

VREF = VBEREF‘S + VE.BREF2 = VSUP {B‘S)

with Vsyp the supply voltage. Both Vepgzp, and Veeg, ., are determined by
Ipgpr. This is accomplished by transistor @rgr1 and the nullor. The nullor
forces Irgp to flow completely through the collector of @grgp1. Transistor
QRrEF2 is in parallel with transistor @rgr1 and thus its collector current also
equals ITrgr. The nullor supplies the current through the resistor, at both sides
of the resistor, and thus the collector current of Qrgrs also has to be equal to
Irer. It must be noted that due to the low supply voltage, the voltage across
the resistor is of opposite polarity with respect to conventional AB stages.

By copying the current through the resistor Rrgp to the current through
resistor Rap, the following relation is found:

Vsup — VEBap, + VAB — VBE,p, =0 (B.4)

'NB: traditionally two CC stages are used instead of two CE stages
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Figure B.5: The implementation of the nullor forcing Ipgr through @,

or by substitution of the expression for V4p:

VEBas: + VBEsp2 = VEBrers + VBEgers- (B'5)

This is just the expression for AB control. The influence of the supply voltage,
as it is in the AB control voltage, cancels.

In this design Iggp is chosen to be 1 pA. As a result the quiescent current
of the first AB stage amounts to 0.25 uA, @rperi-3 are four times as large as
Q@aB1,2. The quiescent current of the second AB stage is approximately 25p4;
only 1% of the maximum output current. The resistor Rggp is chosen to be
100 k€. In that case the current through the resistor is in the order of the other
currents in the reference source.

The implementation of the current copying from the reference source to the
AB stage is discussed in paragraph B.4.3. The implementation of the nullor,
which forces Iggp through the collector of @rrr1, is depicted in figure B.5.
In principle, the nullor can be implemented by one CE stage [6]. However, as
both outputs of the nullor are required, an inverting and a non-inverting output
terminal must be realized. The two outputs of the CE stage, the collector and
emitter, are not usable due to the low supply voltage. Using a differential pair
for implementing the nullor seems to be the next candidate [6]. However, in
that case two base-emitter junctions are in series for a NPN stage, which is not
possible for a 1 V supply, or the transistors are close to saturation in the case of
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a PNP stage. The combination of two parallel CE stages and a current mirror
for the inversion leads to a convenient solution.

The output stages of the nullor implementation have to be biased as they
must be able to source and sink currents. For a 1.5 V supply the voltage across
Rpprp is approximately +0.2 V (recalling the polarity convention of V45). When
the battery is almost empty, the supply voltage is reduced to 1 V and the voltage
across Rppp is approximately -0.3 V. Therefore, the bias current is chosen to
be about 5 pA to be able to cope with the complete range.

Frequency compensation of the loop comprising the nullor implementation
and transistor Qrpr is realized by pole splitting using pole-zero cancellation
[7]. The closed loop exhibits a second-order Butterworth behavior with a band-
width of approximately 14 MHz. The frequency compensation already took the
influence of the current-copier implementations (to be discussed later on) into
account.

B.4.2 The ’harmonic-mean’’ control

As already mentioned, using strict AB control has the disadvantage of having
transistors with very low biasing currents and thus becoming slow. For AB
stages that are not fed back, this results in an increase in distortion. For this
amplifier, which is fed back, the additional phase due to the switch-on delay
caused oscillations. Therefore, some control analogous to the harmonic-mean
relation has to be used. The product of the two transistor currents must not
be constant but has to increase for increasing output current (which is approxi-
mately equal to the largest of both AB currents). The principal idea is depicted
in figure B.6. In the figure only the first AB stage is depicted, Q@ 4p1 and Q apa.
The AB control voltage is modeled with a single voltage source and a resistor.

Two transconductance stages are placed in parallel to each AB transistor.
Their transconductance is approximately equal to:

1

... B— B.6
Rpy+1/gm (B.6)

Gstage =

where Ry is the feedback resistor of the transconductance stage and g, is
the transconductance of the transistor. Assume the current through @4p; be-
comes relatively large; in that case the output current of its parallel-connected
transconductance stages will also increase. The output current of the transcon-
ductance is fed through the output of the AB-control-voltage source, resulting
in a change of its voltage such that the base-emitter voltage of @52 does not
decrease as much as it did originally. This results in a reduced decrease of its
collector current.

The current must be sunk at one side of the resistor and sourced at the
other side of the resistor. If it was to be sourced or sunk at one side only, the
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Figure B.6: Harmonic mean relation
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input offset current of the complete AB stage, formerly only the base current,
would change sign. Consequently, the overall loop gain of the amplifier would
become positive when it was supposed to be negative. This sign reversal is
signal dependent.

The harmonic-mean relation introduces a loop with a positive feedback. This
can be seen as follows. When one of the two AB currents becomes large, the
product of the two currents is increased by the harmonic-mean relation. This
increase of the product can either cause an increase in the smallest AB current
(this is the required option) or it can increase the current that is already large.
Of course, a mix of both situations is also possible. When the large current
becomes larger (the second option), the harmonic-mean relation increases the
product even further and the current becomes even larger, and so on. This
positive feedback loop must be counteracted by a stronger negative-feedback
loop. This loop must keep the output current of the complete stage under
control. Then the smallest AB current increases due to the harmonic-mean
relation.

To be certain, the loop gain of the positive loop can be kept below one. The
loop gain, T, of the positive loop shown in figure B.6 is approximately given by:

T = Gstage * RAB (BT)

Now, with some straightforward reasoning, approximating expressions can
be found for the behavior of this AB control. The quiescent current of the
first AB stage remains 0.25 Ipgpp, when it is assumed for the moment that
the transconductance stages do not influence the AB control when it is in its
quiescent state. This assumption will be validated in a following paragraph.
In the case of a relatively large signal excursion, the smallest current decreases
the same factor as the largest current increases (for strict AB control) as the
absolute variations in base-emitter voltages of the two AB transistors are equal.
However, for this version of harmonic-mean control, the absolute variation of
the smallest base-emitter voltage can be approximated by:

AVpE =(1-T)AVpg (B.8)

amall large *

The decrease in the smallest base-emitter voltage is reduced by TVpg,,,,.. The
resulting collector current can then be written as:
_ 2-T) ({(T-1)

I¢, e = (0.251RERr) 0 IS Y, (B.9)
For T = 1, the variation of the smallest base-emitter voltage is zero (equation
B.8) as the variation due to the largest base-emitter voltage is completely com-
pensated. Thus, I¢,, ., remains 0.25 Igrgr. In figure B.7 a sketch is shown of
the collector current of @ 4512 as a function of the input current, with the loop
gain T as a parameter.
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Figure B.7: The currents of the first AB-stage as a function of the input current,
with T' as a parameter, when the harmonic-mean control is used (only the
asymptotes are depicted)
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The expression for the loop gain of (B.7) holds when base currents and so
on are ignored. However, due to the asymmetric drive of the amplifier, the base
current of @ 4 g flows through the output of the AB-control voltage source. This
current is in the opposite phase with respect to the current for the harmonic-
mean control from the transconductance stages reducing their influence. In
order to counteract this, the resistors in the transconductance stages at the
PNP side are chosen to be 50 k€2; at the NPN side these resistors are chosen to
be 80 k. These resistors are somewhat smaller than 100 kQ as the g, of the
transistor reduces the complete transconductance, see (B.6).

B.4.3 The current copiers

Now that the AB control has been implemented, attention can be paid to the
implementation of the current copiers. In figure B.8 the AB-control voltage
source is depicted again but now the current copiers are also drawn. The col-
lector currents of transistor @mi1 and @m2 minus the current from their bias
sources equals the current flowing through Rrer. These copied currents flow
through a resistor equal to Rrgr and thus the voltage across Rrgp is copied
and this copied voltage is allowed to float. In principle, the current flowing in or
out at the other side of the resistor has to be copied from @ 4. However, when
implementing the rest of the output amplifier, this current source is in parallel
with the current source for the biasing of the first amplifying stage (see figure
B.9, transistor @; and )2), and does not need to be implemented explicitly.
Transistors @,; and Q.o are required for the following reason. When the
AB amplifier is in its quiescent state, some current already flows through the
four transconductance stages (see figure B.6). These currents result in an ad-
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Figure B.8: The realization of the current copiers

ditional voltage drop across Rap of the AB-control voltage source, resulting in
a quiescent current larger than 0.25 Igrgp. This additional voltage drop can
be taken into account when calculating the quiescent current. However, then
the relation between the quiescent current and Ipgp is not very convenient. It
is better to compensate for this additional voltage drop. The collector current
of ;1 and @2 are approximately equal to the sum of the guiescent currents
flowing through the NPN and the PNP transconductance stages, a scaling of
three and a resistor of 17 k{2 resulted in the desired behavior. This current
is used to cancel the quiescent current of the transconductance stages through
Rap. Now the quiescent current of the first AB stage is equal to Igrgr again,
except for the scaling factor of 0.25, of course.

B.5 The overall-loop behavior

The overall-loop behavior is determined by its dc loop gain, poles and zeros.
When implementing the amplifier with only the two AB stages, the dc loop
gain Af is very low. It is approximately:

0.5R;,

m

AB = BnpnN - Benp- (B.10)
where rris the input resistance of either the NPN or PNP input stage, which
depends on the polarity of the input signal. When Gnpny = 100, Spyp = 80,
0.5RL, = 16§} and r, = 8M1Q, the loop gain is approximately 0.01. This is, of
course, not practical and an additional amplifying stage has to be added. This
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Figure B.9: The implementation of the input stage to obtain acceptable loop
gain

stage adds gain to the loop as it is amplifying. Further, by choosing its bias
current to be larger than 0.25 pA, as it is for the (quiescent) first AB stage, its
input impedance reduces. Consequently, the fraction in expression (B.10) also
increases.

A convenient choice is a current mirror with a scaling factor of ten and a
bias current of the input transistor equal to 1 pA. One half of the amplifier is
depicted in figure B.9. For the sake of clarity, the harmonic-mean control is
omitted in the figure. The loop gain increases due to the gain of the current
mirror by a factor of ten. Due to the lowered input impedance of the input
stage, the loop gain increases by an additional factor of about four hundred.
Due to the output impedance of the current source at the output of the first
stage the loop gain is reduced by a factor of 4. The resulting loop gain is about
10. Frequency compensation is obtained by the pole-zero cancellation networks
at the inputs of @ap1 and Q 4p2. Due to the varying bias current of the AB
stages, the bandwidth of the amplifier varies as a function of the signal. At zero
signal the bandwidth is approximately 100 kHz, i.e. the poles are at 80 kHz +
60j kHz. For a large output signal (1.5 mA peak), the bandwidth is 2.2 MHz
and poles are found at 1 MHz + 2j MHz.
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B.6 The complete circuit

The complete circuit consists of two amplifier halves, one of which is depicted
in figure B.9. To be able to drive a maximum current of about 2.5 mA to the
load, the PNP output transistor (Q 4g3) is chosen to be twenty times as large as
the smallest PNP transistor in the DIMESO1 technology (in order to prevent it
from high-level injection at maximum output current). The maximum output
current is limited by the saturation of the NPN output transistor (2 4p4). The
collector voltage of this transistor is more or less set by the base-emitter voltage
of the input transistor, (J1, via the low-ohmic feedback resistor. This voltage is
about 0.58 V. When sinking an output current of several mA, the base-emitter
voltage of @ 4p4 becomes relatively large and the base-collector junction starts
conducting. @ 4p3 does not have this problem as its saturation current ({g)
is about 200 times as large as the saturation current of Q@ 4ps4. Thus @ sp3
saturates before () 4p4 saturates.

The quiescent current of the first AB stage is approximately 0.2 gA, whichis
slightly lower than the intended 0.25 pA, due to the influence of base-currents.
The currents are bounded at the lower side to about 0.05 pA. For ideal transcon-
ductance stages, the lower bound would have been 0.2 pA as the loop gain was
designed to be 1. However, due to the signal dependency of the transconduc-
tance, see equation B.6, the loop gain is for the relatively small signals smaller
than 1. For this application this poses no problems.

The biasing sources, depicted in the previous figures, are all derived from
one reference current by means of current copiers. For the measurements this
current was supplied by an external source. Later on, when the complete receiver
will be integrated, a master reference source will be made.

B.7 Measurement results

In figure B.10 a chip photo is depicted of the amplifier. The two large parts
are the two amplifying halves and the smaller part is the circuit generating the
AB-control voltage. When measurements were performed, the amplifier exhib-
ited common-mode instability. The reason for this is that when the circuit is
performing normally, the load for each amplifier half is about 15 2. However,
when one half does not function properly, due to startup, for instance, its output
impedance is not low and as a consequence, the load for the other amplifier half
becomes very large. The loop gain of the amplifier half increases by a factor
of 1000 due to this increase in the load impedance. When the complete am-
plifier functions properly, the low load impedance reduces the loop gain by a
factor of 1000. For normal operation, the amplifier was frequency-compensated
to a second-order behavior. However, due to the increase of loop gain, for the
common-mode case, a third pole becomes important, driving the other two poles
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Figure B.10: Chip photo of the complete amplifier
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Figure B.11: Solution to the common-mode instability

into the right half plane. For the measurements this problem was counteracted
by connecting the middle of the load, via a large capacitor, to ground. The
load impedance for an amplifiers half is then determined independently of the
other amplifier half. This large capacitor, however, cannot be used in the final
integrated LW receiver. For that, a redesign has to be done using the principle
as depicted in figure B.11. The two input stages, each comprising @;, and @,
(see figure B.9), are combined into one differential stage. The dotted drawn am-
plifiers represent the AB stages. For common-mode signals the input impedance
of this stage is determined by the impedance of the tail-current source which
can be rather high. For an Early voltage of 50 V, the impedance of both input
terminals to ground is about 50 M as only 1/22 part of the leakage current
through the impedance of the current source is seen (fiai =22 pA). At the
output of the amplifier a relatively small capacitor will introduce a relatively
low-frequency pole, reducing the common-mode bandwidth. However, the in-
put impedance to ground has a pole at a frequency equal to the frequency of
the pole in the impedance of the current source. Thus, beyond this frequency
the common-mode loop gain increases (a zero). To be able to counteract the
increase of loop gain found by a factor of thousand, the pole at the output of
the amplifier has to be a factor of a thousand lower than the pole in the current-
source impedance. This can be done with relatively small capacitances (a few
pF). Of course, this low-frequency pole is not seen in the differential mode loop.
The additional capacitor at the output only loads the much lower differential
mode impedance, shifting the corresponding pole a bit downwards, making a
reexamination of the frequency compensation necessary, of course.

In figure B.12 the spectrum of the output signal is depicted for an output
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Figure B.12: The spectrum of a 1 mA output current at 1 kHz

signal at 1 kHz with an amplitude of 1 mA. The total harmonic distortion (using
the harmonics up to 20 kHz), remains below to 0.9 %. This figure is more or
less independent of the supply voltage. This figure was measured for a supply
voltage of 1 V. Increasing the supply voltage to 1.5 V resulted in an improvement
of some tenths of a dB.

Figure B.13 depicts the transfer as a function of the frequency with the
amplitude of the input signal as a parameter. The amplitude of the input signal
was logarithmically varied from 3.5 pA to 20 gA in steps of 4 dB. The bandwidth
varied from 100 kHz to 300 kHz. The bandwidth was lower than expected due
to the larger parasitics. The frequency compensation, however, proved to be
good enough.

Finally, in table B.1 an overview of the measurement results is given.

B.8 Conclusions and discussion

In this appendix the design of a low-voltage low-power negative-feedback class-
AB amplifier is described. The supply voltage can be as low as 0.9 V. The
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Figure B.13: The transfer as a function of the frequency with the amplitude of
the input signal as a parameter

Supply voltage 09V-15V
Total quiescent current ~ 100p A
Maximum output current > 2.5 mA
THD @ 1 kHz and I,,s=1mA, V,,;, =1V | 0.9 %
Bandwidth I, =35 pA =~ 100 kHz
Bandwidth I,,; =200 pA =~ 300 kHz
Chip size 3 mm?

Table B.1: Performance of the amplifier



BIBLIOGRAPHY 245

quiescent current of the amplifier is only 100 pA, whereas the maximum output
current is greater than 2.5 mA. The amplifier is capable of driving an earphone
with an impedance of 30 €. The quiescent current of the output stage is only
1% of the maximum output current.

This low quiescent current, relative to the maximum output current, is ob-
tained by using class-AB biasing for the last two stages of the total of three
stages. To prevent the transistors from becoming too slow, which is inherent in
strict class-AB operation, a new type of implementation of the harmonic-mean
relation is described.

Due to the low-voltage constraint, the circuit for controlling the AB voltage,
in order to obtain the harmonic-mean relation, is realized in an indirect way.
This is necessary since it is not possible to stack conducting junctions between
the supply rails.

The chip showed a common-mode instability, which for this chip was solved
by grounding the middle of the load with a relatively large capacitor. For
the final LW receiver, a balanced input stage is discussed which protects the
amplifier from common-mode instability.
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Appendix C

The Effective Q versus the
phase shift

In this appendix the effective Q of a resonator is calculated as a function of its
detuning phase. The starting point is the impedance of the intrinsic resonator:

Zs =3Ls+ +Rss (Cl)

1
sC,
where s is the Laplace variable, L;, Cy and R, are the inductor, capacitor and
resistor of the series resonator, respectively. The phase shift, ¢, as a function of
the frequency, is given by:

wR,C, ﬂ'
qb = arctan (m) — E (C?)
The quality factor as a function of the frequency is defined as:
1 d¢
QW) =5 w: == (C3)
Applying this to equation (C.2) yields:
R,C 23R, C3L,
1 [—_‘"m—b- + W]
Qs(w) = 3 R.C . (C4)
1+ (l—w!L,C,)
From equation (C.2) it follows that:
T _ wRCs a
tan (¢ + 2) = g © tan(a). (C.5)
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Applying this in equation (C.4), yields the following for the effective quality
factor:

Qess = %cosg(a) - {t&n{a} +2. iRy -tan(a)| . (C.6)

From equations (5.45) and (5.49), the following expression can be found for the
frequency of oscillation, wys,:

. . (C.7)
\/1 _ tan!a—«{?!

Wose =

QJ
Substitution of this expression in equation (C.6), yields:

oLs

1 w
Qess = 2 cos” () lt'a'n(a) +2 Rs\/l _ tan!z—;w@!

. tan{a)| . (C.8)

Now assuming that 0 < ¢ € F or 0 < a — 7 < §,yields:

Qeff = cos” (@) - Qs. (C.9)



Appendix D

Design example:
second-order compensated
BGR

D.1 Introduction

In this appendix a design example of a second-order compensated bandgap
reference [1] is described. Key issue for this design example is the compensation
of the temperature behaviour by means of a linear combination of base-emitter
voltages.

The basic structure used for the second-order compensated bandgap refer-
ence is given in Figure D.1. The design objective is a reference voltage of 200
mV. From temperature compensation the scaling factors can be found to be
[equations (6.40) and (6.41)]:

* Q) = 0.81

T —vm

Torar &@ :

Figure D.1: A linear combination of two base-emitter voltages, a; and a; are
the two scaling factors

oL
B>
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e ar = 0.64
For this design the following design parameters were used:

o Igy =1Igy = 18aA

[ ] 'I} = 3
o Io; = 15uA
o Ico =0.2pA

In the subsequent sections realistic implementations of the separate building
blocks of figure D.1 are given. At the interface between two blocks, special
attention is paid to the possible interaction between the two blocks.

D.2 The design of the Vg generator

In chapter 6 is was shown that the relation between the base-emitter voltage
and the collector current is important. Therefore, the collector current has to
be biased accurately. A bias circuit is needed that makes the collector current
equal to the desired value.

The base current of a transistor has a temperature dependency that is differ-
ent than that of the collector current. Therefore, the base current is not allowed
to have effect on the collector current. The bias circuit has to supply the base
current.

Further, the load current of the base-emitter voltage generator must not
influence the collector bias current. The bias circuit has to supply the load
current too.

Finally, to be able to ignore the forward Early effect, the bias circuit of the
base-emitter voltage generator has to make V., = 0.

The biasing of the transistor is depicted in Figure D.2. A nullor is used
for the biasing circuit. A nullor is a two-port that regulates the input voltage
and current to zero by regulating the output voltage and current (see also [2]).
The input current of the nullor is zero so the bias current I¢ flows completely
through the collector. The base and the load current are supplied by the nullor.
Further, the input voltage of the nullor is zero, resulting in a zero base-collector
voltage.

The next step in the design is to implement the nullor with a circuit. See
Figure D.3.

For the input stage of the nullor implementation (a differential pair), MOS
transistors are preferable because of the absence of input bias currents. However,
the available process was a bipolar process so bipolar transistors had to be used
here.
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Figure D.2: The base-emitter voltage generator with a nullor for the biasing
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Figure D.3: The base-emitter voltage generator with a circuit implementation
for the nullor




252 APPENDIX D. DESIGN EXAMPLE: 2"@ ORDER BGR

To minimize the influence of the input bias current I3;,4, and the load current
I1oad, @ second amplifying stage (a CE-stage) is used. To prevent the differential
pair from saturating at lower temperatures, an NPN is chosen for this second
stage.

To determine the optimum values of the bias currents, the equivalent noise
voltage at the output of the base-emitter voltage generator is examined. The
equivalent noise power density spectrum Sy,, (in V?/Hz) at the output of the
Vie generator is approximately: '

Sw., = 2kTr, (D.1)

with (re, = kT /qlc,) and I¢, the collector bias current of @;, and it is indepen-
dent of the noise contribution of the other transistors. Hence the bias current
of the input stage of the nullor implementation can be chosen to be very small
in order to obtain negligible input bias currents. Expression (D.1) assumes that
low-noise current sources are available.

The value of the bias current of the output stage is based on the load and
the base current of @;.

The available voltage for the tail current source of the differential pair is
very small. To obtain some extra voltage, the emitters of the transistors of
the differential pair are enlarged. For each time the emitter area increases by a
factor 10, 60mV is obtained. When MOS transistors with low threshold voltages
are available, the available voltage for the tail current source can be made large
enough without the need to enlarge transistors.

High-frequency stability is obtained by the pole-splitting networks R¢1, Cen
and Rgg,Cea for the circuit generating Vje; . Because ¢); in the circuit gen-
erating Veo is biased at a different current than @; in the corresponding cir-
cuit for V4e1 (resulting in another pole-zero pattern), the pole-splitting network
Re1,Cey has to be replaced by a pole-zero cancellation (the dotted network in
Figure D.3).

D.3 The design of the combiner

The combiner scales and adds the two base-emitter voltages. The scaling of the
base-emitter voltages is realized passively. This passive scaling is implemented
as a resistive divider and is shown in Figure D.4.

The scale factor a; equals:

Ry

= (D.2)

a;

The nullor is realized by a three-stage circuit for obtaining high loop gain.
See Figure D.5. The high loop gain is necessary for reducing the non-linear
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Figure D.4: The combiner for the scaling and addition of the two Vj.s

offset voltage of the differential pair. This offset voltage is in series with the two
scaled base-emitter voltages and is caused by the current from the generator
for Ve, flowing through the output stage of the combiner. To ease frequency
compensation for the third stage a current mirror with a scaling factor of 10 is
chosen.

Because the divider is loaded now with an input bias current Iz of the nullor
implementation (Figure D.5) a voltage equal to

Ve = Ip(Ra21//R22 — Ri1//Ra2) (D.3)

is added to the output voltage Vo.

For the biasing currents the noise behavior is examined. All relevant noise
sources (Figure D.6) are transformed into an equivalent noise source V., at
the output with a power spectrum (V?/Hz):

SVn.eq = SRII;RIQ T SRE];RE2 aa SQA Qe T stq =+ SV:,Q
= 4kT[R11//Riz + Ra1//Raz + 0.5(re, + Tep + aire, + adre,)] (D.4)

with r, , = kT/ql¢, , of the input transistors @4 and @p.

To minimize the noise power at the output, each part of the combiner circuit
should contribute less than the two base-emitter voltage generators contribute.
This means that for the resistors of the dividers should hold:

Ri1//Ri2 + Ra1//Roe < 0.5(air., + ajre,) (D.5)
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Figure D.5: The combiner with a circuit implementation for the nullor
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Figure D.6: The relevant noise sources of the bandgap reference
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and for the bias currents IcQA a5 of the differential pair:

I I,
IGQA-QB >2 (Q¥ICQ + a%fcl ) (D6)

The output of the combiner is the output of the bandgap reference. There-
fore the bandwidth of the output impedance of the combiner has to be as large as
possible. If this is the case, only a small capacitor in parallel with the output is
needed to obtain a low output impedance for the frequencies beyond that band-
width. High-frequency stability is obtained by pole-zero cancellation (R,;, Cp;)
and by resistive broadbanding (Rsr). Although the resistive broadbanding re-
duces the loop gain, this reduction of loop gain has no effect on the offset voltage
of the differential pair because the resistive broadbanding is placed at the node
where the current from the V.o generator is injected. The part of the current
causing the offset voltage is decreased by the same factor as by which the loop
gain is reduced.

D.4 Design of the bias circuits

One of the two base-emitter voltage generators has to be biased with a current
proportional to the absolute temperature, PTAT (8 = 1), the other has to be
biased with a constant current (¢ = ) (see for instance section 6.3.3.4). So,
essentially, two types of bias currents have to be generated. All the other bias
currents can be derived from these two current sources.

D.4.1 The constant current source

The bias current with 8 = 0 is easily derived from the output voltage via a
transadmittance amplifier. However, this introduces a loop (Figure D.7).

To see if there is a unique DC solution for this loop the output voltage as a
function of the current [ is calculated. The output voltage is given by:

Vo=a-bln ({C_?) (D.7)
Is
with @ > 0, b > 0and I¢ = —1I. Further the current / is given by
_Yo
I= R, (D.8)

with R; the feedback resistor of the transadmittance amplifier. The graphically
determined solution of these two equations is shown in Figure D.8. It can be
seen that there is only one DC solution.
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Figure D.7: Bias loop for the biasing of the (V) transistor with a constant
collector current (6 = 0)
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Figure D.9: The transadmittance amplifier

In Figure D.9 an implementation of the transadmittance amplifier, shown
in Figure D.7, is depicted. Again, the nullor is implemented by a three-stage
amplifier. The current mirror (Qmi1 and Qmi2) is necessary to prevent the
differential pair (Q;; and Q;2) from going into saturation. In the case of a
direct connection between the differential pair and the output transistor @, (in
which case the other output of the differential pair has to be used to keep the
loop gain negative), the base-collector voltage of );; would decrease at higher
temperatures due the constant base voltage and the decreasing base-emitter
voltage of @5, which would result in saturation. High frequency stability is
obtained by means of pole-zero cancellation through R, and Cp,.

D.4.2 The PTAT current source

The current source with # = 1 is a PTAT current source. The PTAT current
source shown in Figure D.10 [3] is used. This current source needs a small
current I,y to prevent start-up problems.

In this circuit the current Ippa7 is given by:

kT, T
I =In(2)—— | — D.9
prat = In( )?RPTAT (Tr) (D)

To obtain high-frequency stability pole-splitting is used (Csp and Rsp)
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Figure D.10: A PTAT current source

D.5 The total circuit

The combination of all the sub-circuits yields the circuit shown in Figure D.11.
The start-up current for the PTAT is realized by means of two diodes Qs¢art1,
Qstart2 and a resistor Rgpqpe. This start-up circuit is only applicable in 1V
circuits. For higher supply voltages, more diodes have to be taken in series. In
designing the current sources the temperature dependencies of Rpprar and Ry
were not taken into account. When these dependencies are taken into account
the scaling factors a; and ag slightly change. For exact calculations the system
of equations has to be changed, but this is beyond the scope of this appendix.

D.6 Realization and measurement results

D.6.1 Adjustment of the circuit

Ideally, no errors other than the higher-order temperature behavior of the base-
emitter voltages occur (third and higher). In the previous sections all the ideal
building blocks were implemented by practical circuits, introducing matching
errors (resistor ratios for a; and ap) and absolute errors (device parameters
and the resistor in the PTAT source for example). Hence, the realized circuit
should be adjusted for optimum circuit performance, i.e. for a temperature-
independent output voltage up to the second order.
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Figure D.11: The total circuit of the second-order compensated bandgap refer-
ence
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For the adjustment of the bandgap reference one resistor needs to be trimmed.
This can be the 18kf2 resistor in the PTAT source or the 100k resistor in the
transadmittance amplifier. These resistors determine the collector bias current
of the reference transistors and by that the constant and the first-order term
of the base-emitter voltage. With this adjustment the first-order temperature
behavior can be minimized. A constant error may remain after this adjustment.

In the case of too large matching errors between the resistors implement-
ing the ratios @; and ap or too large absolute errors in 7 or ¢, an additional
adjustment for minimizing the second-order behavior is necessary. This adjust-
ment can be done by trimming one of the resistors of a; and ez, and has to be
done before the first-order behavior is tuned because it affects the first-order
behavior.

D.6.2 Realization

The circuit has been realized at the Delft Institute of Micro Electronics and
Submicron technology (DIMES) in the DIMESO1 process (5GH z, 2um), with
vertical NPNs and lateral PNPs. Typical parameters for the NPNs are: 8y =
100, fr = 5GHz, V4r = 4V and for the lateral PNPs: 8¢y = 75 and fr =
20M Hz. The capacitors are AlQ; capacitors with a value of 0.36f F/um?.

For the frequency compensation of the V4.1 generator the following values
proved to be enough: Reg; = 10kQ), Co1 = 30pF, Reos = Tk} and Cey = 10pF.
For the pole-zero cancellation replacing a pole-splitting network in the Vpea
generator, a resistor of 150k§2 and a capacitor of 30pF" showed to be sufficient.
For the combiner the pole-zero cancellation network is implemented by a resistor
of 10kQ2 and a capacitor of 40pF. The resistive broadbanding is done by a
resistor of 10k{2. Finally, the PTAT source and constant current source are
stabilized by, respectively, 60k with 10pF and 200kQ2 with 20pF.

The resistors for the scaling factors are 32k€, 7.5k02, 25.5k2 and 14.4k42 for,
respectively, Ri1, Ri2, Ry and Ras.

In Figure D.12 a photo of the chip is depicted. On this chip the resistors
Ry1, Ri2, Ra1, Rag, R; and Rprar are made controllable for testing purposes.

D.6.3 Measurement results

The measured output voltage as a function of temperature is depicted in Figure
D.13. Other measurement results are summarized in table D.1.

From calculations on the idealized bandgap reference, a minimum tempera-
ture dependency of 0.22 ppm/K can be found for the corresponding temperature
range. This remaining dependency is a result of the non-compensated third and
higher-order temperature dependencies of the base-emitter voltage. However,
to reach this, the influence of the remaining of the implementation must be
negligibly small.
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Figure D.12: A chip photo of the bandgap reference
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Figure D.13: The measured output voltage as a function of the temperature
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Output voltage (mV) 194.2
Mean temperature dependency [0 °C-100 °C] (ppm/°C) | 1.5
Output impedance (V/A) 43
Supply current (pA) at T=27°C 101
Noise (nV//(Hz)) <80
Line regulation (dB) -80
Total capacitance (pF) 150pF
Chip size (mm?) 3

Table D.1: Performance of the realized circuit

The main causes for the deviation of the realized bandgap reference from
this number are twofold. First, for the lower temperatures the voltage available
for the tail-current source of the differential pair in the summator becomes too
low. Consequently, saturation of this source occurs, and as the differential pair
is not used completely symmetrically, errors are found in the reference voltage.
Note that the 1.5 ppm/K over the complete temperature range of this bandgap
reference is equivalent to a total deviation of only 30 uV, see figure D.13. This
behavior can be improved by enlarging the voltage drop across the current source
or by choosing summation in the current domain; the differential pair and the
current source can then even be removed. The current sources supplying the
currents for the two reference transistors do not introduce errors as their voltage
is at least about 250 mV at 0 °C and thus the errors are negligible, see section
6.7.2.3.

Second, at the higher end of the temperature range, the deviation is mainly
caused by the influence of leakage currents. At about 125 °C a sharp drop in the
reference voltage was found (on the order of several mV over a range of 10 °C),
which influence is already noticeable at 100 °C, see figure D.13. For improving
the bandgap reference in this region, the leakage currents and their temperature
behavior have to be taken into account. In [4] a thorough treatment of the
currents in the bipolar transistor can be found, including saturation currents
(i.e. the leakage currents of PN-junctions).

This bandgap reference was specially designed to verify the feasibility of a
temperature compensation by means of a linear combination of base-emitter
voltages. At the time of the design, the the noise production of second-order
compensated bandgap references was not yet studied in detail. For the bias
current of the two reference transistors a large ratio was chosen as this was
thought to be a correct choice. The total equivalent noise production of the
idealized bandgap reference (sealer, adder and biasing still ideal) amounts to
about 20 nV/v/Hz. One reference transistor was biased at ~415 uA whereas the
other was biased at ~0.2 pA. However, later on from noise minimization was
found, see section 6.5.1.2, that for optimum noise performance the current ratio
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of these two currents should be the same as the ratio of the two scaling factors
(which equals about 0.8 and differs considerably from the used collector cur-
rent ratio). When the optimum ratio for the collector currents is used, equation
(6.65) applies and the minimum noise level for a current consumption of 15.2 uA
is found to be 5.1 nV/v/Hz; about a factor 4 better. As the noise contribution
of the biasing is a relative contribution, the expected noise of the complete opti-
mized bandgap reference, for the same power consumption is about 20 nV/v/Hz
(from table F.1 a ratio of 4 is found between the noise of the idealized bandgap
reference and the noise of the idealized bandgap reference). This is a factor 4
lower compared with the noise production of the realized reference!

D.7 Conclusion

In this appendix the design of a 1-V second-order compensated bandgap refer-
ence circuit has been presented. Only two base-emitter voltages are needed to
obtain compensation up to the second order. One of the transistors is biased
with a PTAT current and the other is biased with a constant current. The
realized circuit has an output voltage of approximately 194mV and the mean
temperature dependency is 1.5 ppm/°C in the range of 0°C to 100°C. The cir-
cuit has been realized in a bipolar process with f; > 5GHz. The total amount
of capacitance is approximately 150pF and the current consumption is about
100pA.
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Appendix E

Optimum ratio of
saturation currents

In this appendix the noise level of a first-order compensated bandgap reference
is minimized, with the ratio of the saturation currents of the two reference tran-
sistors as the independent parameter. The noise of the first-order compensated
bandgap reference can be described by:

=gt (%)~
Ioy [V4(0) = Vrln (-'}gk)r +Ioa [V4(0) - VrIn (’Tﬁfﬁ)r

Icy - Io2 [ln (i’:z ’ %%)]2

(E.1)

In order to simplify the calculations, the relation between the two saturation
currents is defined as:

Is1 = Igs exp(z). (E.2)

Substitution of this expression in equation (E.1) and rewriting the resulting
equation yields:

o [Vg,_(o) - Vrln (%gl) +Vr -a:]2 +Ice [Vé(ﬂ) —Vrin (%35)]2

Icy - Ios [ln (%) - 1]2

SU=C )

(E.3)
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Lj(l ) Llr( 2 ] 17.‘-,".3 “ (151/‘r.":"_’)r"rh‘ernr:m]
[1pxA | 10 gA | 18 aA || 7.66e-102
1 pA | 10 pA | 180 aA || 7.66e-113
10 pA | 1 pA | 18 aA || 7.73e-11
10 pA [ 1 A | 180 aA || 6.14e-12

Table E.1: The optimum ratio of the two saturation currents for given collector
currents and Igs.

where C consists of the constant factors before the fraction of equation (E.1).
The derivative of this expression with respect to z equals:

as, . (V&) - vrin (42)] )
IovIos [in (42 )+:z]3

dz

Iy T
Ve (0)Ic2 + V5(0)Ier — I Vrln (I ) +zlciVr — Ic2Vrn (Icz)] (E.4)
52

52

The solution of ﬁt = 0 is given by:

V4(0 I, I b i/
Zeatreme = — Lo (1+_°2) m( ) sl (i) (E.5)

Vo Im Iss Iy Iy

Transforming this solution to the optimum ratio of saturation currents via:

I
Yextreme = (}i]:‘) = exp[me:l:treme): (Eﬁ)
52/ extreme
yields:
Ici Y . Ic2 (Ic:l)
I I
Yextreme = ( 52) ( S'z) (E.7)

o [0 (5 1)]

In table E some examples are given of this extreme. For these examples it holds
that: V4(0) = 1.2V and Vr = 25 mV. Clearly, the extreme is located at a very
small ratio of the saturation currents. Now it has to be checked whether this
extreme is a minimum or a maximum. For this the sign diagram is derived.
The extreme given in equation (E.7) is the only zero of equation (E.4). Further,
equation (E.4) has a triple pole at:

1
Tiriple—pole = In (%) s (EB)
Cc2



267

X X X ==, ++ + + === =
T T T

0 X Y

extreme pole
Figure E.1: The sign diagram of the derivative of the noise function.

corresponding to a triple pole of ¥ at:
I
Ytriple—pole = T (E9)
a2

This is again the condition for equal base-emitter voltages. In figure E.1 the
sign diagram is depicted. For practical ratios of the collector currents, the zero
is always closer to the origin than the triple pole. It is easily seen that for
very large z and thus y, the derivative is negative, yielding the signs of the
derivative as given in figure E.1. Thus the extreme found is a minimum and
the triple pole corresponds to a maximum (which was already found before).
Of course, the minimum is at a very impractical ratio. In practical cases, the
ratio of the two saturation currents will be relatively close to the pole. As the
pole corresponds to a maximum, the noise reduces for ratios going away from
this pole. The remaining question to be answered is, do I have to choose a ratio
that is larger or a ratio that is smaller than the ratio corresponding to the pole?
That is easily found from figure 6.11. When I¢;/I¢2 > 1, for the saturation
currents the following must hold: Igy/Is2 < 1. Thus the largest transistor gets
the smallest current.



Appendix F

Design example: first-order
compensated BGR

F.1 Introduction

In section 6.5.1.1 the noise behavior of an idealized bandgap reference was
treated. In this appendix a design example of a practical low-noise bandgap
reference [1] is described to determine which parts of the implementation con-
tribute in what extent in addition to the noise, so that the fundamental limit is
not reached.

First attention is paid to the basic structure of the bandgap reference and
subsequently the constituting blocks are implemented one by one. Via simula-
tions the noise performance is verified.

F.2 The basic structure of the design example

For this design example a simplified structure is used. This structure is obtained
by shifting one scaling factor out of the bandgap reference (cf. section 6.8). In
figure F.1 the block diagram of the example bandgap reference is given. The
block diagram is found from figure 6.7 by shifting sealer az through the summing
node and subsequently deleting this sealer at the output. As the sealer aj is
temperature independent the newly created reference voltage is also temperature
independent (Vigp = VrRer/az). Here it is assumed that sealer as is negative
and a@; is positive. Thus the summing node has to subtract Vgga from the
scaled Vgg1. For this block diagram the noise optimization of the previous
sections still holds. Scaler ag does not contribute any noise in the optimization.
So, when the ratio of the reference voltage Vrgr and the noise voltage at the

269
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Figure F.1: Block diagram of a simplified first-order compensated bandgap
reference
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Figure F.2: Implementation of the bandgap reference at nullor level

output of as (figure F.1) is optimal, the ratio at the input of a2, Vige/Unoise,
is also optimal.

With shifting out one of the scaling factors the number of degrees of free-
dom is reduced by one. However, as for the first-order compensated bandgap
reference one degree of freedom less is used compared with the special situation
for the second-order compensated bandgap reference, the reference voltage can
still be freely chosen.

The remaining scaling factor is totally determined by the first-order com-
pensation. The new scaling factor equals the ratio of the two previously used
scaling factors

V& — VeE2
=4 7 F.1
V& = Vee (F.1)

and when the two base-emitter voltages are given the reference voltage is fixed
(Vrer = aVBg1 — VaE2)

In figure F.2 the first step down to a total implementation is given. Transistor
Qren1 and Qyepz are the transistors used for the generation of the two required
base-emitter voltages. Nullor 1 forces the base-collector voltage of Qrer1 to zero
in order to minimize the influence of the forward Early effect. Further, the input
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current of the nullor is zero and thus the current from source I flows completely
through the collector lead of Qeq. Finally, the nullor buffers the base-emitter
voltage such that load currents do not influence the base-emitter voltage. Nullor
2 performs the same as Nullor 1 does, but now for transistor Qyes2.

For this example the scaling ratio of the two reference transistors is chosen
to be 1:10. The resulting optimal current division follows from equation (6.59)
as 1:028. When a current consumption of 1.25 pA is chosen the two collector
currents needs to be approximately

IC'n_u =1 :UA! (FQ)
0.25 pA. (F.3)

i

ICre Iz

The biasing point is chosen somewhat beside the optimum in order to get a
convenient scaling ratio between the two bias currents. But as the noise-versus-
current-division graphic is relatively flat, the influence up on the noise level is
negligible (figure 6.11). For transistor 1 a transistor with a saturation current of
Is=16 aA is used '. Then the reference voltage equals to (V4=1.19 V):

Vhgr ~ 206 mV. (F.4)

The design is done for integration in the DIMESO1 process [2], which is a
bipolar process. In the next section the two base-emitter voltage generators will
be implemented.

F.3 Implementation of the two Vg generators

The implementation for the first base-emitter voltage generator is given in figure
F.3. Although the differential pair seems to be the obvious choice for the input
stage of the nullor implementation, it is not used here. As the voltage at the
emitter nodes of the two transistors becomes relatively low, the implementation
of the tail current source is hampered. However, when a CE-stage is chosen as
an input stage this problem does not exist. But now the base-collector voltage of
Qref1 1s in the order of 0.1 V. Fortunately, the error introduced via the forward
Early effect is still negligible because of the relatively high forward Early voltage.
A current mirror is used to obtain a negative loop gain. The noise introduced
by the nullor implementation is negligible because of the gain of the reference
transistor. Frequency compensation is obtained by the pole-splitting network
Rgp1 and Cypr.

The implementation of the second base-emitter voltage generator is depicted
in figure F.4. For this nullor implementation the drawback of the use of a dif-

'In this value the influence of a reverse Early voltage of Var=4 V is incorporated.
Is with-Var = Is—without~v4p (1 — VeE/Var). For small variations in Vpg the last
factor can be assumed to be constant.
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Figure F.3: Implementation of the first base-emitter voltage generator
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Figure F.4: Implementation of the second base-emitter voltage generator
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Vee

QDU[

Figure F.5: The negative-feedback voltage amplifier

ferential pair as input stage is not apparent because the common-mode voltage
of this nullor is 200mV higher than it is for nullor 1. As the differential pair has
a non-inverting output, no additional stage is needed to obtain a negative loop
gain. Without additional frequency compensation components the circuit al-
ready showed an acceptable frequency behavior. As for the Vgg; generator, the
noise is predominantly determined by the collector shot noise of the reference
transistor.

At this point of the design the total noise power density of the (idealized)
bandgap reference equals:

Soutput = 2kT(agfe1 +7e2) = 342 [I'IV]Z/HZ (F.5)

with 7. = kT'/qlc. In the next section an implementation shall be made for the
scaler.

F.4 The implementation of the scaler

In figure F.2 the scaler was implemented as a negative-feedback voltage ampli-

fier. This voltage amplifier is depicted again in figure F.5.
The voltage gain A,, is set by the ratio of the two resistors as
Ry

Ay =1+ —. F.6

w=1+ 5 (F.6)

The input offset voltage of the nullor implementation is directly added to

the reference voltage. So, this offset voltage must be as small as possible. Con-
sequently, for the input stage a differential pair is chosen.

The output of the scaler has to supply for the current through the feedback

network and the input current of the Vpgs generator. The current through



274 APPENDIX F. DESIGN EXAMPLE: 1** ORDER BGR

the feedback network is related to Vgg; and thus temperature dependent. The
input current of the Vggs generator equals its load current, as the generator
acts as a floating voltage source, plus an input offset current. This input offset
current is also temperature dependent. Thus the total load current of the scaler
is temperature dependent. Transistor Qg 1S used to supply this load current
and to reduce the influence of this current on the input offset voltage.

The equivalent input noise power density of the scaler equals

Ssca!er‘ = 4kT(R1//R'Z + Te) + quB * (Rl//R2)2 (FT)

The first term is due to the thermal noise of the feedback network and the equiv-
alent voltage noise of the input stage. The second term is due to the equivalent
noise current of the input stage. A minimum exists for the noise contribution
of the input stage. For increasing collector current the equivalent voltage noise
of the input stage decreases, but the influence of the equivalent current noise
increases, and vice versa for a decreasing collector current. Thus a minimum
is obtained when for a small change in collector current the change in equiva-
lent noise voltage of the input stage is compensated for by the complementary
change of the equivalent input noise current. As the influence of the input noise
current is dependent on the feedback resistors, this minimum is too.

For the noise due to the feedback resistors it holds that the lower the resistor
values are, the less the noise contribution is. But as the voltages across those
resistors are determined by the base-emitter voltages, the current consumption
is directly related to their noise performance. For a lower noise contribution a
higher current consumption is required.

For the current consumption of the resistors as a function of the base-emitter
voltages it holds that

VBE1

Ipp = R (F.8)
in which Igy is the current through the feedback network. The influence of the
equivalent input noise voltage of the scaler on the noise at the output of the
reference is found by multiplying by the scaling factor a. As the scaling factor

is given by
V& —Vem
V& —Vem

and the practical base-emitter voltages are limited to a relatively small range,
the factor is more or less independent of the base-emitter voltages.

Concluding, the noise contribution due to the feedback resistors can only
be reduced, reasonably, by increasing the current consumption. A compromise
has to made between the current consumption and noise contribution. For the
feedback resistors the following values are chosen

(F.9)

Ri = 500k, (F.10)
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VaE, voltage amplifier BEz

Figure F.6: The total circuit of the bandgap reference

Ry = 500kQx*(1-a)=~86.2kQ, (F.11)
Iy, =~ 1.3 pA. (F.12)

Resistors of this value are readily available in current technologies. Because
the resistors set an amplification factor, only the matching is important. For
these resistors the current consumption is approximately equal to the current
consumption of the two reference transistors. The noise contribution is of the
same order.

Now that the feedback resistors are known, a noise minimization for the
input stage can be performed. Doing so, an optimal collector current of 3.5
iA for each transistor of the input stage is found. In that case the equivalent
noise resistor of the input stage amounts to 15 k{2, which is negligible. But
the current consumption is relatively high and thus a lower collector current
is chosen: 0.5 pA for each input transistor. Now the equivalent noise resistor
equals 100 k2 and the noise contribution is of the order of the noise due to the
Vg2 generator.

The high-frequency behavior of the sealer is compensated by a pole-splitting
network.

F.S5 The complete circuit

Now al the parts have been implemented, the bias circuitry is designed. The
total schematic of the bandgap reference including bias circuitry is depicted in
figure F.6.

The bias currents are referred to a PTAT current generated by the difference
of two base-emitter voltages QpraTi and QpraT2, together with Rprar. The
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noise contribution of this part to the noise of the bias currents is given by

4kT Te
Siptat = pioild +1). F.13
Pt = Rprar (RPTAT ( )

To realize a negligible contribution to the noise, the currents in the PTAT
source need to be relatively large (re,,,.,.. < Te,Qres1,2) and a large difference
in the base-emitter voltage is needed in order to be able to use a high value
for Rprar. In contrast, the noise due to the current mirrors on the top of the
PTAT source and the transistors implementing the current bias sources can not
be made negligible because of the power supply voltage of only 1 V. For this
design example the 1 V power supply voltage is a constraint. Thus lowering the
influence of the noise of the PTAT current source must be done by increasing
its current consumption.

As a compromise between current consumption and noise contribution, the
following values are used for the PTAT source

Iprar = 0.25 pA, (F.14)
AVBE.PTAT = 18mV @ 300 K (scaling 1: 2), (F.15)
Rprar = T71.7kQ. (F.16)

Startup is secured by the two diodes Qgary and a resistor Rgpart -

A simulation result of the temperature behavior of the total bandgap refer-
ence is given in figure F.7. The mean temperature dependency equals 20 ppm/K
for 0 °C to 100 °C and the current drain is &~ 5 pA from a 1 V power supply.
The output voltage differs slightly from 206 mV as was calculated before. This
is caused by the trimming that was required because of a small temperature-
dependent input offset voltage of the voltage amplifier. This trimming resulted
in a small change of the nominal value. The cause of the small input offset
voltage is twofold.

Firstly, the influence of the load current of the scaler is not totally negligible.
This influence can be reduced by adding a third amplifying stage. But problems
can be expected with the frequency compensation.

Secondly, the mismatch between the tail-current source and the current from
the PNP current source of the differential pair is such that it results in a non-
negligible offset voltage at the input. This mismatch is predominantly caused
by the error due to the base currents in the mirror factor of the NPN mirror
Qm: and Qma. This error can be reduced to a negligible level by connecting
Q1 via amplifier stages as a diode (compare to the reduction of the influence
of base-currents in the Vgg; generator). But as this bandgap reference is only
a demonstrator for low-noise design, these measures are not taken.

In figure F.8 a simulation result of the total noise contribution of the bandgap
reference is depicted.
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Figure F.7: Simulation of the temperature behavior of the total bandgap refer-
ence
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Figure F.8: Simulation of the noise at the output of the total bandgap reference
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The total noise amounts to approximately 166 nV/v'Hz. The contributions
of the different parts of the bandgap reference are given in table F.1

I Part ']'Contribution [

VBE1 generator 15 nV/vHz
Ve g generator 30 nV/\/-ﬁE
Voltage amplifier | 54 nV/v/Hz
Biasing circuit 153 nV/v/Hz
" Total 166 nV/v/Hz

Table F.1: The noise contributions of the different parts of the bandgap reference

Note that the noise contribution of the biasing circuit is relatively large.
This is inherent in low-voltage design (in this case 1 V). All the transistors used
for the biasing contribute at least 2qI¢ noise to the bias currents and the PTAT
current source makes an additional contribution to the noise. Noise contribution
can be minimized when emitter resistors are used. With the emitter resistors,
the noise contribution can be reduced to 2¢fg. However, to reach this, relatively
large resistors and thus a relatively high voltage for a given current, is needed.
It can be calculated fairly simple that in order to obtain a noise contribution of
4qlp, which is still negligible, the voltage across the emitter resistors needs to
be approximately 5 V. A closer look shows that a considerable reduction of the
noise contribution is already obtained for about 100 mV across the resistors.
Then the noise power of the biasing can be reduced to about 5 % of the original
level, see equation (6.78).

Thus one can say that the performance versus power consumption of bandgap
references is not degraded that much by the 1 V power supply constraint. For
1 V design, the influence of the bias sources on the noise behavior can be ac-
counted for by just a factor. Of course this factor depends on how the bias
circuit is designed.

The bias circuit not only contributes to the noise by its own shot noise.
Noise from the power supply penetrates through the practical bias sources to
the output of the bandgap reference and contributes to the noise as well. The
sensitivity of the bandgap reference to power supply noise is determined by the
implementation for the bias sources (how much noise is injected) and the transfer
of the injected noise to the output (what is seen of the injected noise). At
relatively high frequencies in particular it is hard to make a good implementation
of the bias sources such that the injected noise is kept low. When the injected
noise is predominant at high frequencies, additional measures in the bandgap
reference circuit have to be taken such that noise injected at different nodes
cancel at the output of the bandgap reference or are attenuated in the bandgap
reference. These measures can be done independently of the noise optimization.
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Besides the noise contribution due to the bias circuit, the noise of the scaler
prevents the bandgap reference from reaching the fundamental limit. As was
pointed out, more current through the feedback resistors and input stage reduces
the noise contribution of the scaler. But the noise of the idealized bandgap
reference (the two base-emitter voltage generators) also decreases when larger
currents are used. Thus in the division of the total current between the two
base-emitter voltage generators and the scaler there is an optimum at which the
total noise level is minimal. The noise optimization described by the strategy
in this appendix will not be far from this global optimum. This is because
the noise performance of the scaler is only slightly influenced by the values
of the base-emitter voltages of the reference transistors [via the scaling factor
equation (F.1)]. Thus when noise of the two base-emitter voltages and the scaler
are minimized separately and their levels are comparable, the total noise level
will be close to the global optimum.

F.6 Conclusions

In this appendix a design example was shown of a special structure of a first-
order compensated bandgap reference. For this design noise minimization was
the key issue, i.e. how close can the noise level be to the noise level of the
idealized bandgap reference.

For this example it was found that the noise contribution of the voltage
amplifier, implementing the single scaling factor, is easily made on the same
order of magnitude as the noise contribution of the idealized bandgap reference.
On top of that it was shown that the noise contribution due to the biasing
circuitry is easily made small compared with the noise of the rest of the reference.

The designed bipolar bandgap reference has an output voltage of about
200 mV and the mean temperature dependency is & 20 ppm/K for 0 °C to
100 °C (which is a direct consequence of the first-order temperature compen-
sation). The output noise density equals 166 nV/vHz. The total current
consumption is 5 pA.
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