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Abstract

Considerable research effort in the field of microelectronics pushes towards the realization of
fully monolithic, chiefly digital, RF transceivers — with the ultimate objective being the
implementation of small, inexpensive, low-power communication devices that are robust,
testable, and capable of handling multiple communications standards. Two-path zero-IF
architectures and single-path bandpass-AZ-based architectures strive to attain these dual goals,

but neither effectively achieves both.

This thesis proposes a low-1F receiver architecture, which, with modern quadrature image-
reject mixers and strategic IF placement, offers aviable solution for realizing digital, monolithic
receivers. A critical, and heretofore non-existing, component of such a system — and indeed of
any receiver that uses image-reject mixing to aleviate off-chip filtering requirements — is one

that efficiently performs bandpass A/D conversion on quadrature signals.

A quadrature variant of a bandpass delta-sigma (AX) modulator is thus proposed, which
offers significant theoretical and practical performance advantages over the alternative of a pair
of traditional bandpass A~ modulators. The design of the transfer functions, systems and circuits
needed to realize quadrature A>X modulators are explored. Non-ideal effects are examined,
interpreted, and combatted.

Unique code-driven layout techniques facilitate the implementation of a fourth-order
prototype quadrature bandpass A~ modulator in a 0.8-um CMOS process. Clocked at 10 MHz,
the IC converts narrow-band 3.75 MHz | and Q inputs, attaining 62-dB maximum SNDR and
67-dB dynamic range — true 10-bit accuracy — in 200-kHz (GSM) bandwidth. Moreover, the
IC clearly demonstrates many of the theoretical predictions. Power consumption is 130 mW at
5V. Diesizeis 2.4 x 1.8 mmZ.
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CHAPTER

Introduction and
Thesis Outline

Considerable research effort in the field of microelectronics pushes towards the realization of
fully monolithic, chiefly digital, RF transceivers — with the ultimate objective being the
implementation of small, inexpensive, low power communication devices that are robust, testable,

and capable of handling multiple communications standards.

The goa of monolithic implementation has led to zero-IF architectures, which utilize
guadrature mixing in the transcelver front end to reduce the passive RF image-reject filter
requirements. Many problems limit their usefulness, however, resulting in other architectures that
concentrate more on the goal of digital realization — tending towards the use of bandpass analog-

to-digital conversion as soon after the antenna as possible, typically at an IF stage.

This thesis proposes a low-IF receiver architecture, which, with modern quadrature image-
reject mixers and strategic |F placement, offers a viable solution for realizing digital, monolithic
receivers. A critical, and heretofore non-existing, component of such a system — and indeed of
any receiver that uses image-reject mixing to alleviate off-chip filtering requirements — is one
that efficiently performs bandpass A/D conversion on quadrature signals. A quadrature variant of
a bandpass delta-sigma (AX) modulator is thus proposed, which offers significant theoretical and
practical performance advantages over the alternative of a pair of traditional bandpass AZ

modulators.



The design of the transfer functions, systems and circuits needed to realize quadrature AZ
modulators are explored. Care is taken in the development of a robust prototype IC. Pertinent
issues range from the study of non-ideal effects, and techniques with which to combat them, to

sound I C circuit design, layout, and testing techniques.

1.1 ThesisOutline

Chapter 2 provides background information on bandpass delta-sigma modulation, complex
signals and complex filters, and radio receiver spectra and architectures; all three topics are relied

upon in later sections of the thesis.

Chapter 3 presents a low-IF receiver architecture that provides a viable solution for realizing
single-chip radio receivers. A new quadrature bandpass A~ modulator is proposed which is a
tailor-made fit for the low-1F receiver — indeed, for any system that requires A/D modulation of
narrow-band quadrature signals. A general quadrature A>X modulator structure is shown, and a
genera design methodology discussed. Examples and theory are presented that contrast real and
guadrature modulator performance, both for converting complex and real inputs. Under ideal
conditions, the quadrature variants are shown to have significant performance advantages.

Decimation and anti-aliasing techniques are discussed.

Chapter 4 examines the effects of mismatch upon quadrature AZ modulator performance. A
simple complex bandpass filter is first subjected to mismatch and examined in detail. These
results are then applied to the more intricate case of a non-ideal fourth-order quadrature feedback
system. The quadrature-modulator versus real-modul ator performance comparison is again made,
but this time with the influence of coefficient and amplifier non-idedlities. It is seen that the
guadrature modulator loses much of its performance advantage due to the severe effects of

mismatch.

Chapter 5 describes an improved modulator that uses techniques revealed by the studies of
Chapter 4 to dramatically minimize the effects of non-idealities. The design procedure for such a
modulator is given, and the various allowable trade-offs discussed. The improved modulator is
compared for SNR performance against a pair of real bandpass modulators, this time easily

maintaining its distinct advantages in the face of mismatch.



Chapter 6 describes the steps undertaken to realize a silicon implementation of the improved
guadrature bandpass A~ modulator. First, the overall switched-capacitor architecture is presented
and its operation explained. Then, constituent circuitry is discussed and simulation results are
shown. Finally, a code-driven layout methodol ogy is introduced, layout blocks are shown, and the

advantages and disadvantages of the automated |ayout technique are outlined.

Chapter 7 describes the experimental testing of the integrated circuit. The pin connections of
the IC are outlined, a circuit board is shown that houses the IC, and the test set-up is introduced
and described. Experimental data is collected, analyzed, and discussed, showing the IC to be a
true 10-bit analog-to-digital converter suitable for operating on complex input signals.

Improvements are suggested for a next-generation version of the IC.

Chapter 8 concludes the thesis and makes suggestions for further research.



CHAPTER

Background Theory
and State-of-the-Art

This chapter provides background information on bandpass delta-sigma modul ation, complex
signals and complex filters, and radio receiver spectra and architectures; all three topics arerelied

upon in later sections of the thesis.

Noise-shaping, or delta-sigma, modulators are well known for their ability to provide robust
analog implementations of analog-to-digital converters for narrow-band input signals.
Historically, the technique has been widely used for low-frequency input signals in high-fidelity
audio circuitry and high-precision instrumentation devices. Within the last five years, bandpass
variants have become popular for performing A/D conversion on narrow-band signals in radio

receivers. Bandpass delta-sigma modulators will be discussed, and their benefits outlined.

In communication systems, it is often beneficial to think in terms of complex signals and
complex systems. Complex signals are represented by pairs of real signals, and can befiltered and
manipulated as are real signals. Complex filters are physically realizable using standard, redl,
filter sections. This section will attempt to take some of the mystery out of the world of complex

signas and filters, and will introduce necessary terminol ogy.

Lastly, architectures that are often considered for digital and monolithic radio-receiver
implementations will be described, and contrasted against the traditional analog superhet receiver.
The spectra that occur in the mixing processes in such receivers, and the implications of those

spectra, will be discussed.



2.1 Bandpass Delta-Sigma Modulation

In a bandpass delta-sigma (A%) modulator [1]-[21], bandpass filtering and feedback around a
low-resolution quantizer shape the noise spectrum, which, along with oversampling, facilitates
accurate A/D conversion on narrow-band input signals. Bandpass A% modulators operate in much
the same manner as lowpass AZ modulators and retain many of their advantages over
conventional Nyquist-rate converters. These advantages include inherent linearity, reduced anti-

aias filter complexity and robust analog implementation [20].

2.1.1 Bandpass Modulator Design

A bandpass A> modulator can be constructed by connecting afilter and quantizer in aloop as
shown in Fig. 2.1. The resonator may be implemented as a discrete-time filter using, for example,
switched-capacitor (SC) or switched-current (Sl) technology, or it may be implemented as a
continuous-time filter using, for example, LC or G,,,C filters. The quantizer may be single-bit or
multi-bit and the loop may use multiple quantizers [20], though realizations to date are typically

single-bit, single-quantizer ones.

Quantizer

x(n) Resonator |—p J_ » Y(N)
— to the digital
filter/decimator

Fig. 2.1 A bandpass noise-shaping feedback loop.

Fig. 2.2 shows the simulated output spectrum of the one-bit output stream, y(n), of a fourth-
order bandpass A~ modulator with a half-scale sinusoidal input. As this figure shows, the in-band
sine-wave input is faithfully reproduced, yielding a spectral line inside a noise valley, but outside
this valley large amounts of quantization noise (which have been “pushed” to out-of-band
frequencies by the filtering action of the loop) would dominate any out-of-band signal

components.
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Fig. 2.2 (@) The 8k-bin output spectrum of a fourth-order modulator with a-6-dB peak
input (relative to the DAC feedback levels). (b) The in-band region of the
spectrum (the oversampling ratio is 91).

This particular modulator spectrum is that of the pioneer monolithic implementation of a
bandpass AX modulator [4,5,6 Jantzi]* which accounts for the relatively relaxed frequency
specifications (sampling rate f, = 1.82 MHz, center frequency f, = 455 kHz, and bandwidth
f, = 10 kHz). The modulator is fourth order, giving the output spectrum two in-band noise-
shaping notches that are visible at approximately 452 kHz and 458 kHz in the spectrum in Fig.
2.2(b).

To make a complete bandpass ADC system, a post-filter and decimator are needed. These
digital blocks remove the out-of-band quantization noise, lower the data rate and trandlate the
signal to baseband. Thus, the structure and operation of bandpass converters are in many ways

analogous to those of lowpass converters.

One major difference (and an obvious one for those familiar with filter design) is that,
whereas an Nth-order lowpass modulator achieves Nth-degree in-band noise shaping, an Nth-
order bandpass modulator achieves only degree-N/ 2 in-band noise shaping (since its collection
of noise-shaping zeros is divided between the positive and negative frequency bands). Thus, the

signal-to-noiseratio (SNR) of bandpass modulators — as predicted using the linear model, which

1. Inorder to highlight the author’s work within this research area, papers by the author are
noted in the referring text as [1 Jantzi], for example.



is described below — increases at 3N+3 dB for each octave increase in oversampling ratio, half

of the 6N+3 dB/octave increase seen for lowpass modulators.

2.1.2 ThelLinear Modd

Modeling the quantizer in Fig. 2.1 as an additive noise source, and generalizing to allow the
input and feedback to use different feed-ins to the filter, yields the “linear model” shown in Fig.
2.3. The resultant system can be described by

Y(2 = G(9X(2+H@N(2. (2.1

The linear-model view of a modulator allows one to move the design of a AZ noise-shaping loop
into the realm of linear-filter design, which simplifies the design procedure while maintaining a

reasonabl e prediction for the shape of the actual modulator output spectrum.

N(z)

'

H(z)

X(z) —» G(2) %é—» Y(z)

Fig. 2.3 The linear model of a delta-sigma modulator.

. The Noise Transfer Function

The key design issue isto choose anoise transfer function (NTF), H(2), that minimizesthein-

band noise under two constraints: one for causality and one for stability.

The loop around the quantizer cannot be delay-free, so H —1 must be strictly causal (first

impulse-response coefficient zero) [20]. This constraint forces

limH@ = 1 2.2)

Z > ©

1. Theoversampling ratio, R, isdefined (asit is for lowpass converters) as one-half of the
sampling rate divided by the width of the band of interest,or R = f./2f, . An
oversampling ratio of unity signifies sampling at the Nyquist rate, f, = 2f, .



which indicates that one cannot just force H to zero everywhere. Making |H| small in-band

forces it above unity out-of-band.

Stability is a more difficult problem. Making the linear model stable does not guarantee that
the real nonlinear system (which is difficult to analyze because of the hard nonlinearity of the
guantizer) is stable. A complete theory of stability adequate for design is lacking, but in general
terms, if the out-of-band noise gain gets too high overal, then the interna filter states will
become very large. This leads to Lee's rule-of-thumb for one-bit quantizers [22] which claims

that constraining the peak gain according to

|H(el®T)| < 1.6 (2.3

will result in a stable modulator. The above form includes some safety margin to alow for

component variation and for the approximate nature of the criterion.

The NTF magnitude response of the fourth-order modulator from Refs. [4,5,6 Jantzi] is
shown in Fig. 2.4(a), and its pole-zero constellation in Fig. 2.4(b). The NTF response is a
reasonabl e prediction of the actual spectral noise-shaping seenin Fig. 2.2.
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Fig. 2.4 (a) Magnitude response and (b) pole-zero constellation for the noise transfer
function of the fourth-order modulator from Refs. [4,5,6 Jantzi].



II. The Signal Transfer Function

The modulator’s input-output signa transfer function (STF), G(2), is less critical. It is
typically designed for unity gain and linear phase in-band, with little out-of-band gain peaking.
More exotic functions may be designed, which, for example, reject adjacent radio channels before

conversion.

The STF magnitude response of the fourth-order modulator from Refs. [4,5,6 Jantzi] is shown
in Fig. 2.5(a), and its pole-zero constellation in Fig. 2.5(b). The in-band STF is flat to 0.006 dB
and has phase linear to better than 0.01°.
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Fig. 2.5 (a) Magnitude response and (b) pole-zero constellation for the signal transfer
function of the fourth-order modulator from Refs. [4,5,6 Jantzi].

2.1.3 Bandpass AZ Modulator Performance

Many bandpass AZ integrated circuits are published in the literature. They range from
discrete-time switched-capacitor implementations, to continuoustime LC and G,,C
implementati ons.! Performance specifications — such as sampling rate (f), input-signal center
frequency (f,) and bandwidth (f), signal-to-noise-plus-distortion ratio (SNDR), and dynamic
range — vary as well, with overall performance generally increasing for more recent

implementations. Table 2.1 summarizes the performance of the bandpass A modulators

1. The LC versions are not monolithic, using off-chip L C-tanks as resonators.



published to date. Modulators are listed in chronological order based on the date of their initial

publication.
Table 2.1: Performance Summary of Bandpass A~ M odulator 1Cs

Type? A"uet’fgr Year” f C foC f,C Sslil\'[';g Ref.
SC Jantzi 1992 | 1.82MHz | 455kHz | 10kHz | 63dB | [4][5][6]
LC Troster | 1992 | 26 MHz | 6.5MHz | 200kHz | 55dB | [7][8]
SC Longo 1993 | 7.2MHz | 1.8MHz 30 kHz 75dB [9]
sC Singor | 1994 | 42.8 MHz | 10.7MHz | 200kHz | 55dB | [10][11]
SC Song 1995 | 8MHz 2MHz 30kHz | 56dB | [12][13]
SC | Hairapetian | 1996 | 13MHz | 3.25MHz | 200kHz | 63dB | [14][15]
SC | Norman | 1996 | 160MHz | 5MHz | 25MHz | 84dBY | [16][17]
SC Ong 1997 | 40MHz | 20MHz | 200kHz | 75dB | [18]

GnC | Raghavan | 1997 4GHz | 0-70MHz | 62.6 MHz | 44 dB® [19]

SC=switched-capacitor, L C=off-chip L C-tank resonators, G,,C=transconductance-C.

Year in which the IC wasfirst published in arefereed conference or journal.

f =sampling rate, f,=center frequency, f,=bandwidth.

. The modulator achieves 65-dB sliding SNR and uses 20 dB of gain control (internal to the mod-
ulator) to give 84-dB input dynamic range.

e. ThelC reportedly achieves 92-dB SNR in a 366-kHz bandwidth. At that bandwidth, the 4-GHz

sampling rate signifies oversampling at 5465 times, an impractical level at which to obtain rea-

sonable results. For practical bandwidths, it islikely that the modulator achieves SNR greater
than the listed 44 dB.

Q o o p

2.2 Complex Signalsand Complex Filters

Complex-valued signals are not particularly mysterious; rather, they are ssmply a convenient
representation of a pair of real signals. Nor are complex filters mysterious; they do in fact have
exact physical realizations and can be designed by straightforward techniques without resorting

to Hilbert-transform methods and other ninety-degree phase-shift networks.

2.2.1 Complex Signals

Onetypicaly thinks of analog signals as being real, since they are represented by the voltages

on, or currents through, single wires. If, however, one considers a pair of wires with different (in

10



this case discrete-time) signals, f,(n) and f,(n), one can think of the wire pair as carrying the
complex signal, f(n) = f,(n) +jf,(n). A more descriptive form is f(n) = fg(n)+jf,(n),
where the R and | subscripts denote the real part and the imaginary part of the fictitious complex

signa.
The discrete-time Fourier transform of f(n) is
Fe'®) = Fe®) + jF,(€'). (2.4)

FR(ej“)) isthe transform of thereal part of f(n) andisitself areal function, i.e.
|FR(e_“°)| = |FR(e“”)| and (2.5)

O(FRE') = —O(FxEe'™). (2.6)

F,(ejm) Is the transform of the imaginary part of f(n) and isagain area function, i.e.
Fie™9)| = |F\(e)] and 2.7)

O(F,€79) = —0(F,€'%). (2.8)

No such symmetries exist for the transform F(ejm) , however, and thus complex signals are not

restricted, as are real signals,* to having magnitude spectra that are symmetric about dc.

2.2.2 The Complex Exponential

A commonly-encountered complex signal is the complex exponential, given here in its

continuous-time version

ft) = e = cos(wgt) - jsin(wyt). 2.9)

This signal has power only at the negative frequency —w., whereas each of its components has

power at both +w, and —w,, as mentioned above. Fig. 2.6 shows thisin pictorial form.

1. For example, thereal signa y(n), from Fig. 2.1, has a magnitude spectrum, shown in Fig.
2.2(a), that is symmetric about dc.

11
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Fig. 2.6 The formation of a complex exponential. Subtracting spectrum (b) from (a) gives (c).
(@ fit) = coswt o Fiw = Jw- o) +dw+ w)],
(b) jf () = jsnwt o jFy(w) = T Y w- ) —3(w+ w)] ,and

—j gt

© f(t)=e

= cosw t—jsinwt  F(w) = 2niw+ o).

The complex exponential signal is a useful one to examine in some detail, since it isideally
composed of two signals that have a very specific relationship — equal amplitude and 90° phase
difference — and with circuit mismatch, this relationship can break down. These complex
exponentials describe the quadrature local-oscillator signals used in some receiver architectures
(see Section 2.3.3), and indeed are the types of signals used asinputsfor the integrated circuit that
isultimately described in thisthesis.

If either the equal-amplitude or 90° -phase relationship breaks down, the complex exponential
signal no longer exists entirely at one negative (or one positive) frequency, though it will till be
complex. Infact, with mismatch, the signal “leaks’ into the conjugate frequency band, creating an

“image” exponential.

The intuition behind this phenomenon is that the non-ideal exponential signal, comprising a
mismatched sine and cosine signal, can actually be constructed from two complex exponentials.
Take, for example, the cosine signa f,(t) = cos(w.t) and the lower-amplitude sine signal
fo(t) = 0.8sin(w,t) . The combined signal

f(t) = f,t)—jf,(t) = cos(e,t) —0.8jsin(wt) (2.10)

is clearly not a perfect single-frequency exponential at -, . It can, however, be written as

12



f(t) = 0.9[ cos(w.t) —jsin(w,t)] + 0.1[ cos(w,t) + jsin(w.t)] (2.12)
or

jort

f(t) = 0.9¢ ™ +0.1le 2.12)

which indeed describes adesired complex exponential at -, , and asmaller “leaked,” or “image,”
exponential at +w,. This caseis shown pictorially in Fig. 2.7. The ratio between the strengths of

the desired and image signals (19 dB in this example) is an important parameter in complex

systems.
F iF
() 1(w) ) JFo(w) 0.8m)
S o | A
w W
(@) oy 0.8 (b) +0y
F(w)
(1.8n)T
A(O'Zn)m

-0 (©) +0,

Fig. 2.7 A non-ideal complex exponential. Subtracting spectrum (b) from (a) gives (c).
(@ fqi(t) = coswt o Fiw = Jw— o) +dw+ w)],
(b) jfo(t) = 0.8jsinwt « jFy(w) = 0.8T & w— o) —d(w+ w)] , and

© f(t) = 0.9 +01e'™ o F(w) = 18n¥ o+ @) +02MH - ).

2.2.3 Complex Filters

A filter whose transfer function has complex-valued coefficients is known as a complex filter
[23][24][25]. Such afilter is thus neither limited to having complex-conjugate pairs of poles or

zeros nor limited to having a symmetrical magnitude response around dc.

A discrete-time complex transfer function, A(z) , can always be written uniquely as
A2 = AR + A (D, (2.13)

where Ag(2) and A (2) are functions with real-valued coefficients. If a discrete-time complex

signa, x(n), represented in the z-plane as

13



X2 = Xg@ + X2, (2.14)
isapplied as an input to the filter, A(2), the output will be of the form
Y2 = Y@ +])Y,(2. (2.15)

The usual input-output transfer-function relationship applies, so that

Y@ = ADX@ = [AgD) + IA@I[XHD + i X,(2)] (2.16)
Clearly then,

YR = AR XD - X, (DA @) (217)
and

Y, (2 = A2 X,(2 + Xg(DA(2), (2.18)

asisfamiliar from the multiplication of two complex numbers.

These equations provide a physical description of the signal flow for a complex filter, asis
pictured in Fig. 2.8. It is evident that, although a complex filter has a complex input signal and
produces a complex output signal, the actual filter can be constructed from several cross-coupled
real filters.

Xr(@) o > AR(2) —@_—E»YR(z)
e
— A@)

X|(2) o . > Ag(2) Y((2)
A2)

Fig. 2.8 Complex filter signal flow diagram.
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2.2.4 Mismatch in Complex Filters

In Fig. 2.8, each of the blocks Ag(2) and A,(2) appears twice in the complex filter structure
— once to realize the real portion (the top two blocks) and once to realize the imaginary portion
(the bottom two) of the output. In a circuit implementation, the two instances of Ag(z) may not
be identical, and the same is true for the two instances of A,(2) . Fig. 2.9 shows the complex filter

constructed with the non-identical filter pairs Ag;(2) # Ag(2) and A,1(2) # A »(2) .

Xr(@) o > Ari(2) —@_—EwR(z)
gNrmEE
— Ap(2)

X)) o ¢ > Aro(2) Y,(2)
A@2)

b e e e e — — —

Fig. 2.9 Complex filter constructed from non-identical filter
pairs Ag.(2) # Agy(2 and A, (2 £ A ,(2) .

It has been shown that the output of a mismatched complex filter can be written as the sum of
anominal term, a common-mode error term, and a differential-error term, as shown in Fig. 2.10

(in which double lines represent complex signa paths) [24].

The output of the filter, then, iswritten as
Y2 = Aom@X(@ + AAX(D + AAGi X (2, (2.19)

where the asterisk indicates the complex conjugate of afunction, and the error transfer functions
are defined as
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DAR1(2) + Ago(2) O .OAL(D +ALD
AAcm(Z) = E R1 > R2 _ARnom(Z)E+ JE%_

- A nOm(z)g (2.20)
N

and

OAR1(D —Ar(20 OA (D — A (DO
DM@ = T > R H+ j et > Z..
0 O 0 0

(2.21)

From Eg. (2.19) and Fig. 2.10, it is clear that common-mode error simply perturbs the
response of thefilter from itsideal response, asisthe casein ared filter. Differential error, on the

other hand, adds an error term that is proportional to the conjugate of the input function.®

:[> ( )D :D AAdiff(Z)

X(z) o > Anom(2) > Y(2)

:[> DAcn(2)

Fig. 210  Signal flow diagram of acomplex filter, A(2) , showing
common-mode and differential error components.

2.2.5 Image Rgection

The effects of differential error, as described by Egs. (2.19) and (2.21), giverise to the concept
of image rejection in complex systems. Consider two inputs into a complex bandpass filter that

has a passband centered at +w, — a desired input at around +w, in the passband and another

1. Thisdifferential-error term makes the mismatched complex filter non-linear, since an
input at a single frequency produces an output at two frequencies.
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non-desired input (perhaps from an adjacent radio channel in a communication system) around

—w, inthe conjugate band (which isin the stopband of the complex bandpass filter).

The differential error creates a transfer function that causes some of the conjugate-band, or
image-band, input to leak into the passband at the output. Thisinterfereswith the desired signal at
the output. The extent to which the filter passes the desired signal relative to the image signal is
called image regjection. So, if passband signals transfer to the output with 0-dB gain, and image
signals do so with -60-dB gain, the filter has 60 dB of image rejection.

The opposite effect is aso true, so some of the in-band signal will leak into the stopband at
the output. This is usually less of an issue, but it does lessen the stopband-attenuation

specification of the complex filter.

2.3 Digital and Monalithic Receiver Architectures

In order to reduce the size, power consumption and cost of hand-held radio devices, RF
transceiver design continues to push towards increased levels of integration. Moving the analog-
digital interface closer to the antennais also desirable. Early conversion to digital at either the IF
or RF stage results in a more robust system with improved IF-strip testability and provides
opportunities for dealing with the multitude of standards present in commercial broadcasting and

telecommunications.

2.3.1 Bandpass A% Modulation for |F Digitization

Architectures similar to that shown in Fig. 2.11 have recently become popular, using bandpass
A modulation to perform accurate, narrow-band, A/D conversion at the IF [15][26]. Compared
with a pure analog receiver implementation, the signal processing and narrowband channel-
selectivity filtering are moved into the digital domain where testing is systematic and changing
filter coefficients is easy. Elimination of analog IF filters is aso a key advantage when dealing
with digital modulation schemes like those emerging for cellular telephones, because analog IF
filters generally have poor (and poorly controlled) phase performance and hence induce
intersymbol interference, whereas digital filters can have exactly linear, and well controlled,

phase.
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Fig. 211  IF digitization using a bandpass A~ ADC.

A further advantage of using a AZ converter, as opposed to a flash converter for example, is
that the converter behaves much more like an analog circuit, having intermodulation-product
levels that fall for reduced input levels! (for example, the 3rd-order IM products fall at a 3-dB-
per-1-dB rate) [5 Jantzi][21]. Their behaviour in radio systems is therefore relatively easy to

predict, while video converters can produce undesirable spurious effects.

Finally, in this architecture the in-phase/quadrature (1/Q) decomposition is performed in the
digital world with arbitrary precision and perfect 1/Q-channel matching [27].

2.3.2 Single-Path Mixing

This single-path architecture is not amenable to monolithic (single-chip) implementation,
however, since it requires a high-Q front-end image-reject filter,2 which is not easily integrated
[15][28][29]. Fig. 2.12(a) shows the frequency spectra at the mixer inputs, where the shaded
triangular and rectangular shapes represent the desired and image spectra, respectively, at the
antenna, and the two impul se functions represent the local oscillator (LO) spectrum, which is that

of acosine.

Whereas trigonometric operations describe the mixing operation in the time domain,

frequency-shifting operations do so in the frequency domain. The multiplication-in-time between

1. Intypical Nyquist-rate converters, distortion products tend to remain at afixed level
regardless of signal strength.

2. Inthiscontext, Q refersto filter quality factor; in the majority of the thesisit signifies
“guadrature.”
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Fig. 212  Downconversion in asingle-path IF receiver. (a) Mixer input spectra.
(b) Mixer output spectrum.

the LO and antenna signals is equivalent to a convolution-in-frequency of their spectra. Thus, the
impulse function at - f| 5 shiftsthe antenna spectrum left by f ; that at + f| 5 shiftsthe antenna
spectrumright by f, 5 (notethe grey arrows). Fig. 2.12(b) shows the resulting mixing products at
low frequencies.! The frequency labelled f, signifies a possible sampling rate for A/D

conversion of the mixer outputs.

Clearly there isarange of image frequencies which mix down into the same IF band as do the
desired signals, thereby corrupting wanted information. The need for the high-Q front-end
bandpass filter is obvious, since these image frequencies must be eliminated prior to the mixing
operation and since the desired band and image band are separated by only twice the IF
frequency. To meet the requirements, externa high-Q passive filters are typically required,

consuming power for the purpose of taking signals on and off the chip.

2.3.3 Image-Rgect Mixing

An LO which has a pair of phase-quadrature outputs will mix with an RF input — in what is
known as a quadrature-lF mixer [30] — such that the RF spectrum is shifted in only one
direction. Image frequencies, then, will not (in the ideal case) fall into the same IF band as the

desired signal, which alleviates the requirements on the front-end filter.

1. The high-frequency components are removed by a post-filter, and thus are not shown.
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2.3.4 Monalithic Receivers Utilizing Direct-Conversion

Fig. 2.13 shows this complex-exponential mixing, where the single impulse function
frequency-shifts the antenna spectrum to the Ieft by f 5. In the case shown, the chosen LO
frequency is equal to the RF, so that the signal band is mixed directly to baseband. The

quadrature-mixer output is now, obviously, acomplex signal.

LO

amplitude

(a) ‘
1.
fo fo f
image input

amplitude

(b) M fir = IfLo-fol =0
I
|

f | - f
'fs . fs

Fig. 213  Downconversion in adirect-conversion receiver. (a) Mixer input spectra.
(b) Mixer output spectrum.

The direct-conversion architecture (Fig. 2.14) uses this combination of image-reject mixing
and a zero IF. The receiver idealy has no image response, and thus the narrowband, off-chip,
image-rgjection filter in the RF stage can be replaced with a broadband integrated filter. This
facilitates single-chip implementations of digital radio receivers [28][29][31].

Mixing the desired input spectrum directly to dc simplifies the signal processing, but poses
considerable problems [28]-[35]. DC offsets at the outputs of the two mixers can be much greater
in magnitude than the desired baseband signal. AC coupling can be used, but this places a notch
in the effective receiver passband which can adversely affect some modulation schemes. The
zero-IF approach means that 1/ f noise is a serious concern in the back-end blocks; that the local
oscillator radiates energy at the carrier frequency, which causes interference; and that even-order
distortion is a concern. These problems have limited this architecture to use within arestricted set
of applications [28][29][31].
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Fig. 214  Direct-conversion architecture.

2.3.5 Errorsin Image-Regjection Mixers

Under ideal conditions (matched lines, identical mixers, etc.) the quadrature-lF mixer of
Section 2.3.3 converts incoming RF signals into two IF outputs that are equal in amplitude but
separated in phase by 90° (i.e. | and Q signals). Given the discussions on mismatch in Sections
2.2.2and 2.2.4, it is not surprising that errorsin the quadrature mixer will create image problems.

As aresult, some unwanted signals will mix down to fall upon desired signals.

A closed-form expression describes the image rejection, IMR, that can be expected with
various degrees of amplitude and phase imbalance between the two paths of a quadrature system
[30].

1+ K 5COSQ
1+Kk
IMR = 10log10 oK (2.22)
1- 5COSQ
1+k
where k = f_l is the amplitude difference, and @ isthe phase error from 90°.

2
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Fig. 2.15 presents this graphically, and is a useful reference when dealing with physically-
implemented complex systems. The point marked as X in the figure is the case of the non-idedl
complex exponential from Section 2.2.2, which had approximately 1.9 dB amplitude mismatch
(2010g10|1/0.8]) and 0° deviation from phase quadrature. The plotted value of 19 dB,
calculated from Eq. (2.22), matchesthe“IMR” of 19 dB calculated in Section 2.2.2.

Quadrature oscillators from the literature use varied techniques to ensure close amplitude and
phase matching between their | and Q outputs. One design uses a double-biquad loop and
achieves phase accuracy better than 2.4° [36]. Other types of designs use alocal oscillator and
passive phase-shifters to realize quadrature outputs. One achieves better than 1.1° phase
accuracy, and more than 40-dB IMR at 1.9 GHz [37]. Advances on the second method tune the
phase-shift networks to improve performance [38][39], in one case achieving 60-dB IMR [40].

70
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Fig. 215  Effectsof phase and amplitude errors upon image rejection.
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24 Summary

Bandpass A> modulation was discussed, and was shown to perform accurate A/D conversion
on narrow-band input signals. Some design criteriafor, and performance advantages of, bandpass

modulators were highlighted.

Complex signals were introduced, and described as signals that are used to represent certain
pairs of real signals. Complex filters were also described, and shown to have straightforward

physical implementations.

Radio receivers that use bandpass AZ modulation to convert to digital at an IF stage were
shown to have many advantages over traditional analog superhet receivers. Since these receivers
do not meet the necessary criteria for monolithic digital receivers, two-path direct-conversion
systems were introduced. Although their use of image-reject mixers helps in achieving single-
chip designs, direct-conversion receivers were shown to have many performance-inhibiting (and

thus usefulness-limiting) problems.

Throughout the chapter, mismatch in complex signals and systems was shown to give rise to
image signals, and thus make image rejection an important specification. Mismatch between any
of the real and imaginary portions of acomplex signal, the various sections of a complex filter, or
the | and Q paths of atwo-path receiver — each atype of real-versus-imaginary path mismatch —
creates images. A relationship between path mismatch and image rejection was given. Some
guadrature oscillators from the literature were discussed, one achieving nearly 60-dB image

rejection.
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CHAPTER

A Quadrature Bandpass
A2 Modulator

This chapter presents a low-IF receiver architecture which alleviates the problems with the
direct-conversion architecture that was discussed in Chapter 2. With modern quadrature mixers,
and strategic image placement, the low-1F architecture provides a viable solution for realizing
single-chip radio receivers. The receiver seemingly requires atotal A> modulator order twice that
needed in the zero-1F version, which iswasteful from an 1C area and power-consumption point of

view, and also proves to be wasteful from a noise-shaping point of view.

A new quadrature bandpass A~ modulator is proposed that is tailor-made for the low-IF
receiver since it eliminates the aforementioned waste. It is a structure formed when the concepts
of delta-sigma modulation and complex filtering are wed. A general quadrature A> modulator
structure is shown and a general design methodology discussed; both are used to design a sample
modulator for the GSM 200-kHz bandwidth specification. Performance aspects of the modulator

are presented.

Examples and theory are presented that contrast real and quadrature modulators for
converting complex and real inputs alike. The quadrature variants are seen to have significant
performance advantages, in terms of total order (and thus area and power), SNR, or bandwidth —

or some combination of the three.

Decimation and anti-aliasing techniques for quadrature AX modulators are discussed.

Complex anti-aliasing filters are shown to be the preferred choice over apair of redl filters.



3.1 A Low-IF Receiver Architecture

The (zero-IF) direct-conversion receiver, described in Section 2.3.4 and shown in Fig. 2.14,
was said to be problem plagued. If its LO is offset from the carrier frequency by a small amount,
however, many problems of the architecture are alleviated [41 Jantzi][42]. The new “low-IF’

architecture,! shown in Fig. 3.1, has spectra like those pictured in Fig. 3.2.

}
RF : Low-IF (f”:)
Input (f) front-end ! back-end
T 7 : Amp : |
| owpass
/><\ {> anti-alias BPAY —
filter
LO
Relaxed fLo = lfo-fiel Decimation
— RF Amp and
and filter I DSP
2
/J\ Lowpass
\&Q {> anti-alias BPAY —)
filt
: Amp ilter Q
|
Fig. 3.1 Low-IF receiver architecture.

The architecture retains its image-rejection properties, and the fact that the desired input is
mixed to a non-zero IF means that 1/f noise and dc offsets cause no problem, self-interference is
not an issue (because the oscillator frequency is offset from the carrier frequency), and even-order

distortion has less effect.

1. Inthisstructure, the final mix to baseband is performed in the digital world. Thisisin
contrast to the wide-band | F double-conversion technique [43][44] — which isalso
proposed as an alternative to direct conversion — in which the final conversion to
baseband is performed in the analog domain by a four-multiplier/two-adder complex
mixer. The wide-band | F double-conversion technique alleviates some of the problems of
the direct-conversion architecture, since no oscillator operates at the RF input frequency,
and it furthermore greatly alleviates the synthesizer problem, since thefirst LO isfixed. It,
however, increases the third-order intermodul ation distortion and consumes extra power
due to its extra mixers, and retains many of the dc offset and drift problems of direct-
COnversion receivers.
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Fig. 3.2 Downconversion in the low-1F receiver. (a) Mixer input

spectra. (b) Mixer output spectrum.

The downside is that the | and Q mixer outputs are narrow-band signals at the low IF, instead
of near dc, so apair of bandpass A% modulators must replace the lowpass converters in the zero-
IF receiver. Thus, the total modulator order doubles, since two lowpass modulators become two

bandpass modulators, and double order means double area, power, etc.

3.1.1 TheLow-IF Receiver with Imperfect 1/Q Orthogonality

In the zero-IF topology, the image signal is equal to the desired signa (see Fig. 2.13),
meaning that a relatively small image rejection (=25 dB) will suffice for many applications [42].

Thislevel of performanceis easily achievable using standard quadrature mixers.

In the low-1F topology, in contrast, the image signal is not related to the desired signal (note
the dissimilar rectangular and triangular spectra above), and can in fact be 20 dB, or more, larger
[42][44]. In anon-ideal front-end, the quadrature oscillator signal leaks to positive frequencies (as
demonstrated in Fig. 2.7), and mixes some of the image input (the rectangular spectrum) into the
signal band. This produces the receiver spectrashown in Fig. 3.3. In order to minimize thisimage

interference, the front-end image-rejection requirements for low-1F receivers are typicaly in the

1. Remember, to achieve the same degree of in-band noise shaping, a bandpass modulator
requires twice the order of alowpass modulator. A fourth-order bandpass modulator, for
example, has basically the same second-order in-band noise shaping as a second-order
lowpass modulator.
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60 to 80-dB range [44], dlightly higher than achievable with image-reject mixing alone (as was
discussed in Section 2.3.5).1

(@ 410 amplitude leaked LO
fie ) ‘ _ /
1k 1
N i
~fo -flo -fim im flo fo
Input  image image  input
(b) ampiitude
! | J fir = IfLo-fol = IfLo-fiml
| ! | ! | -
T T T T
s i fie fs
image  signal
band band
Fig. 3.3 Downconversion in the low-1F receiver with a non-ideal oscillator.

(a) Mixer input spectra. (b) Mixer output spectrum.

One way to alleviate concerns over image interference, is to strategically locate the receiver’s
images. In GSM specifications, for example, there are guaranteed “holes’ in the receive spectrum
for two 200-kHz adjacent channels [44][45]. Choosing an IF such that images lie in this hole
greatly reduces image concerns [44], and means that image-rgect mixing alone may meet

specifications.

If necessary, the IF can be chosen high enough that arelaxed (and thus integratable) front-end
filter [46] may provide a modicum of image rejection, taking a share of the system’s image-
rgjection specification by helping to reduce the amplitude of the image spectrum before it mixes

down.?

1. Note, too, that the large image signal is mixed down to where it appears as an image input
for the back-end blocks. Thus, the back end must also maintain high image-rejection
performance.

2. If extreme system specifications call for traditional high-I1F, or multiple-1F, techniques —
thus precluding fully-monolithic implementation — image-reject mixing remains highly
beneficial, which maintains the need for a two-path back end.
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3.1.2 Receiver Operation Using Twin Bandpass AZ M odulators

To observe the ideal receiver operation for a smple case, imagine an input to the antenna
which is asingle sinusoid of frequency f,+ Af (as opposed to an input with actual bandwidth,
as represented by the triangle in Fig. 3.2). The LO mixes the sinusoid down’ to a cosine at
f,g + Af inthel channel, andasineat f,. + Af intheQ channel. These signals are converted to
digital by a pair of bandpass AZ modulators, each of which produces a bit-stream output that

accurately represents its input tone within a narrow band.

The bandpass A> modulator output spectra for this case are shown in Fig. 3.4(a), where the
modulators are the fourth-order ones from Chapter 2, for familiarity. Input sinusoids with peak
amplitude of one-half the modulator peak feedback level are used (i.e. half-scale, or -6-dB,
inputs). The I-channel and Q-channel modulator spectra are almost identical to one another,?
except for some minor differences in the noise spectra which are revealed by using a different
shade for each channel in the plot overlay. Fig. 3.4(b) shows a zoom into the spectrum in the
negative-frequency (conjugate) band, and Fig. 3.4(c) shows the in-band zoom. There is nothing
surprising about these spectra: each is the output of a real bandpass A~ modulator that has a

sinusoidal input at just above band center.

The more interesting spectrum occurs when we combine the two digital bit-stream outputs as
[+jQ. This produces the complex spectrum shown in Fig. 3.5(a). Clearly, this spectrum represents
a complex tone accurately in the region around +455 kHz. The zoom into the negative frequency
band (Fig. 3.5(b)) shows no signal content, whereas the signal-band zoom (Fig. 3.5(c)) shows the

expected tone (which is 6-dB stronger than was either constituent tone).

So, this arrangement does perform an A/D modulation on the complex IF input, and it does so
with all the advantages of using bandpass AZ technology. What is apparent though, isthat thereis
noise-shaping that pushes noise away from the negative frequency bands, when we have no

signals present therel n.3 Intuitively this seems wasteful.

=

The high-frequency components are removed by the anti-alias filters, and will be ignored.

2. Their phases differ, of course, since one spectrum represents a cosine in-band while the
other represents asine.

3. The noise-shaped band at negative frequencies could, of course, be utilized in some

systems.
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Fig. 3.4 Superimposition of the output spectra of the two bandpass A~ modulators from Fig. 3.1.
(a) Full magnitude spectra showing that each modulator output is real, and represents a
tone accurately within a narrow band. (b) Zoom into the image-band (conjugate-band)
region. (c) Zoom into the in-band region.

In fact, it is wasteful from a noise-shaping standpoint. It can be shown that the average

logarithm of the NTF magnitude characteristic must be zero or positive [47], or that
1 -
J'Iog|H(eJ )df 2 0. (3.23)
0

The consequence of this is that pushing noise away from one band increases it in other bands,
which impinges upon the stability of the modulator, or means that wasteful noise-shaping comes

at the expense of desired noise shaping.

Based on our knowledge of complex filtering functions, one is led to wonder if the noise

shaping itself could be complex. In the example above, the two noise-shaping zeros in the
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Fig. 3.5 The output spectrum of the two bandpass A%~ modulators from Fig. 3.1 combined as
I+jQ. (8) Asymmetric magnitude spectra showing that the combined output is complex
and represents a complex tone accurately within a narrow band around +455 kHz. (b)
Zoom into the image-band (conjugate-band) region. (c) Zoom into the in-band region.

negative frequencies could be removed all together, which could potentially halve the total
modulator order while at the same time helping the NTF according to Eq. (3.23), or they could be

moved up to positive frequencies to give higher SNR performance and/or bandwidth.

3.2 Quadrature Bandpass A> Modulation

In Ref. [41 Jantzi], the structure of Fig. 3.6 was proposed, where a single quadrature bandpass
AY modulator performs A/D conversion on the | and Q mixer outputs in concert, truly treating
them as the complex analog signal, 1+jQ. The structure isidentical to that in Fig. 3.1, but the two
real bandpass AZ modulators have been replaced with a single, quadrature, one. The separate

anti-alias filters have also been replaced by one complex anti-aliasing filter.
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Fig. 3.6 A low-IF system utilizing a quadrature bandpass A~ modulator.

3.2.1 A Complex Noise-Shaping L oop

The traditional bandpass AZ> modulator of Fig. 2.1 is extended to the quadrature, or complex,
case if a complex filter is placed in the AZ loop, as in Fig. 3.7 [41 Jantzi][48][49][50]. The
structure shown is symbolic, in the sense that an actual modulator would likely feed both the

input and output signals to various points within the loop filter.

A quadrature AZ modulator can be thought of as performing a complex A/D conversion on its
complex analog input x(n) = Xg(n) + jX;(n). The modulator generates two high-speed bit-
streams that represent the | and Q channels. When combined as 1+)Q in the digital domain, these

-
XR(n) I — ] r yR(n)

analog Complex digital
Resonator

Q)] O—Q>®—> — Jl_ Q> yi(n)

Fig. 3.7 A quadrature AZ~ modulator structure.
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bit-streams form a complex digital signal that accurately represents the complex input within a

narrow frequency band. The spectrum of the output, being complex, may be asymmetric about dc.

3.2.2 Realizing Complex Poles

The loop filter in Fig. 3.7 is a complex SC filter, although it could be replaced with an
appropriate complex continuous-time filter. The composition of this filter can be deduced from
loop filtersin traditional AZ modulators: in areal lowpass AZ modulator, the loop filter comprises
integrators in order to shape noise away from dc; in areal bandpass AZ modulator, the integrators
are replaced by resonators in order to shape noise away from a band of positive and negative
frequencies. It is understandable, then, that a quadrature A modulator will have a loop filter

comprising complex integrators, in order to shape noise away from complex frequency bands.

The requisite complex integrators are simple complex filters that each form acomplex pole on
the unit circle. With feedback applied around the quantizer, these poles form the noise-shaping

zeros responsible for nulling in-band quantization noise.
|. A Brute-Force Complex-Pole Realization

A complex filter with a single pole at real-axis coordinate (1+d) and imaginary-axis

coordinate ¢ has the transfer function

Y2 _ 1

X2 z-1-d-jc’ (3.24)
or, when placed in rectangular form,
Y@ _ z-1-d+jc (3.25)

XD (z-1-d)’+c*

We know from Chapter 2 that this can be constructed as shown in Fig. 3.8. This rectangular-form
realization is not very efficient, however, using (at best) two second-order sections to create the
single complex pole. This would then require, for example, sixteen orders worth of filtering to

create four complex polesfor the loop filter of amodulator with four in-band noise-shaping zeros.
[1. An Elegant Complex-Pole Realization

It was realized in Ref. [51] that a far more efficient realization is possible since Eq. (3.24)

describes the simple feedback network of Fig. 3.9(a), in which double lines represent complex
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Fig. 3.8 Realizing a single complex pole by using a“rectangular form”
representation.

signals. This network can be constructed using real blocks in the two-channel system shown in
Fig. 3.9(b). One of the cross-coupling coefficients, c, is negative since the imaginary term of the

coefficient is being multiplied by the imaginary-channel output — and j x j isequal to -1.

complex signal path

(a) X(z) Y(2)

> YRr(2)

(b)

> Y\(2)

Fig. 3.9 Creatingapoleat z = 1+d+ jc using (a) acomplex signa flow
graph and (b) atwo-path signal flow graph.
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Constructing complex integrators in this pole-sharing fashion means that one complex poleis
created with a second-order filtering section; so, a complex modulator with fourth-order in-band
noise shaping requires only eight orders of filtering. That is, with Nth-order filtering in the
complex AZ loop, one can realize N/2 zeros at a band of frequencies anywhere, positive or
negative. An Nth-order real bandpass modulator similarly realizes N/2 zeros in-band, though that
band is restricted to occur at both positive and negative frequencies (which we surmised earlier
might be wasteful, and which is shown to be so in Section 3.3).1

3.2.3 A General Quadrature AZ Architecture

A structure that realizes a fourth-order quadrature A~ modulator is shown in Fig. 3.10. Each
of the four complex integrators embedded in the feedback loop is constructed as shown in Fig.
3.9(b). The structure is actually the extension, to complex form, of a similar structure used in
higher-order real A~ modulators [5 Jantzi][20][52]. It can be described as a chain of complex
integrators with distributed feedback and a distributed feed-forward input.

In a sense, such a two-path architecture bears a resemblance to time-interleaved and parallel
AZ modulator structures [53][54]. Those techniques use multiple interconnected modulators to
realize high noise-shaping performance on real inputs at reasonable sampling rates. Quadrature
AZ modulators, however, use two modulator channels that are specifically coupled so that they

treat apair of input signals as a single complex one.
|. Benefits of a General Structure

The genera structure shown facilitates the independent positioning of all transfer-function
poles and zeros, which is advantageous since noise-shaping can then be performed at an arbitrary
fraction of the sampling frequency and since noise-shaping zeros can be spread optimally across
the band of interest. Many bandpass AX structures do not have this design freedom, being
constrained to having coincident noise-shaping zeros that are fixed at f./4 [26][15]. One penalty
paid for the generality is an increase in the number of coefficients (capacitors) needed in the

implementation.

1. Remember too, the receiver of Fig. 3.1 requires two real bandpass A~ modulators, which
then requires twice the total order compared with the one quadrature modulator used in
Fig. 3.6.
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Fig. 3.10  General structure for afourth-order quadrature AX modulator.

Arbitrary band placement means that a sampling rate can be chosen in order to achieve
desired SNR performance over a specified bandwidth, without regard to center frequency. The
latter can then be chosen as is optimal for the application at hand, if a specific IF is particularly
desirable, for example.r Optimal positioning of zeros within the band of interest significantly
increases the SNR obtainable by a given modulator order [20][55 Jantzi][56].

[l. The Structure's Transfer Functions

The modulator input feeds in to each stage through the complex A coefficients, which set
three zeros of the complex STF. The zeros of the complex NTF are set by the complex pole
(integrator) positions, and thus by the p coefficients. Complex quantization is performed at the
output, giving a one-bit output for each channel. The single-bit outputs feed back into the

modulator stages through the B coefficients, which set the positions of the NTF and STF poles.

1. Asmentioned in Section 3.1.1, strategic choice of IF can greatly alleviate receiver image-
rejection concerns [44].
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The structure can be linearized and its input-output relationships solved. This produces a set
of z-plane equations, in polynomial form, that can be used to choose circuit coefficients once the
desired NTF and STF pole-zero placement has been determined. These equations are included in

Appendix A.

3.2.4 Noise-Transfer-Function Design
|. Design Specifications

The four in-band zeros realized by the structure of Fig. 3.10 should allow considerable SNR
to be achieved over considerable bandwidths. The 200-kHz bandwidth specification for the GSM
standard [45] is chosen as the design objective, so that narrower-bandwidth specificati ons! can be
handled as well. The modulator can then be operated at a lower sampling rate to achieve similar
performance in the smaller bandwidths, or run at the same sampling rate to achieve higher

performance therein.

Choosing an angular center frequency of 31/4 in the z-plane gets us away from the
sometimes troublesome band around 1/ 2,2 and provides the opportunity to prove the generality
of the proposed structure. To provide a reasonably wide bandwidth with an acceptable sampling
rate, an angular bandwidth of 1/ 32 is selected.

At a sampling rate of f, = 13 MHz, these z-plane specifications correspond to a center-
frequency of f . = 4.875 MHz, and abandwidth of just slightly over f, = 200 kHz— whichin
areal system would result in an oversampling ratioof R = f./2f, = 32. Inthe complex system
too, the oversampling ratio is approximately 32. It remains unchanged because, although the
Nyquist frequency is twice as large — inputs with bandwidths all the way up to f_ can be
uniquely distinguished when using complex sampling — the effective sampling rate also doubles,

since there are now two bit-streams running at rate f.

1. CT2+ uses 100-kHz bandwidth; AMPS and 1S-136 use 30-kHz bandwidth.

2. Clock signals, or their various mixing products, are more likely to leak in-band for
modulators centered at T/ 2. Furthermore, quadrature A~ modul ators centered at 1/ 2
often appear unstable, or to settle into limit cycles, for small input signals.
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I. Lowpass-Prototype Methodol ogy

A pole-zero optimizer (such as filtorX [55]) can be used to design the complex transfer
function directly for the desired specifications, but tools that can handle complex transfer

functions are not generally available, and such optimization can be burdensome.

Instead, we note that a complex frequency response is simply a frequency-shifted version of a
real response — which in the z-plane is accomplished by the rotation of a lowpass pole-zero
constellation. This means that all the techniques for designing lowpass modulators, including
closed-form expressions for the optimal placement of noise-shaping zeros [56], can be borrowed

for complex design.

A redl, fourth-order, lowpass prototype was designed — using filtorX [55 Jantzi], closed-form
expressions [56], a AZ design toolbox [57], and Matlab [58] — to meet the bandwidth
specifications. The prototype NTF was designed under the standard constraints of A% modulator
design as outlined in Section 2.1.2: maximum in-band attenuation for quantization-noise
suppression; small out-of-band gain (less than 4 dB) to help modulator stability; and afirst NTF

impul se-response coefficient of unity to avoid any delay-free loops containing the quantizer.

The resulting pole-zero plot is shown in Fig. 3.11(a) and the associated full-band magnitude
response (i.e. from —f /2 to f/2) isshowninFig. 3.11(b). Four zeros of the NTF are placed in
the in-band region, to suppress quantization noise, while the four poles are clustered in a

butterworth configuration around the in-band region to minimize the out-of-band NTF gain.

(@) Im(z) (b) 20
1 0

R
o

Magnitude (dB)

'Id 'Id 1 1 1
N O © & A
© & & © o

-140 e S
-6.5 -3.25 0 3.25 6.5
Frequency (MHz)

Fig.3.11  Fourth-order lowpass prototype noise transfer function.
(a) Pole-zero constellation. (b) Magnitude response.
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[11. Shifting to Complex Frequencies

This lowpass-prototype function was frequency shifted to an angular center frequency of

0 = 314 — by multiplying all pole and zero locations by 34

— resulting in the pole-zero
plot of Fig. 3.12(a) and the magnitude response of Fig. 3.12(b), which includes an expanded view
of the in-band region. Note that the poles and zeros have no complex-conjugates and that the
magnitude response is not symmetric about dc (i.e. the function is complex). The pole-zero

locations are summarized in Table 3.1.
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Fig.3.12  Fourth-order complex noise transfer function. (a) Pole-zero constellation. (b)

Magnitude response, with an inset showing a 200-kHz wide in-band region.

Table 3.1: Modulator Pole-Zero Locations

Singularity Zero Pole
1 -0.71881 + 0.69521j | -0.78199 + 0.38687]
2 -0.69521 + 0.71881j | -0.38687 + 0.78199
3 -0.73636 + 0.67659j | -0.57442 + 0.43877]
4 -0.67659 + 0.73636j | -0.43877 + 0.57442j

3.2.5 The Signal Transfer Function

The STF has only feed-forward inputs into the main structure shown in Fig. 3.10, so it shares
poles with the NTF; this saves on hardware and presents no significant limitations. Four complex

inputs to the structure allow three STF zeros to be positioned.
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A possible STF pole-zero plot is shown in Fig. 3.13(a), and its magnitude response in Fig.
3.13(b). This STF has an in-band gain of 0 dB and out-of-band rejection of more than 40 dB. A
complex bandpass filtering function is achieved by placing zeros at z = j (3.25MHz), z = -1
(6.5 MHz), and z = 1/./2—j/ /2 (-1.625MHz). The in-band STF has magnitude flat to
within 0.04 dB and phase linear to within £0.02°.
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Fig. 313  Thesignal transfer function (STF). (a) Pole-zero constellation.
(b) Magnitude response.

Even with no finite zeros, the STF would have been flat in-band given the butterworth
positioning of the poles. The addition of the three zeros does little to change the in-band
characteristics, but does allow the nulling of certain portions of the input spectrum, perhaps to

help minimize specific interferers prior to conversion.
More design details are given for this modulator in Appendix B.
3.2.6 Ideal Simulated Performance

I. Output Spectra

Full system-level simulations were performed on the fourth-order modulator just described.
Simulink [59], an extension to Matlab [58], was used to describe a system configuration like that
in Fig. 3.10. The complex input tone was composed of a cosine and sine signal, each of peak
amplitude half the size of the peak feed-back levels of the modulator, and each of frequency just
dlightly above band center.
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Fig.3.14 (@) 8k-bin output spectrum of a simulated fourth-order quadrature modulator. (b) In-band
portion of a 64k-bin spectrum. The portion shown contains 1009 bins.

Fig. 3.14 shows the complex output spectrum of the modulator simulated under those
conditions. The spectrum confirms our supposition: appropriate placement of noise-shaping zeros
using a complex loop filter can effect asymmetric noise shaping. The output spectrum shows a
complex tonein anoise valley centered at 4.875 MHz, as designed. Fig. 3.14(b) shows a zoom of
the in-band region. The four notches are visible across the band, appearing asthey did in the inset
of Fig. 3.12(b) (which showed the linear-model NTF).

Note that if the output | and Q connections are reversed, the noise-shaped band will
effectively occur in the mirror-image band (i.e. at -4.875 MHz in the case above). This, along
with the ability to swap the | and Q input connections or to use any of the signal-band’'s aliases (in
an undersampling approach), gives additional freedom in the choice of modulator input

frequency. As always, undersampling approaches require much more stringent anti-alias filtering.
[. Full-Scale Signal Amplitude

In a real modulator, input-signal amplitude is typically defined as an input sinusoid's peak
amplitude relative to the modulator's peak feedback levels. For example, if the modulator
feedback levelsare +1, asinusoid with apeak level of 1 isconsidered to be afull-scaleinput (i.e.
a 0-dB input, relative to the feedback levels). A half-scale input would be denoted a -6-dB input,

and would appear as such in an output spectrum (which was the case, for example, in Fig. 3.4).

A similar definition of full scale is used in a quadrature modulator, where a 0-dB complex

input signal is defined as being composed of cosine and sine inputs that each have peak
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amplitudes equal to the peak feedback level. This definition produces a side effect: when the | and
Q signals are combined in a quadrature modulator, the signal bin in the output spectrum grows by

6 dB (as was the case with Fig. 3.5 compared to Fig. 3.4).

Thus, for two half-scale inputs, the complex output signal bin will be at 0 dB (asin Figs. 3.5
and 3.14), and for two full-scale inputs the output signal bin will reach +6 dB. To avoid this
somewhat unsettling visual result, the entire complex output spectrum, noise and signal, will be
normalized — i.e. shifted down by 6 dB — in future plots herein. Thus, the 0-dB level in the
output spectrum of a complex modulator will equate to the case of two 0-dB (full-scale, real)
input signals. The normalization is done for purely aesthetic reasons, and does nothing to alter

SNR calculations, for instance.
[11. Modulator Signal-to-Noise Ratio

The modulator’s signal-to-noise ratio (SNR) can be determined by calculating the ratio of
signal power to integrated in-band noise power in its output spectrum. Plotting SNR values for
varying input amplitudes reveals two important metrics of modulator performance: peak SNR is
the maximum SNR attained over all input levels, while dynamic range is the range of input

amplitudes over which the modulator is useful 1

Fig. 3.15 shows aplot of SNR versus input amplitude for the above modulator. The modul ator
achieves approximately 103-dB peak SNR (the highest SNR on the graph) and nearly 105-dB
dynamic range. Bear in mind, however, that these results are for system-level simulations that do

not take into account any non-ideal or circuit-implementation effects.

A point of interest on the plot is the input amplitude at which the SNR levels off and then
drops. This is a metric of modulator stability, and occurs at approximately -5 dB for the above
modulator. The maximum input value is related to the maximum out-of-band NTF gain chosen in
the modulator design: larger out-of-band gain — which results in deeper in-band noise shaping
— will cause a smaler maximum tolerable input; smaller out-of-band NTF gain — which

indicates a more conservative design that has poorer in-band noise shaping — will tend to

1. Dynamic range is defined by a difference in input amplitudes: at the low end, the input
amplitude which resultsin 0-dB SNR; at the high end, the largest input amplitude
allowabl e before the modulator becomes unstable (which causes a drastic reduction in
SNR).
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Fig.3.15  Simulated SNR versus input amplitude. O dB indicates full-scale input sinusoids (i.e.
cosine and sine signals with peak amplitudes equal to the peak feedback level).
increase the range of input amplitudes over which the modulator remains stable. From an SNR
standpoint, there is an optimum trade-off between peak out-of-band NTF gain and maximum
allowable input strength [60].

3.3 The Real-Versus-Quadrature A~ Comparison

The in-band noise shaping of the quadrature modulator in Fig. 3.14 appears to be deeper than
that achieved by the pair of real modulatorsin Fig. 3.5, even though the quadrature modulator has
alower oversampling ratio (32, rather than 91). Thus, moving the two zeros from the image band

to the in-band region has seemingly bought us higher performance, at no cost in order.t

3.3.1 Quadrature-Modulator Advantages for Complex Input Signals

To quantify the advantages of quadrature modulators over real modulators, a comparison is
made using a set of baseline design specifications (in order to keep the modulators on even
ground): a sampling rate of f, = 13 MHz, a center frequency of f_. = 4.875 MHz, and a
bandwidth of just dlightly over f, = 200 kHz (for an oversampling ratio of exactly 32). All
modulators have poles placed in a butterworth arrangement, zeros optimally spread across the
band of interest, and peak out-of-band NTF gain of 4 dB.

1. Thefirst smulation used two real fourth-order bandpass modul ators, which require atotal
of eight filter orders; the second uses one complex modulator with four in-band zeros,
which also requires eight filter orders.
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|. Twin Fourth-Order Real Modulators (Total Order = 8)

To convert complex inputs, asin the receiver of Fig. 3.1, two real bandpass AZ modulators are
needed. For the specifications listed above, two fourth-order modulators with pole-zero plots like
that in Fig. 3.16(a) could be used, requiring atotal filter-order of eight. For complex tone inputs,
the pair achieves a peak SNR of approximately 58 dB in the 200-kHz bandwidth, as seen in the
lower plot in Fig. 3.16(a).
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Fig.3.16 = Comparison of real and quadrature bandpass A~ modulators. (a) Pole-zero plot for areal
fourth-order modulator, and SNR performance for apair of such modulators operating on
acomplex input. (b) A second-order complex modulator and its SNR performance. (c) A
4th-order complex modulator and its SNR performance.

[1. One Second-Order Quadrature Modulator (Total Order = 4)

Surmising that the noise shaping in negative frequencies is wasteful, a second-order
quadrature modulator (i.e. with second-order in-band noise shaping) is designed which eliminates
the negative-frequency notches. The quadrature modulator requires a total filter-order of only
four, and has a pole-zero plot shown in Fig. 3.16(b). This modulator achieves approximately 71-
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dB peak SNR in the same 200-kHz bandwidth — giving a 13-dB (2-bit) performance increase
with half the total order.

[11. One Fourth-Order Quadrature Modulator (Total Order = 8)

Instead, the total filtering order can be held at eight, and the two negative-frequency zeros
moved to positive frequencies (asin Fig. 3.16(c)). The peak SNR achievable for this fourth-order
gquadrature modulator is 103 dB in the 200-kHz bandwidth — or a45-dB (>7-bit) improvement in
peak SNR, for equal total order.

If such drastic SNR improvement is not needed, the quadrature modulator can instead operate
on wider bandwidths than the pair of real modulators. A single quadrature modulator with four
in-band notches — similar to that shown in Fig. 3.16(c) but with zeros spread across awider band
— achieves the origina 58-dB SNR across a bandwidth of more than 650 kHz (more than three

times the original bandwidth).

Thus, aquadrature modulator can achieve lower total order, higher SNR, or higher bandwidth,
or some combination of the three, when compared with a pair of real bandpass modulators.
Clearly, in the ideal case, a quadrature A~ modulator should always replace a pair of real ones
when A/D modulation of complex signalsis needed.

3.3.2 Noise-Shaping Degradation dueto Conjugate-Band Zeros

To understand the basis for the advantage, consider a transfer function whose pole-zero
constellation has neither poles nor zeros. The gain at the point z = 1 is unity. If a zero is now
added in the left-half of the unit circle, at z = —1, the gain seen for points on the right half of the
unit circlegoesup. At z = 1, thegainistwo. That is, forcing attenuation on one half of the unit

circle hurts attenuation on the other half [48].

For a quantitative comparison, a figure-of-merit is calculated for NTF appraisal, which is the

in-band integral of the NTF-magnitude squared, or

W,

1 2
F = Z—TJ'IH(Q))I dw. (3.26)



If the linear model of the modulator is used, and a fixed quantizer step size assumed, the noise
gpectral density iswhite and well-defined. Thus, the figure-of-merit is really a measure of in-band

noise power, and, of course, lower is better.
Changing variables, and noting that de'® = je!“dw, gives

jwz

e .
1 | 20de’“0
F = ETI IHE'®) 0. (3.27)
) Uje 1
e] !
Finally, a one-sided integral, usable since the function is a symmetric one,® simplifies the
calculations; substituting z = €' gives:
z, z,
1 2ldZ] _ 1 -1,1
F==IH?I'"o—O = =[H@H(z ")=dz. 3.28
o IH@ITE = 5[HEHE); (328)
1 1

|. Comparing Two Modulators

A first-order lowpass modulator with a pole at the origin and anotch at z = 1, asshown in
Fig. 3.17(a), will be examined for lucidity; its NTF is H(2 = (1—2_1). Assuming an

Im(z)

(@) 1

Fig.3.17 (@) First-order lowpass modulator with H(z) = (1-— z_l) . (b) The same modulator
with an additional zero at z = —1 and an additional pole at the origin.

1. Theresultsareidentical for complex pole-zero constellations as well, if they are
symmetric about some bisecting line of the unit-circle.
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oversampling ratio of 64 — which represents bandwidth equivalent to that of the quadrature

modulators discussed up until now, which had oversampling ratios of 32 — the figure of merit is:

QWM émm
_ 1 -1 1. _1 -1 . 2
Fl= = J’ (1-zH)(1 z)Zdz— = I (22 7 -1-7 “)dz, (3.29)
1 1
which solvesto
Fi= l-(2|nZ—Z+ z_l)|ejm64 =L 24T (3.30)
1w 1 32 1 64

Modifying the noise transfer function to have an additional zeroat z = —1 — and adding an
additional poleat z = O to keep the orders of the numerator and denominator equal — resultsin
H(Z) = (1—2_1)(1 + z_l), which is shown in Fig. 3.17(b). This is essentidly a lowpass-

highpass modulator hybrid. The new figure-of-merit, across the same bandwidth, is

QWM émm
_ 1 e A N R -1 -3
F, = = J’ (1-z9(1 z)Zdz = J' (22 " —z-7 °)dz, (3.31)
1 1
which solvesto
5 éwm

1 Z .z 1 1. 1
F, = =2Inz—%= +=— = —=-—=sin—. .32
2T "3 20 2 3 (3.32)

Theratio of thetwo figuresis

Fs
== = 3.999. (3.33)

Fy

That the figure is four times higher (worse) for the second transfer function is expected. The extra
zeroat z = —1 causes atwo-timesincrease in the NTF gain near dc, which is thein-band region.
Since noise power is related to the magnitude-squared of the in-band NTF gain, the integrated
noise power actually goes up by four times. This represents a 6-dB (1-bit) SNR degradation for

the modulator that has a second zero across the unit circle from the in-band one.
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Clearly, this example parallels the case of a quadrature modulator versus a real one: rotate
each set of zerosin Fig. 3.17 by 1/ 2 to see that the first is a quadrature NTF with a single notch
a 1/2, while the second is a second-order real bandpass NTF with notches at +1/2. The
difference in achievable SNR is most pronounced for cases such as this, where the conjugate zero
is the full unit-distance across the unit circle — and thus causes the largest increase in in-band
NTF gain — but it is substantial for other NTFs as well. Note that the effect is even larger when

clusters of zeros are involved (i.e. for higher-order NTFs).

Thisis the essential reason for the superior in-band noise shaping of a quadrature modulator.
The fact that removing the image-band zeros gives an SNR advantage along with a reduction in
total modulator order (i.e. the case of Fig. 3.16(a) versus Fig. 3.16(b)) makes quadrature A>

modulators that much more attractive for the A/D modulation of complex inputs.

3.3.3 Modulation of Real Inputs

The first comparison (I versus Il) in Section 3.3.1 showed that a single quadrature modulator
out-performed two real modulators in converting a complex input signal, with the former
requiring only half the total order of the latter. It seems plausible, therefore, that quadrature

modulators may prove superior for the conversion of real inputs as well [48].

The single fourth-order real modulator in Fig. 3.16(a) achieves more than 55-dB peak SNR
for areal, tone, input. The second-order quadrature modulator in Fig. 3.16(b) achieves more than
66-dB peak SNR for the same real input.1 Thus, for equal filter order, the quadrature modul ator
manages to out-perform its real counterpart by 11 dB. The modulators SNR curves are shown in
Fig. 3.18, for inputs 10-dB below full-scale and above.

These simulations raise another point: whereas the real modulator reaches peak SNR for
inputs about 2-dB below full scale, the quadrature modulator does so for a full-scale rea input.
This suggests that the quadrature modulator might be somehow “more stable” than the real one.
Alternately, the quadrature modulator may be able to represent larger real signals because it does

S0 using twice the number of output quantizers.

1. TheQ input isgrounded, and the | input used as the lone modulator input (or vice versa).
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Fig.3.18  Performance comparison for a quadrature modulator and a
real modulator converting real input signals.

3.3.4 Stability Comparison

To investigate the phenomenon further, a new set of modulators is used. These modulators

have peak NTF gain of 12 dB,* rather than the more conservative 4 dB of the previous set.

The new quadrature modulator remains well-behaved, even for real inputs up to full-scale,
reaching a peak SNR of nearly 70 dB. The real modulator, on the other hand, is unstable, even for
zero input. The fact that the real modulator is unstable for zero input — as opposed to simply
reaching SNR degradation for smaller inputs than does the quadrature modulator — points to the
difference being due to the internal workings of the quadrature modulator, and not simply to its

possessing double output quantizers.

Indeed, a quadrature modulator gains a stability advantage over a traditional bandpass
modulator because its poles and zeros are those of a rotated lowpass modulator, as we saw in
Section 3.2.4. Real bandpass modulators — especially those near dc or f /2 — are more akin to

lowpass modul ators that have been doubled in order, and are hence less stable.

1. 12-dB peak NTF gain isthat seen by a second-order lowpass modulator with
HE) = (1-79°.
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3.4 Anti-AliasFiltering

|. Real Versus Complex Filtering

Consider a band centered at an angular frequency of 8, in the z plane, with a bandwidth of
B, . In asampled-data real system, the first frequencies that alias into the signal band occur at an
angular frequency of 2m—(6,+ 6,/2). The anti-alias filter's transition band then, between the
upper edge of the signal band and the lower edge of the first alias band, is from 6,+6,/2 to
2n—(6,+6,/2). For our typical modulators centered at 6, = 31/4, and assuming narrow
bandwidth relative to the center frequency, the transition band extends only from 6 = 31/4 to

51/ 4. This represents a transition-band width of only 1/ 2, one-quarter of the sampling rate.

In a sampled-data complex system, signals on the upper and lower halves of the unit circle are
distinguishable, so the first alias bands do not occur until a full angle of 21 has been traversed.
This equates to a transition-band width equa to the sampling rate. So, again for our typical
modulators, a band centered at 6, = 31/4 does not encounter its first alias band until
0 = 1114 on one side, or 8 = -51/4 on the other. Thus, if a complex bandpass anti-alias
filter is used, centered at the band of interest, there is the predicted transition band of width 21t
above and below. Complex continuous-time filters exist in the literature, and are reasonably

straightforward to implement using standard components [24].

If real anti-alias filters are used in each channel of the complex system, however, the filters,
which are forced to have symmetric magnitude responses, must remove signalsat 6 = -51/4
while passing thoseat 8 = +311/4. This necessitates the original, tighter, transition band of only

one-quarter the sampling rate. The results are contrasted pictorialy in Fig. 3.19.
II. IMR Effects of Complex Anti-Alias Filtering

The figure brings out a further advantage of complex anti-alias filtering: it helps to reduce the
size of image inputs prior to their reaching the A~ modulator, and thus improves the overall
image-rejection performance of the back-end (i.e. the anti-alias-filter/AZ-modulator
combination). Asdiscussed in Section 3.1.1, the image-band input to the back-end can potentially
be larger than the desired signal, making back-end image rejection very important. Strategic
image placement, combined with complex anti-alias filtering, can greatly reduce the image-

rejection requirements of the A~ modulator itself.
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Fig.3.19  Comparison between complex and real anti-alias filtersin a complex-
sampling system. A complex anti-alias filter has more relaxed transition-
band requirements.

3.5 Decimation for Quadrature AZ Modulators

A complex demodulator and (multiplexed) complex lowpass filter are often used to reduce the
bit rate of a real bandpass modulator to a manageable level, as illustrated in Fig. 3.20. In this

scheme, the bit-stream is modulated down to baseband by multiplication by g %"

and then
filtered by a complex lowpass filter. Choosing 8, equal to a simple fraction of 1t allows both the
complex modulator and the complex filter to be implemented with relatively ssimple hardware

[15][20][27].

—jByn
e 19
Complex
Lowpass Filter Nyquist-rate
y(n) and Decimator [ * baseband data
(multiplexed)

Fig.3.20 A bandpass decimator employing complex modulation.

Asan example, adecimator for the case 8, = 31/4 usesamultiplying signal whichisasum
of two period-8 signals containing only zeros, plus or minus ones, and scaled plus or minus ones:

e—j Bon

cos@yn—jsinBy,n ,wheren = 0,1, 2, ...

11_11_1 |:|

1ol 0O4ip_1 11,1
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Similarly, other choices of 6, which are rational fractions of 11 (8, = /2 being the most
common choice [15]) yield periodic modulation signals which can be decomposed into the sum
of severa 0, +1 streams multiplied by constants [27]. The decomposition can generally be
arranged to provide non-overlapping multiplying streams, which alows a single multiplexed
lowpass filter to perform the filtering. After the output of this filter is down-sampled, the streams
are recombined with afew additions and multiplications to yield the decimated, bandpass-filtered

complex data.

In the case of a quadrature A> modulator, the output stream itself is complex, so

demodulation entails multiplying two complex sequences:

[1(n) + jQTe ™" = [1(n) + jQ()] (cosBon — jsinByn), (3.3
wheren = 0,1, 2, ...
Thus, the baseband | and Q sequences, |,(n) and Qy(n), are
1,(n) = 1(n)cosB,n + Q(n)sinByn (3.35)
and
Qu(N) = Q(n)cosByn — I (n)sinyn. (3.36)

The demodulation schemeis pictured in Fig. 3.21.

cosB,n

I(n) lo(n)

QBPAZ

Q(n)

cosByn

Fig. 321  Complex demodulation of the quadrature
modulator’s output streams.
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The multi-level baseband streams are then passed to standard digital decimation filters, which
reduce the bit-rate to the Nyquist rate and remove out-of-band quantization noise [20]. Thus, it is
apparent that the problem of decimation for quadrature bandpass A modulation is only

marginally more involved than for traditional bandpass modulation.

3.6 Summary

A new low-IF receiver architecture has been proposed to alleviate many problems of the
direct-conversion receiver. The architecture retains its image-rejection properties, but the non-
zero |F means that 1/f noise and dc offsets cause no problem, self-interference is not an issue
(because the oscillator frequency is offset from the carrier frequency), and even-order distortion
has less effect. With modern quadrature mixers, and strategic image placement, the low-IF

architecture provides a viable solution for realizing single-chip radio receivers.

The low-1F architecture requires two real bandpass AZ converters — thus doubling the order
(and area and power) required to perform A/D modulation on the complex analog signals— so a
guadrature variant of a A~ modulator was proposed. This architecture avoids the double-order
penalty by sharing poles in its complex structure, and proves invaluable for performing A/D

modulation on quadrature signals in any system.

Quadrature modulator structures and transfer functions were discussed, and a design
methodology given. Simulated performance was presented and explained, demonstrating the
concept of asymmetric noise shaping. This noise shaping was shown to give quadrature
modulators significant advantages over pairs of real modulators for the conversion of complex

inputs, allowing lower total order, higher SNR, higher bandwidth, or a combination thereof.

Quadrature modulators were shown to have performance advantages for the conversion of
real inputs as well, since they do not suffer in-band noise-shaping degradation due to conjugate-
band zeros. They were furthermore seen to gain a stability advantage over traditional bandpass

modulators, since their poles and zeros are simply those of rotated lowpass modulators.

Finally, it was shown to be advantageous to use complex anti-alias filtering when performing
complex-signalled sampling, since it improves both the alias rejection and the image rejection of
the back-end portion of the low-IF receiver. Decimation was discussed, and seen to be only

marginally more intricate than what is required for real modulators.
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CHAPTER

Non-ldeal Effects

This Chapter examines the effects of mismatch upon the performance of the fourth-order
quadrature AZ modulator designed in Chapter 3. In order to understand the implications of
mismatch, a simple complex bandpass filter is first subjected to differential coefficient
perturbation, and examined in detail. These results are then applied to the more intricate case of a
non-ideal fourth-order quadrature feedback system [61 Jantzi].

The quadrature-modul ator versus bandpass-modul ator-pair performance comparison is made,
asit wasin Chapter 3, but this time with the influence of coefficient and amplifier non-idealities.
It is seen that the quadrature modulator loses its huge performance advantage due to the severe

effects of mismatch.

The understanding garnered in this Chapter proves invaluable when dealing with complex
systems, ultimately providing the knowledge necessary to combat the deleterious effects of

mismatch.

4.1 Modulator Performance with Non-ldealities

In acircuit implementation, the coefficients of the system (Fig. 3.10) are realized by capacitor
ratios, making them dependent upon the accuracy with which a feed-in capacitor can match an
integrating capacitor. Furthermore, amplifiers implemented with physical circuits do not have

infinite dc gain, and are not exact replicas from stage to stage, or from channel to channel.



The modulator from the previous chapter can be re-simulated to discern the effects of
mismatch on modulator performance. Capacitor ratios with uniformly-distributed random errors,
with 0.5% peak error, and amplifiers with random dc gain between 50 and 60 dB — but which are
matched to within 2 dB (i.e. about 25% linear gain) between the real and imaginary channels

within a stage — are used in these simulations.

Fig. 4.1(a) shows the 8k-bin output spectrum of the fourth-order quadrature modulator under
these non-ideal conditions. The in-band noise floor is higher than in the ideal case (Fig. 3.14), as
is clearly shown in Fig. 4.1(b), which presents an overlay of the idea and non-ideal in-band
spectra. The non-idealities have caused a large increase in the amount of in-band quantization
noise, in this case reducing SNR from 103 dB in the ideal case to only 60 dB in the non-idedl

case, for a half-scale tone input.

@ @ ° bz 0
S 20 = 207
© I o -40¢
3 -40 S 60 |
g 60 g 80 Non-ldeal |
g £ 1o, Rk L
c % £ -140
s} M0 160 | ]
@ -100 - 128 Ideal
n - 180} | | 1de ]
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Fig. 4.1 (a) 8k-bin output spectrum of a simulated fourth-order quadrature modulator subjected
to random 0.5%-peak coefficient mismatch. Theinput is a-6-dB complex tone. (b) In-
band portion of a similar 64k-bin spectrum for a perturbed and ideal modulator. The
portion shown contains 1009 bins.

A second simulation determines image-rejection performance, using in-band and image-band
input tones 20-dB below full-scale. The in-band tone's frequency is just above band-center
(f = fo+Af;), while the other's is dightly below the center of the image band (i.e.
f = —(f,—Af,)). Fig. 4.2 shows an in-band zoom of the output spectrum for this case. As
expected, the in-band tone has passed through to the modulator output, with unity gain, and
appears at -20 dB in the spectrum. The image-band tone, however, also appears in the in-band

portion of the output, 50-dB down from the desired tone.
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Fig. 4.2 In-band portion of a 64k-bin output spectrum for a perturbed
modul ator with -20-dB in-band and image inputs.

Based on the discussion in Chapter 2, it is apparent that differential mismatch is the likely
culprit for the image-band tone leakage, and may also be responsible for the additional in-band
noise. Simulations quickly show that pure common-mode errors do not have the drastic effects
seen in these plots. Clearly, differential coefficient mismatch (and similar effects from

mismatched amplifiers) creates several deleterious effects that merit further investigation.

4.2 A First-Order Complex Bandpass Filter

Rather than examining these effects by immediately delving into the modulator system (a
high-order feedback structure), a simpler system is first examined in the quest for insight. This
system is a one-pole complex bandpass filter, whose performance is scrutinized in the presence of

differential coefficient mismatch.

As a convenient reminder of the effects of mismatch, Fig. 2.10 is re-drawn here, in adightly
new form, in Fig. 4.3. Any non-ideal complex filter can be separated into a filter seen by the
input and another seen by the conjugate of the input [23]. In more intuitive terms, an output

at frequency w, is effectively formed from two inputs: one at w, and another at - w, .

4.2.1 Theldeal Single-Pole Structure

In Chapter 3, a structure like that in Fig. 4.4 was used to realize a single complex pole in the
z-plane. The reason the filter acts as a complex one can be seen by analyzing the system as atwo-
input, two-output, linear system, and then interpreting the input and output as being complex. For

theideal case,d; = d, = dandc; = ¢, = C.
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A'(2) = Anom(2) + LAm(2)
X(2) —> A(2)

Y(2)

X'(2) o= DAi(2)

Fig. 4.3 Signal flow diagram of acomplex filter, A(Z), showing
common-mode and differential error components.

The dependence of the two outputs on each of the two inputs is (dropping the dependence of
Y and X on z, for clarity):

Yg = > (4.37)
(z-=1-d)"+c

and

v = X (z—=1-d)+cXy
| = 5 (4.38)
(z—-1-d)"+c

Forming the complex output as Y = Yp+ Y, gives

Y = Yg+ijY, = [Xg(z—1-d)-cX|] +j[x,(z—1—d)+ch].

(4.39)

(z—=1—d)?+c?

Y\(2)

Fig. 4.4 Single-pole complex-filter realization.
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To find the transfer function to the output from the complex input, X = Xz + j X, that term

is factored out on the right-hand side, giving

z-1-d+jc O

: .\
Yr*iY, = (Xg+jX))O > (4.40)
dz-1-d)"+c
The denominator is the difference of squares,
2, .2 2 . \2 : .
(z=1-d)"+c” = (z-1-d)"—(jc)" = (z—=1-d—-jc)(z—1-d +jc), (4.42)

so the singularity in the numerator cancels with one in the denominator. The equation thus

simplifies to the desired result — a single complex pole:

(4.42)

This exercise gives an important insight into physically realized complex filters. the cross-
coupled system realizes a complex-conjugate pair of poles, but the effect of one of them is nulled
by asingle zero. In the presence of mismatch, the nulling is not perfect, and the effects described

in Chapter 2 arise.

4.2.2 An ldeal Complex Bandpass Filter

A simple context under which to investigate the mismatch phenomenon, is a complex
bandpass filter that has a single pole of magnitude 0.9 at an angular frequency of 31/4. Thisis
essentially a complex integrator whose pole has been pulled off of the unit circle, for clarity of
illustration. Thefilter is realized with the structure of Fig. 4.4, using nominal coefficient values of
d = —-1-0.9/./2 and c = 0.9/./2, which givesit the transfer function

_ 1 _ 1
A = 7=1-d-jc .00 08 (4.43)
N2 2

It has the pole-zero constellation shown in Fig. 4.5(a) and the magnitude response shown in
Fig. 4.5(b). Note that the signal response is asymmetric about dc (i.e. it is complex). The pole and

zero that perfectly cancel one another are shown in grey in the pole-zero plot.

57



—~
O
=

(@)

3
—~

N
~
N
(6}

Signal Resppnse

B RN
o o o

o5 1) Re@)

o o

1
()]

20l0g10|AE'®)| (dB)

(BN
o

S -2 o0 w2 m
Radian Frequency

Fig. 4.5 Single-pole complex bandpass filter. (a) Pole-zero plot. (b) Magnitude response.
4.2.3 The Mismatched Bandpass Filter

|. The lmage Transfer Function

The minor effects of common-mode errors are similar to the effects of coefficient mismatch in
rea filters, and are ignored in this example. Differential error is more interesting, since the
transfer function AA;+(2) defines a response from the conjugate, or image, input to the output.
The image transfer function defines how much energy will appear in the output at a frequency

w, , when the input is actually in the image band at frequency -w, , or

. v(e
DAy (') = —(-_J-ui)- (4.44)
X(e'%)
Perturbing the ideal coefficients in a symmetric fashion about their nominal values (i.e.
differentially), gives the non-ideal coefficients the values d; = d(1+Aey), d, = d(1-Aey),

c; = ¢(1+Ae;) andc, = c(1-Ag,). Theterms Aey and Ae, define the percentage error.
From Eq. (2.21), the differential-error transfer function is calcul ated:

dAey + jcAe,

. (4.45)
(z-1-d—jc)(z—1-d+ jc) —d’Ae]—c’Ae’

AAGik (D =

The Aeﬁ and Aeg terms are extremely small for even relatively large error percentages, and can

be ignored. Thus, AA+;(2) has the same pole as the complex filter,at z = 1+d—jc, but also
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has the conjugate poleat z = 1+ d + jc. Note that the gain of the function (i.e. the numerator) is

directly related to the error terms.

For example, with Aey = Ae, = 0.1% — i.e. the real-channel coefficients are 0.1% above
nominal and the imaginary-channel ones are 0.1% below nominal — the transfer function

becomes

—0.001(1. 636 0.6364])

09 09jn +09jD —6
— +——==-3100
% ﬁ D ﬁ «/_D

which has the pole-zero plot shown in Fig. 4.6(a).

AAyig(2) =

(4.46)

Theideal signal response and the image response are shown in Fig. 4.6(b), as produced from
full Simulink simulations. The image-response plot matches closely with Eq. (4.46), confirming
thelatter’svalidity; it hasagain of -37.7 dB at band-center (an angular frequency of 31v/4).
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Fig. 4.6 Magnitude of the signal response and the image response for a
non-ideal single-pole complex filter.
[1. Image Rejection

The image rejection defines how effectively this complex filter passes in-band inputs while
rejecting image-band inputs. At a frequency, w, it is the ratio of the gain seen by an in-band

signal to that seen by an image-band signal, or
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j
IMR = 20l0og10F, A w’j.' 0. (4.47)
HAAdiff(e w)|D

For the example, using Egs. (4.43) and (4.45), the image rejection at the center frequency,
w = 31/4,is

“ | 0L-1+j+09+09j O

€ O‘l‘d”CE:zomglo s

T ldhe, + jche] o -=0.001(1.636 — 0.6364])|-
0

O

IMR = 20l0g10

(4.48)

= 57.7 dB,

which is apparent from Fig. 4.6(b). Of this value, 55.1 dB is due to the component mismatch
vector in the denominator, while the remaining 2.6 dB is due to the numerator singularity that lies
across the real axis from the in-band region. The example reaffirms image rejection’s dependence

on component matching, with 0.1% matching giving on the order of 60-dB image rejection.

Although the calculation of AA;(2) was fairly straightforward for the first-order complex
filter, thisis not generally true. Thus, ssmulated image-response curves, like those in Fig. 4.6(b),

will be relied upon for more involved systems.

4.3 Mismatch in a Quadrature A~ Modulator

The previous example substantiated the fact that coefficient errors create image transfer
functions, and at the same time it introduced signal- and image-response plots. Now, the fourth-

order quadrature AZ modulator (actually, its linear model) can be competently investigated.

Section 2.1.2 showed a AZ modulator modeled as a two-input, single-output, linear system.
Modifying Fig. 2.3 to account for complex signal paths, and adding the extraimage paths created
by mismatch, results in the system of Fig. 4.7.

4.3.1 TheFour Modulator Transfer Functions

The new modulator model has four complex input-output transfer functions, rather than the
ideal two. The STF determines the gain from the signal input to the modulator output. With
mismatch, it isslightly perturbed fromitsideal value, and soislabelled as G'(2) rather than G(2) :
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N(z)=>{ H'(z2)

N*(Z) a—> AHdiﬁ(Z)

X(z)o=> G'(2)

X'(z) o= AGgif(2)

Fig. 4.7 The linear model of a quadrature A> modulator showing the four transfer
functions that exist in the presence of mismatch.

. j
o) = Y€ (4.49)
X(e'?)
Similarly, the NTF determines the gain from the quantization-noise “input” to the modulator
output:
, j
Hi®) = YE) (450)

NCRE
The first of the two transfer functions caused by differential mismatch is the image signal

transfer function, or ISTF, which determines the gain from the image-signal input to the output:

. i
Gyirr(€') = % (4.51)

The last is the image noise transfer function, or INTF, which determines the gain from the image

guantization-noise “input” to the modulator output:

. j
Hgir(€'Y) = % . (4.52)
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4.3.2 The Noise Responses

Fig. 4.8 shows a white input-noise spectrum along with the modulator’'s NTF, INTF, and
output spectrum, with perturbed coefficients identical to those used in Section 4.1. These plots
reveal the mechanism responsible for creating the in-band noise portions of the output spectrum.
Fig. 4.8(a) shows the input, Fig. 4.8(b) shows the transfer functions, and Fig. 4.8(d) shows the

resulting outpuit.

The in-band noise in (@) is shaped by the deep in-band notches of the NTF in (b), which are
clearly seen in the in-band zoom in (c); this operation ideally results in the deep in-band shaped
noise shown (in black) in (e). Unfortunately, image-band noise from (a) is shaped by the INTF in
(b), which lies about 40-dB above the ideal NTF. That means that large amounts of out-of-band
guantization noise in the AZ modulator flood into the in-band region. The resulting noise-floor is

seen in (d), with the in-band zoom in (e).

Clearly, the INTF, created by differential mismatch, plays a critical role in the SNR

performance of the non-ideal modulator.*

4.3.3 The Signal Responses

Fig. 4.9 shows the modulator’s signal input spectrum, STF, ISTF, and output spectrum (using
the same coefficient mismatch as above). These plots reveal the mechanism responsible for

creating the signal portions of the output spectrum.

The -20-dB in-band signal in (@) is shaped by the STF in (b), which has unity in-band gain.
This combination results in the -20-dB signal seen in (c). The -20-dB image-band tone in (a) is
shaped by the in-band ISTF in (b), which lies approximately 50-dB below the ideal STF. Thus,
the image tone appears at about -70 dB in the in-band output spectrum of (c) and (d), or about 50-
dB below the desired signal. The image rejection is thus 50 dB, in-band.

Clearly, the ISTF, created by differential mismatch, plays acritical role in the image-rejection

performance of the non-ideal modulator.

1. The effects of mismatch onthe NTF are a'so shownin (c). The perturbed NTF, labelled as
NTF, isnot too different from the ideal in-band NTF; the effects of both are swamped out
by those of the INTF, regardless.
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Fig. 4.8 The function of the NTF and the INTF in forming the noise spectrum.
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Fig. 4.9 Thefunction of the STF and the ISTF in passing an in-band tone and an
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4.3.4 Clustersof Random Transfer Functions

. Random NTFsand INTFs

The previous NTF and INTF plots showed only a sample case of coefficient mismatch.
Observing a large group of perturbed modulators, instead, gives a sense of the “average’
modulator. In-band transfer functions for 100 modulators, with random 0.5%-peak coefficient
mismatch, are shown in Fig. 4.10. The INTF curves lie substantially above the NTF curves, and

thus are the dominant path through which noise enters the in-band region.

INTF Variation

NTF Variation

Magnitude (dB)

-110 | y

a0l
4.775 4.875 4.975

Frequency (MHz)

Fig. 410  NTFand INTF variations for 100 modulators with random
0.5%-peak coefficient mismatch.

To distill a single number from each individual curve in the figure, each curve’'s rms gain is
calculated. Thisgain isthe equivalent level of aflat line which could replace the associated curve
in the figure. By comparing that value to the rms gain of the ideal NTF, the SNR degradation for
that sample modulator is known. Fig. 4.11(a) shows this measure of degradation as caused by
variation in the NTFs, while Fig. 4.11(b) shows the degradation as caused by variation in the
INTFs. An X marks the 95th-percentile in each plot.

95% of the modulators encounter less than 5-dB SNR reduction due to variations in the in-
band NTF, acting alone. The same proportion of modulators encounter less than 46-dB SNR
reduction from the INTFs. A 46-dB SNR reduction due to aliased image-band noise is a huge

amount, that swamps any reduction due to perturbation of the NTFs.!

1. The single modulator sample discussed in Section 4.1 had a SNR reduction of 43 dB,
which falls within the expected range.
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Fig. 411  Reduction of in-band rms noise attenuation due to coefficient variationin
100 modulators. (a) Degradation caused by non-optimal NTFs allowing
excess in-band noise. (b) Degradation caused by non-ideal INTFs.

1. Random STFsand | STFs

Similar STF and ISTF curves for 100 non-ideal modulators are presented in Fig. 4.12.
Comparing the rms gain of the perturbed STFs against the ideal STF provides a measure of STF
degradation. Fig. 4.13(a) shows that the in-band variation of the STF is limited to within about
+0.5 dB, and that 95% of modulators lie within 0.36 dB.

Comparing the ISTFsto the ideal STF provides a measure of image rejection. As seen in Fig.
4.13(b), 95% of the modulators attain greater than 44.3-dB IMR. The simulated case in Section
4.1 showed 50-dB IMR, which falls within the expected range for 0.5% mismatch.

20
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Fig. 412  STFand ISTF variations for 100 modulators with random
0.5%-peak coefficient mismatch.
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due to coefficient variation in 100 modulators.

4.3.5 SNR and IMR Histograms

The above curves are useful for determining the effects of mismatch, and ultimately prove
useful in combatting those effects, but are based upon the linear model of the modulator. Full
simulations of 1000 perturbed modulators, with random 0.5%-peak coefficient mismatch and
half-scale tone inputs, result in the SNR histogram of Fig. 4.14(a). 95% of the perturbed
modulators achieve SNR greater than 53 dB, which represents a degradation of 50 dB from the
ideal — matching well with the linear model results from Section 4.3.4.

The IMR histogram is shown in Fig. 4.14(b). The in-band and image-band inputs both lie 20-
dB below full-scale. 95% of the perturbed modulators achieve greater than 44-dB IMR — which,

again, matches well with the results from the linear model.
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Fig. 414  Histogramsfor (8) SNR and (b) IMR for the modulator with random
0.5%-peak coefficient mismatch (1000 modulators).
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4.4 The Real-Versus-Quadrature A~ Comparison Revisited

The quadrature modul ator appears to be quite sensitive to coefficient and amplifier mismatch:
SNR drops from the ideal 103 dB to a 53-dB 95th-percentile, while IMR drops from the infinite
ideal to a 44-dB 95th-percentile (both for 1000 samples with 0.5% mismatch). The many
advantages of quadrature modulators trumpeted in Chapter 3 seem in jeopardy.

To make a fair comparison, similar techniques are used to evaluate the pair of bandpass A~
modulators acting upon complex inputs in the presence of mismatch. Histograms, presented in
Fig. 4.15, show a 95th-percentile for SNR at 51.2 dB, and a 95th-percentile for IMR at 27.4 dB.
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Fig.4.15  Histogramsfor (a) SNR and (b) IMR for apair of real bandpass A~ modulators
with random 0.5%-peak coefficient mismatch (1000 modulators).

The quadrature modulator still provides superior SNR performance compared to the pair of
real modulators — a 95th-percentile of 53 dB compared to 51 dB — athough it has far less of an
advantage than it had in the ideal case.! Its IMR performance is superior, too, with a 95th-
percentile of 44 dB compared to 27 dB. The strong cross-coupling within the single complex
modulator proves helpful for IMR performance, maintaining more symmetry within transfer

functions than is possible in a system of uncoupled real modulators.

The performance differential becomes more substantial as an ideal realization is approached.
Table 4.1 compares quadrature-modulator performance with that of a real-modulator pair, for

three levels of coefficient accuracy. Amplifier performance remains at 50 to 60 dB, with 2-dB

matching between a stage's two amplifiers.

1. The advantage is reduced to the point where it may no longer be beneficial to use
gquadrature modulators to convert real input signals, as was proposed in Section 3.3.3.
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With more accurate coefficient matching — or higher-gain (or more-closely matched)
amplifiers — the quadrature modulator sees less performance degradation due to aliased in-band
noise, and thus more nearly reaches its deep (four-zero) in-band NTF. On the other hand, the pair
of real modulators is ultimately limited to the lesser in-band noise shaping of its two-zero NTF.
At the 0.1%-matching level, the quadrature modulator is superior by about 13-dB (2-bits) SNR
and 16-dB IMR.

Table 4.1: Performance Comparison for Three Degrees of Mismatch?

Matching Real-Modulator Pair || Quadrature Modulator

Accuray | gNR IMR SNR IMR

0.5% 51 dB 27 dB 53dB 44 dB
0.3% 53dB 32dB 57 dB 49dB
0.1% 54 dB 42 dB 67 dB 58 dB

a. Numbers listed are 95th-percentiles (1000 samples).

4.5 Summary

The effects of mismatch in quadrature systems were uncovered with the investigation of a
simple complex bandpass filter. These results were applied to the quadrature modulator’s linear
model, and explained the drastic performance drop seen when modulator simulations included

non-ideal effects such as coefficient mismatch and amplifier mismatch and finite dc gain.

The fourth-order quadrature modulator was shown to be quite sensitive to these non-ideal
effects. Modulators facing random 0.5%-peak mismatch and amplifier dc gain between 50 and
60 dB, tended to lose more than 50-dB SNR compared to their ideal SNR, and dropped to
approximately 45-dB IMR. The large SNR reduction was shown to be caused by image noise
aliasing into the in-band region by way of the INTF, with the large amounts of out-of-band noise

in a Az modulator making this aliasing phenomenon a problem.

The quadrature modulator still out-performs a pair of real modulators also subjected to
mismatch, though the performance advantage is substantially lower than in the ideal case. The

performance gap widens as matching accuracy improves.

69



CHAPTER

An Improved Quadrature
Modulator

This chapter describes an improved modulator that possesses a notch in the image band of its
NTF, which dramatically reduces the deleterious effects of non-idealities [61 Jantzi]. The design
procedure for such a modulator is described, and the various allowabl e trade-offs discussed. The
improved modulator is again compared for SNR performance against the pair of standard

bandpass modulators, this time easily maintaining its distinct advantages in the face of mismatch.

5.1 Designing the Improved M odulator

5.1.1 AnImage-Band Notch

Chapter 4 described the mechanism whereby large amounts of image-band noise alias into the
in-band region of amodulator and, thus, degrade SNR performance. If asingle notch is placed in
the center of the NTF image band, afirst-order zero reduces the image-band noise power before it
aliasesto the in-band region. If implemented correctly, this technique actually positions anotch in
the center of the in-band region of the INTF, such that it aliases the out-of-band noise with amuch

smaller gain than that seen in Chapter 4.

There is some freedom in the design of the improved modulator. Three zeros are placed
optimally in-band, and one zero is positioned in the center of the image band. The three in-band
NTF poles are placed in a butterworth configuration, and are combined with a single image-band
pole in order to maintain 4-dB peak out-of-band NTF gain. Fig. 5.1 shows the pole-zero

configuration for such a modulator.



Fig.5.1 Pole-zero constellation variations for modulators
with one image-band zero.

There is adesign trade-off between the depth of the in-band regions of the NTF and INTF: as
the in-band poles move away from the in-band zeros, the in-band region deepens, but at the
expense of the image-band depth (since the image-band pole must move closer to the image-band
zero to maintain the 4-dB constraint); as the in-band poles move closer to the in-band zeros,
worsening the in-band region, the image pole can move away from its zero, thus deepening the

image-band region.
5.1.2 Image-Band Pole Placement and its Effects

The simplest parameter with which to describe a design of this type, is the magnitude of the
image-band pole. Three designs are shown below in Fig. 5.2. Thefirst has an image-band pole at
aradius of 0.77. The second has an image-band pole at a radius of 0.6, which means that — in
order to maintain the 4-dB peak out-of-band gain constraint — the in-band pole trio must move
closer to thein-band zeros. The third has an image-band pole at aradius of 0.92 (closer to the unit

circle), which forces the in-band poles to move away from the in-band zeros.

The position of the image-band pole controls the rel ative amounts of noise caused by the non-
ideal NTFsand INTFs. Simulations of 100 perturbed modulators for the three designs are shown
in Fig. 5.3. Below each NTF/INTF overlay, lies agraph of the rms attenuation degradation caused

by each transfer function.

In the first design, the NTF and INTF curves lie nearly on top of each other. The NTF values
have a 95th-percentile of 2.3 dB, whereas the INTF vaues have a 95th-percentile of 2.6 dB
(though typical INTF curves fall well below theideal NTF, some having rms values nearly 15-dB
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Fig. 5.2 Pole-zero constellations for modulators with one image-band zero. (a) Image-band pole

radius of 0.77. (b) Image-band pole radius of 0.60. (c) Image-band pole radius of 0.92.

better). The 95th-percentile of the SNR histogram — shown at the bottom of Fig. 5.3, column (a)
—is74.1dB.

In design (b), the INTF curves fall generally below the NTF curves. The 95th-percentile for
rms degradation due to the NTFsis 2.8 dB, whereas for the INTFsitis-11.1 dB. Thus, the NTF
perturbation is the main cause of in-band noise, which accounts for the tight range (about 5 dB) of
SNR deviation seen in this design’s histogram. The 95th-percentile of the SNR histogram is
67.3 dB, which is 7-dB worse than design (a). Thus, it is wasteful to make the image-band notch
too deep (which is equivalent to making the in-band INTF too deep) since that comes at the cost

of aworsein-band NTF.

In design (c), the INTF curves fall generally above the NTF curves. The 95th-percentile for
rms degradation due to the NTFsis 6.4 dB, whereas for the INTFs it is 18.9 dB. Thus, the INTF
perturbation is the main cause of in-band noise, accounting for the wide spread (about 21 dB) of
SNR values seen in the design’s histogram. The 95th-percentile for SNR is 65.8 dB, which is 8-
dB worse than design (a). Thus, it is wasteful to make the in-band region too deep, since that
comes at the cost of aworse in-band INTF, and aliased image-band noise will swamp out in-band

noise.

Table 5.1 summarizes the results. It is clear that the first design is the best one: it has random
INTFs that just begin to interfere with the random NTFs — giving the optimal trade-off between
in-band NTF and INTF depth — which results in the best SNR statistics of the three designs.
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Fig. 5.3

(a) Radius 0.77. (b) Radius 0.60. (¢) Radius 0.92.

Performance of improved designs with various image-band pole radii.
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Table 5.1: Effects of Image-Band Pole Placement

Specification Design1l | Design2 | Design 3
image-band pole radius 0.77 0.60 0.92

NTF 95th? 2.3dB 2.8dB 6.4 dB

INTF 95thP 26dB | -11.1dB | 18.9dB

SNR 95th® 742dB | 67.3dB | 65.8dB

SNR spread® 9dB | 55dB 21dB

a. The 95th-percentile of rms attenuation degradation dueto NTF
curves (100 sample modulators).

b. The 95th-percentile of rms attenuation degradation due to INTF
curves (100 sample modulators).

¢. The 95th-percentile of simulated SNR, for 1000 modulators.
d. The spread between lowest and highest SNR for 1000 modulators.

5.1.3 Stage Ordering

Once the transfer function is chosen, the four zeros can be realized in any of 24 different ways
in the structure. The ordering of the stages is crucial to the effectiveness of the mismatch-
combatting technique. If the three in-band zeros are labelled as | , m and u — for the lower-,
middle-, and upper-frequency zeros — and the image-band zero is labelled as o (for opposite),

the 24 combinations are as listed Table 5.2.

The order in which the |l , m 0 and u labels appear, signifies in which stages the zeros are
realized. For example, | onmu, is the configuration where the low frequency in-band zero is
realized in the first stage, the image-band zero in the second stage, and the middle- and upper-
frequency in-band zeros in the third and fourth stages, respectively. The stage-orderings are listed
by image-band zero groupings; the first six are for designs in which the first stage realizes the

image-band zero, and so on.

The results show that the image-band zero should be realized in the third or fourth stage. If the
image-band notch is redlized in the first stage, the technique actually worsens performance
compared to the original design (dropping the SNR 95th-percentile from 53 dB to 18 dB), while
if the image-band notch is realized in the second stage, performance is marginally worse than in
the original design. The third and fourth groupings both offer significant improvement over the

original modulator. Note that there islittle variation based on the order in which the in-band zeros
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Table 5.2: Stage Ordering and SNR

Stage® | Ordering | SNR 95th (dB) | SNR Spread (dB)
ol mu 18.1 40.9
ol um 184 42.1
14 om u 17.8 38.2
omnul 18.1 42.2
oul m 18.0 32.6
oum 18.1 36.9
| onu 48.0 31.2
| oum 48.1 33.8
ond nol u 52.7 31.8
nmoul 52.1 28.6
uol m 48.3 30.9
uom 47.9 32.6
ul om 74.5 9.0
| uom 74.1 8.8
ard unol 73.6 10.2
nmuol 73.9 9.5
| mou 73.7 0.8
m ou 74.0 9.5
| muo 74.0 8.8
| uno 74.5 8.4
4th m uo 74.5 9.7
mul o 74.5 9.0
ul no 74.4 8.7
um o 74.4 9.0

a. Stage in which the image-band notch is realized.

arerealized (the exception being within the grouping in which the image-band notch isrealized in
the second stage).

Random linear-model NTF and INTF overlays are shown in Fig. 5.4: the plots (a) through (d)
correspond to the image-band notch being realized in stages one through four. Clearly, it is only
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when the image-band notch is realized in the third or the fourth stage that there is a proper trade-
off between the contribution to in-band noise by the NTFsand INTFs.
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Fig.5.4 NTF and INTF overlays for an image-band notch realized in the
(@) first, (b) second, (c) third, and (d) fourth stage.

5.2 Thelmproved Modulator

5.2.1 TheNew NTF

The best of the three designs has an NTF whose pole-zero plot is shown in Fig. 5.5(a) and
whose magnitude response is shown in Fig. 5.5(b), which includes an expanded view of the in-
band region. The image-band pole magnitudeis 0.77, shown in Section 5.1.2 to be a good choice.
The image-band notch isrealized in the fourth stage, with an overall ordering of um 0 — the last
entry in Table 5.2. This design will be referred to, hereafter, as the “3/1” modulator, due to its
three in-band zeros and single image-band zero. The origina design from Chapter 3 is thus

named the “4/0” modulator. More design details are given in Appendix B.
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Fig. 5.5 Theimproved NTF. (a) Pole-zero constellation. (b) Magnitude response.

5.2.2 TheNew STF

The STF designed for the updated pole configuration is shown in Fig. 5.6. As seen in the pole-
zero plot of Fig. 5.6(a), one STF zero is placed over the image-band pole to null its response,
leaving two zeros available to effect shaping of the input spectrum. In this case, a complex

bandpass filtering function is achieved by placing a zero at z = | (3.25 MHz) and another at
= -1 (6.5 MHz).

The STF magnitude responseis shown in Fig. 5.6(b). It has unity in-band gain and 30-dB out-
of-band regjection. The in-band STF has magnitude flat to within 0.03 dB and phase linear to
within £0.02°.
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Fig. 5.6 The new STF. (a) Pole-zero constellation. (b) Magnitude response.
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5.2.3 Improved-Modulator Spectra

Fig. 5.7(a) shows the 8k-bin spectrum of the fourth-order 3/1 quadrature modulator with
random 0.5%-peak coefficient mismatch and moderate amplifier non-ideality. Note the deep noise
shaping in-band, and the single noise-shaping notch in the image band. Note, too, that some of the
in-band tone has leaked into the image band at the output. This leaked tone is removed along with

the quantization noise, and thus is not important.
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Fig. 5.7 (a) 8k-bin output spectrum of the improved fourth-order quadrature modulator subjected
to random 0.5%-peak coefficient mismatch. The input is a-6-dB complex tone. (b) The
in-band portion of a similar 64k-bin spectrum for a perturbed and ideal modulator. The
portion shown contains 1009 hins.

The simulation shows that for a half-scale toneinput, SNR decreases from nearly 81 dB in the
ideal case to 79 dB in the non-ideal case — less than 2-dB degradation in SNR. The minimal
perturbation of the in-band noise is clear in Fig. 5.7(b). This result is a dramatic improvement
over the original 4/0 modulator, which in Chapter 4 saw a 43-dB degradation (for identical

percentage perturbation of each coefficient).

Fig. 5.8 shows the in-band zoom of the output spectrum for a second simulation, run with -20-
dB in-band and image-band input tones. As expected, the in-band tone has passed through to the
modulator output, with unity gain, and appears at -20 dB in the spectrum. The image-band tone
also appears in the in-band portion of the output, about 58-dB down from the desired tone. This
58-dB IMR represents a modest improvement over the 50 dB seen for the original 4/0 modulator.
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Thein-band portion of a 64k-bin output spectrum for a

perturbed modulator with -20-dB in-band and image inputs.

5.2.4 Clustersof Random Transfer Functions

|. Random NTFsand INTFs

The 3/1 modulator’s random NTFs and INTFs were plotted in Fig. 5.3, design (a), and are

repeated below for comparison to those for the original modulator from Fig. 4.10. Fig. 5.9 shows

the dramatic contrast between the two figures: whereas the INTF curves swamp out any NTF
variations in the original 4/0 modulator (Fig. 5.9(8)), in the improved 3/1 modulator (Fig. 5.9(b))

the variations are of asimilar order.
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Fig. 5.9 NTF and INTF variations for 100 modulators with random 0.5%-peak coefficient

mismatch. (a) Original 4/0 modulator. (b) Improved 3/1 modulator.
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1. Random STFsand I STFs

Random STFs and ISTFs for 100 perturbed 3/1 modulators are presented in Fig. 5.10. In Fig.
5.11(a), we see that the in-band variation of the STF islimited to within about £0.4 dB, and that
95% of modulators lie within 0.28 dB. Fig. 5.11(b) shows that more than 95% of the modulators
attain greater than 44.6-dB IMR. These results are very close to those for the origina 4/0
modulator, presented in Fig. 4.12.
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Fig.5.10  STFand ISTF variations for 100 modulators with random
0.5%-peak coefficient mismatch.
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Fig.5.11  Variation of (a) in-band rms STF gain and (b) image rejection,
due to coefficient variation in 100 modulators.

5.25 SNR and IMR Histograms

Simulations of 1000 perturbed modified modulators, with random 0.5%-peak coefficient
mismatch, moderate amplifier non-ideality, and half-scale tone inputs, result in the SNR
histogram of Fig. 5.12(a). 95% of the perturbed modulators achieve greater than 74.2-dB SNR —
which represents a degradation of lessthan 7 dB from the ideal.
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The IMR histogram is shown in Fig. 5.12(b). 95% of the perturbed modulators achieve
greater than 45.1-dB IMR — which matches closely with the results from the linear model.
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Fig.5.12  Histogramsfor (a) SNR and (b) IMR for the modified modulator with
random 0.5%-pesk coefficient mismatch (1000 modulators).

5.3 SNR Comparison: the 3/1 Modulator Versusthe 4/0 M odulator

Although in theideal case the original 4/0 modulator had superior noise-shaping performance
due to its four in-band zeros, the 3/1 modulator maintains its performance better in the face of
coefficient mismatch, and proves superior. When properly implemented, the image-band-notch
technique actually buys about 21-dB SNR for the examples chosen, or more than 3 bits.

Image rejection remains relatively unaffected by the technique, which is not surprising since
we have not really changed the I STF curves (as witnessed by comparing Fig. 5.10 with the earlier
Fig. 4.12).

The statistical comparison is shown pictorially in Fig. 5.13, and summarized in Table 5.3.

Table 5.3: Simulated M odulator Performance with Mismatch

e Initial Modulator | Modified Modulator
Specification (4/0) (3/1)
Ideal SNR 103 dB 81dB
SNR (95th-percentile) 53dB 74 dB
IMR (95th-percentile) 44 dB 45 dB
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Fig.5.13  SNR histogram comparison for modulators 3/1 (black) and 4/0 (grey).

5.4 The Real-Versus-Quadrature AZ Comparison with the 3/1 Modulator

The 3/1 quadrature modulator appears quite robust in the face of coefficient and amplifier
mismatch: SNR drops from an ideal 81 dB to a 74-dB 95th-percentile, while IMR drops from the
infinite ideal to a 45-dB 95th-percentile (both for 1000 samples with 0.5% mismatch). To
compare this modulator with the pair of bandpass A> modulators (in the presence of component
mismatch), the simulations for the bandpass modulator pair are taken from the end of Chapter 4

and plotted together, in Fig. 5.14, with the simulations for the 3/1 modulator.

The improved 3/1 quadrature modul ator provides superior SNR performance compared to the
pair of real modulators: a 95th-percentile of 74 dB compared to 51 dB, or a 23-dB performance
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Fig.5.14  (a) SNR and (b) IMR histogram comparison for modulator 3/1
(black) versus a pair of real bandpass modulators (grey).
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advantage.® Its IMR performance is superior, too, with a 95th-percentile of 45 dB compared to 27
dB. The strong cross-coupling within the single complex modulator again proves helpful for IMR
performance, maintaining more symmetry within transfer functions than is possible in a system

of uncoupled real modulators.

The performance differential increases dightly as an ideal realization is approached. Table 5.4
compares performance between the 3/1 quadrature modulator and a real-modulator pair, for three
levels of coefficient accuracy. Amplifier performance remains at 50 to 60 dB, with 2-dB matching

between a stage's two amplifiers.

With more accurate coefficient matching — or higher-gain (or more-closely matched)
amplifiers — the 3/1 modulator sees less performance degradation due to aliased in-band noise,
and thus more closely reaches its deep (three-zero) in-band NTF. The pair of real modulators is
ultimately limited to the lesser in-band noise shaping of its two-zero NTF. At the 0.1%-matching
level, the quadrature modulator is superior by about 25-dB (4-bits) SNR and 17-dB IMR.

Table 5.4: Performance Comparison for Three Degrees of Mismatch?

The 3/1 Modulator Real-Modulator Pair
Matching Accuracy
SNR IMR SNR IMR
0.5% 74 dB 45 dB 51dB 27 dB
0.3% 77 dB 49 dB 53dB 32dB
0.1% 79 dB 59 dB 54 dB 42 dB

a. 95th-percentiles for 1000 perturbed modulator samples.

1. Remember that this 23-dB performance advantage comes for equal total order. Although
less than the 45-dB performance advantage that appeared to exist for the 4/0 modulator in
Section 3.3 (i.e. prior to concerns over mismatch), 23 dB is a significant gain: ailmost 4
bits. As shown in Chapter 3, the increase in SNR performance can be traded off against
bandwidth.
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55 Summary

Animproved fourth-order quadrature modulator was designed with asingle notch initsimage
band. Proper implementation of the technique positioned a notch in the center of the INTF.
Design trade-offs were investigated, and the design was optimized from the standpoint of its
ability to combat the del eterious effects of mismatch.

The chosen design was shown to perform well in the presence of non-idea effects.
Modulators facing random 0.5%-peak coefficient mismatch and 50 to 60-dB amplifier dc gain,
lost lessthan 7-dB SNR compared to their ideal SNR, and dropped to approximately 45-dB IMR.

The modulator was shown to significantly out-perform a pair of real modulators. Nearly 4-bit
improvement in SNR performance was found, along with nearly 20-dB improvement in IMR
performance, for the same total modulator order operating on complex inputs. The performance

gap was seen to widen sightly with improved matching accuracy.



CHAPTER

Integrated Circuit
Implementation

This chapter describes the steps undertaken to realize a 0.8-um CMOS implementation of the
3/1 quadrature bandpass A modulator [62 Jantzi]. First, the overall switched-capacitor
architecture is presented and its operation explained. Then, constituent circuitry is discussed and
simulation results are shown. Finally, the code-driven layout methodology is introduced, layout
blocks are shown, and the advantages and disadvantages of the automated layout technique are
outlined.

6.1 The Switched-Capacitor Architecture

6.1.1 From Signal Flow Graph to Switched-Capacitor Circuit

In Fig. 3.10, a general structure was shown for a fourth-order quadrature A~ modulator. The
architecture is amenable to switched-capacitor (SC) implementation, albeit a more involved one

than used for traditional SC A> modulators.

The architecture consists of several blocks. the complex integrators are realized using
amplifiers, switches and capacitors connected as SC integrators; the various feed-in and feed-
back coefficients are realized using capacitors whose values have specific ratios to corresponding
integrating capacitors; the quantization functions, which are single-bit sampled ones, are realized
using latched comparators; and the two-level signas that drive the feedback capacitors are
realized using a pair of one-bit DACs.



6.1.2 Complex Integrators

Asdiscussed in Section 3.2.2, acomplex integrator is created by the cross-coupled connection
of two real integrators, as shown in Fig. 6.1(a). The 1/(z—1) blocks are smply 7Y (1- z_l)
delaying-type SC integrators, so a single-ended version of a complex integrator is constructed as
shownin Fig. 6.1(b).

The negative value for one of the capacitors, C.., is easily realizable in a fully-differential
implementation by reversing the connections to differential amplifier outputs. The ratio of the
feed-back capacitor, C, to the integration capacitor, C, , sets the d coefficient, while the ratio of
C. to C; setsthe c coefficient.

(a) YR(Z)
Yi(2)
1=, clock
2=@, clock
(b)
g

; ; o
|||—|_\N{

Fig. 6.1 (a) Complex-integrator system. (b) Single-ended circuit
realization of a z-plane complex pole.
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6.1.3 The Complete Fourth-Order SC Modulator

A fourth-order complex modulator, which contains four complex integrators inside a global
feed-back loop, is constructed as shown in Fig. 6.2. For clarity, the structure is shown in its

single-ended, rather than the actual, fully-differential, form.

The SC structure does bear a strong resemblance to the system-level diagram of Fig. 3.10.
The modulator input has complex feed-ins to each stage through the C, and C, capacitors. Each
channel has a latched comparator that produces a one-bit output and drives a one-bit feedback
DAC, which, in turn, feeds its output back into the modulator stages through the C, and C;
capacitors. Within each complex integrator, the C. and C capacitors position the noise-shaping

ZEros.

6.1.4 The Switching Configuration

Fig. 6.3(a) shows the fully-differential interconnection of the real channel’s fourth-stage
amplifier, switched capacitors, and latched comparator. A non-overlapping clock generator
provides the six necessary clock phases. Two versions of phase 1 (¢, and @), and four of phase
2 (¢,, ¢ and their delayed counterparts, @,4 and @,q) provide “early” and “late” clocking to

minimize charge-injection. Transmission gates switch nodes with highly-varying voltages.

Integrators receive their input charge on the rising edge of ¢; (note the clocking scheme in
Fig. 6.3(b)), and have the entirety of that phase for settling. @,’s rising edge then enables the
comparator, whose output is latched into the RS flip-flop near the end of ¢, (on the rising edge of
the “latch” signal). This sets up the modulator feedback polarities for the following ¢; .

6.2 Circuit Blocks

The circuit isimplemented in the CMOS-only portion of a0.8-um BiCMOS process [63]. All
circuit ssimulations were performed with HSpice [64], using models supplied by Nortel. It is
critical to properly design and verify each functional block of the SC modulator. These blocks
include the amplifiers, the comparators, the clock generator, the input switching structure, and the
one-bit DACs. The capacitor sizes must be determined first, so that the capacitive load on other

circuitry is known.
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Fig. 6.3 (a) Real-channel fourth stage and comparator; other stages are similar.
(b) Clocking scheme.

6.2.1 Capacitor Sizing
|. Dynamic-Range Scaling

System-level modulator simulations were run in Simulink [59] for 2% time steps, using the
optimized coefficients designed for the NTF and STF in Chapter 5 and Appendix B. Inan |, -
scaling procedure, the peak values obtained for each state, multiplied by 1.1 for a 10% safety
margin, were used to scale down the input coefficients of the appropriate state (and scale up its

output coefficients) so that each amplifier output will never exceed the reference levels.
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The reference voltages (the levels fed back from the one-bit DACsin Fig. 6.2) areset at 1V
and 4V, centered around a common-mode (CM) level of 2.5V (with 5-V supplies). Thus, each
amplifier output is limited to 6-V, , differential swing—i.e. £1.5 V around the 2.5-V CM level,
for each of the positive and negative amplifier outputs — and with the safety margin and

coefficient scaling, should swing within about 90% of that range.
[1. KT/C Noise

Once the scaling is complete, the desired capacitor ratios are known. The absolute capacitor
sizes, though, define the total KT/C noise. A Lagrange-multiplier minimization approach [6
Jantzi] was used to set KT/C levels so that in-band noise requirements are met while capacitor area
IS minimized.

The KT/C noiseis white, and thus the total in-band noise power is reduced by oversampling —
falling by 3 dB for each doubling of the oversampling ratio. Furthermore, each capacitor’'s KT/C
noise sees a certain transfer function (some of which have relatively small in-band power gains)
to the modulator output — so some capacitors are more critical than others insofar as their

contribution to total noise.

The end result is that, for this design, the largest capacitors required in all stages are those
responsible for setting the noise-shaping zero locations (the capacitors labelled as C, C, and C,
in Fig. 6.2) — which helpsin positioning the notches accurately.

[11. Sizes

Theinitial sizes so determined for the C, and the C, capacitors were quite small, resulting in
unreasonably large capacitor spreads for some stages.’ To reduce the spread, al a and e
coefficients were increased tenfold. This coefficient increase manifests itself as a gain scaling of
the STF, giving the STF an in-band gain of +20 dB, rather than 0 dB (which obviously reduces
the maximum allowable input-signal size). Thus, the STF from Fig. 5.6(b) is shifted up by 20 dB,

to appear as shown in Fig. 6.4. This scaling shows how gain can be incorporated into a modul ator

1. Too large a capacitor spread — the ratio between the largest and smallest capacitor values
in a stage — poses an implementation problem. Thereis alimit to the smallest capacitor
that can be implemented in a given process (and the smaller the capacitor, the worse its
accuracy), and once that is set, alarge spread may mean the largest capacitor occupies an
unreasonable area or createstoo great aload on circuitry.
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STF.! Thefinal capacitor sizes used to realize the 3/1 modulator from Chapter 5, which has three
in-band and notches and one image-band notch, are listed in Table 6.1. Note that the smallest (and
thus least-accurately implemented) capacitors in each stage realize a portion of either an A or B

coefficient, which is fortunate, since those coefficients are much less critical than the others.
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Table 6.1: Stage Capacitor Sizesand Spreads

Parameter Capacitor Stagel | Stage2 | Stage3 | Stage4
feed-in coefficients C, 1.719pF | 123fF | 60.8fF | 9L4fF
A=atje Ce 341fF | 379fF | 171fF —
feed-back coefficients Cy 165 fF 176 fF 110 fF 124 fF
B =b+jf C, 60.8fF | 60.8fF | 190fF | 62.5fF
zero-forming coefficients Cqy 2.73 pF | 2.567 pF | 2.742 pF | 1.728 pF
p=d+jc C, 1.071pF | 1.063pF | 1.196 pF | 716 fF
inter-stage capacitors C, — 207 fF 488 fF | 1.458 pF
integration capacitors C 1576 pF | 1.503 pF | 1.632 pF | 1.013 pF
capacitor spreads Crax” Cmin 46 43 46 28

1. If multiple capacitors were implemented for each feed-in coefficient, a modulator STF
could incorporate programmable gain amplification (PGA). In this structure, however,
each complex feed-in coefficient requires eight capacitors, making multiple gain settings
somewhat real-estate intensive.




6.2.2 Operational-Transconductance-Amplifier (OTA) Circuitry

|. Main Stage

The amplifiers are current-gain operational transconductance amplifiers[65] designed to drive
the worst-stage capacitive load to 13-hit settling in under 35 nsec. In the main stage, shown in
Fig. 6.5, the PMOS differential-pair (M1-M,) converts the differential input voltage to a
differential current, which is mirrored to the output, with a gain of two, by wide-swing cascode
current mirrors (M3-Mg and M-Myg) [66]. M15-M¢ set the tail current for the input diff-pair,

while devices M11-M4, and M43-M14 are cascoded active loads that increase the amplifier gain.

Voltages V,,, V1, and V , are set by a separate bias stage, while V; is controlled by the

pl’
common-mode feedback stage.

A JM:LS A

Vplo—od— |
—{ | Mis —I Miy ) e oV
— 1 J = ctl
Vp2 o= IMM | Mg 'V|12I '4:
My M,
Vout-+ Vi FVin —>Vout+
Mg My | Ms
V2 o—H——+HE——H—H

M7

|_

- |
— ]
Mio Mg My Mg
Fig. 6.5 Operational -transconductance-amplifier (OTA) main stage.

II. Bias Stage

A constant-g,,, bias stage (Fig. 6.6) [67] provides bias |levels for the main stage. The circuit is
essentially a collection of high-swing cascode current mirrors connected in several feedback
loops. The current in resistor R, is set by the gate-source voltage differential between M, and M,
which is defined by their aspect-ratio differential. This current flows in each of the transistor
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quads M1-M, and Ms-Mg, which set the voltages Vi and Vy,; for the single-stacked devicesin the
main stage and CMFB bias stage.

M I pl
|: Mg Ml‘lj M3
L
*&4 My
e
My II’JMZ | —>Vpy
M

Fig. 6.6 OTA bias stage.

The same current is also mirrored to Mg-Mqq and M1>-M43, which set the current in devices
M1 and My, respectively. The gate voltages of the latter devices, which are sized at one-quarter
the width of the mirror devices driving them, define the bias levels Vy,, and Vi, for the various
“wide-swing” cascoded devices. It is wise to include start-up circuitry to ensure that the bias

circuit does not begin in a stable zero-current state upon power up [67].

Thus, one high-resistance poly resistor sets the operating point for the amplifier. Furthermore,
all device transconductances track, to afirst degree, over power-supply, process and temperature

variations.
[11. Common-Mode Feedback Stage

Switched-capacitor common-mode feedback (CMFB) [68], shown in Fig. 6.7(a), maintains
the average amplifier output level at 2.5 V. The amplifier outputs are ac averaged through the non-
switched capacitors, C., whereas the (smaller) switched capacitors, Cg, maintain the necessary dc
levels. In brief, feedback forces Vy to equal V¢, a which point the average of Vor+ and V. is
forced to equal the desired CM level of V., = 2.5 V. Lead compensation is provided for the
amplifier by theresistors, R, in series with the ac-averaging capacitors in the CMFB block [69].

The CMFB has its own bias circuitry, shown in Fig. 6.7(b), which supplies V1, areplica of
the V1 voltage that is generated in the main bias circuit. The separation keeps CMFB switching

noise out of the main bias stage.
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Fig. 6.7 (8) CMFB stage. (b) CMFB bias stage.

V. Device Sizes

First-cut sizes for al devices in the amplifier were found using an amplifier design program
known as PowerDesign [69]. This technique provides the designer with a tool that gives
immediate estimates of amplifier performance from equation-based models of the amplifier.
Modifications to the resulting sizes then optimize amplifier performance as needed. The sizes of

all MOS devices, resistors, and capacitors, are summarized in Table 6.2.

Table 6.2: Amplifier Device Sizes

Main Stage Bias Stage CMFB Stage

Component Size? Component Size? Component | Sjze?
M, M, 400/0.8 M; 40/1.2 M3-Mg 5/0.8
Ms, M- 40/1.6 M,, Mg 1012 || Mg, Mgy | 10/1.2
My, Mg 40/1.2 || Mg, My, Mg | 10/1.6 || My, My, | 10/1.6
Ms, Mg 80/1.6 || Ms, Mg, My3 | 25/1.6 || My, My, | 45/1.2
Mg, Mg 80/1.2 || My, Mg, My, | 25/1.2 Mys 25/1.6
Mi1, My3, My | 200/1.2 M1y 6/1.6 Mg 25/1.2

M1z, Myg, My | 200/1.6 Mg 2.4/1.6 Ce 1 pF
Ry 2713 Q Cq 0.1 pF

R, 508 Q

a. Sizesaregiven in um, aswidth (W) divided by length (L), unless otherwise |abelled.
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V. Performance

Frequency-response simulations of the overall amplifier are shown in Fig. 6.8. The amplifier
achieves nearly 60-dB dc gain, and when loaded with approximately 10-pF capacitance, achieves
a unity-gain frequency of nearly 90 MHz and a phase margin greater than 70°. It consumes

10.2 mW from 5-V supplies.
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Fig. 6.8 OTA open-loop magnitude and phase response.

Transient-response simulations of the amplifier are shown in Fig. 6.9. For a 1-V input step,
with 2-pF input and integrating capacitors and 4-pF load capacitance (including the CMFB
capacitor, C.), the amplifier settles to better than 13-bit accuracy within 23 ns — exhibiting a
slew rate of nearly 200 V/us (the input differential-pair tail current is nearly 600 pA). Note that

the generous phase margin provides a smooth settling characteristic.
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6.2.3 Comparator Circuitry

|. The Comparator Core

Fig. 6.10 shows the straightforward comparator [70][ 71]; offset and hysteresis effects are not
crucial since they are either reduced by the noise shaping or cause artefacts at out-of-band

frequencies.
A

Mlz__")] M1o Ms Mg My '4_— Mya
24" 7 ke

= 245 M7 Mg o 2 =
1
2
— vL 4
Mg
M, M,
Vin+°‘|% }—><—< E‘P Vin.
Ms M,

Fig.6.10  CMOS comparator.

When @, is high, and hence @, islow (see the clocksin Fig. 6.3(b)), the comparator is reset
since the NMOS latch (M3-M,) drains are tied together by Mg and the PMOS latch (M5-Mg)
drains are pulled to the positive rail through Mo and M41. When the comparator is enabled on the
rising edge of @, , these drains are released and the NMOS and PM OS latches latch preferentially
to a polarity determined by the pull-down currents in the input NMOS devices (M;-M,). Output
inverters (M15-My3 and M4-M15) drive the S and R (set and reset) output logic levels. Device

sizes for the comparator are given in Table 6.3.
I1. The Latched Comparator

The latched, or sampled-data, comparator required for the A~ modulator is constructed by
following the comparator with a clocked RS latch, which is shown in Fig. 6.11(a). When the
“latch” signal is low, the X and Y levels are held high, which keeps the cross-coupled NAND
latch in its current state. When the latch signal goes high, X and Y become S and R,
respectively. These signal's set or reset the NAND latch, defining the Q and Q levels; naturally, S
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Table 6.3: Comparator Device Sizes

Component Size?
My, M, 10/4
Ms M4 Mg | 10/0.8
Mg, Mg 25/0.8
M7 Mg 10/1.6
Mo, My, | 6/16
Mi»M;s | 10/1.6

a WIL (um/pm).

being high forces Q high, and R being high forces Q low. Q and Q then set the appropriate levels
for the reference signals fed back to the loop-filter capacitors. The symbol for the overall latched
comparator is shown in Fig. 6.11(b).

(@) latch L (b)

RS
_ FF|
Q Vin-

R + latch

X 7
s _Doi Q Vins sT .9
s
Y

Fig.6.11 (@) Clocked latch. (b) Latched comparator.

[11. Performance

Fig. 6.12 shows the transient response of the comparator for a +10-mV differential input
signa. 3.5 ns from the rising edge of @,, node Srisesto 2.5V (half-way between the supplies).
The response is faster for larger differential inputs (i.e. 1 ns for a 3-V differential input), and is

suitably fast for smaller inputs as well.

To determine the comparator’s functionality for a formidable input sequence, the input’'s
polarity and strength were varied throughout subsequent clock cycles — to either positive or

negative, 10-mV or 3-V differential, levels. Examining the comparator operation under such
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Fig.6.12  Comparator transient response.

conditions highlights the worst-case events — i.e. when the comparator must recover to detect a

small signal of one polarity immediately after comparing alarge one of the opposite polarity.

The comparator operation for such a sequence is shown in Fig. 6.13, over ten comparison
cycles. The size and polarity of itsinput (whichisthesignal V ,,.), are represented by the + and -
signs on the figure. For the first comparison, the input is small and positive, and thus causes Q to
go high (and Q to go low). Thisis followed by a small negative and then a small positive input,
which cause Q to go low then high, as desired. The fourth comparison is for a large negative
input, and is followed by one for a small positive input (which is the tough transition, mentioned
above). These comparisons also result in the correct Q settings — alow followed by a high. The

sequence continues for five additional cycles, al resulting in correct decisions.

H
O

WWHWH\W\‘WHW

g r

g [g\ 1\ ; wg g\
100 .0N 200 .0N 300 .0N 400 .0N
o . 500 .0N

Time

Fig.6.13  Comparison sequence for ten clock cycles.
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6.2.4 Clock Gener ator

A standard non-overlapping clock generator develops the six required clock phases. It

consists of two cross-coupled NOR gates, as shown in Fig. 6.14. Extra delays in the loop extend

the period of time after @, goes low until @, goes high, and vice-versa. The non-overlapping

signals thus generated are buffered by large inverters to drive the on-chip clock buses. Device

sizesfor each gate are given in Table 6.4.

YVVY VYV

Fig.6.14  Non-overlapping clock generator.

Table 6.4: Logic-Gate Device Sizes?

Gate | PMOS | NMOS
din | 20/0.8 10/0.8
Nor | 20/0.8 10/0.8

d 12/1.2 6/1.2
D 40/0.8 20/0.8
B 200/0.8 | 100/0.8

a W/L (um/pm).

s # f

Ny

b

=

S
o

=
o
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Simulations of the clocks, with a 5-pF load on each clock output, are shown in Fig. 6.15.

There is approximately 1-ns delay between the clocks and their delayed versions, and about 1-ns

non-overlapping period.
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Fig.6.15  Clock signalsfor phases one and two, and their delayed
versions. The inverted clocks are not shown.

6.2.5 Input-Switch Structure

As was seen in Fig. 6.2, one set of input switches can drive all of one input's C, and C,

capacitors. It is prudent to ensure that the associated waveforms are correct. From Fig. 6.16,

which shows the real channel, it is apparent that the sampled voltage, X, ., should follow the input

signa, x

O_

2y

Xre

I

re?

(@)

1
L

Fig. 6.16

throughout @,4, while sitting at V,,during @; .

(b)

Xre+

N
Poq Xre_

Sampling the real input onto the total feed-in capacitance. (a) The simplified single-
ended representation. (b) The differential configuration, which explicitly shows
where transmission (tx) gates are used.
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Simulations, shown in Fig. 6.17, demonstrate the correct input-sampling operation for both

the real and the imaginary channels.

¢
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Fig.6.17  Sampling of thereal and imaginary input signals (sine waves) on @, .

6.2.6 One-bit DAC

As seen in Fig. 6.2, the channel outputs, y,e and Yy, (i.e. comparator outputs Q. and Qjn),
each drive a one-bit DAC that feeds either a “positive full scale’ or “negative full scale” value
back to the modulator on @, . Each one-bit DAC is constructed from a set of switches and two
reference voltages, as shown in Fig. 6.18 for the real channel. The two feedback levels are the
reference voltages V,«. and Vg — 1V and 4V, respectively — which have opposite polarities
with respect to the common-mode voltage of 2.5V. The reference connection is controlled by a

logical operator that depends on the state of Qye.

Fig. 6.19 shows the levels fed back to each channel for some typical Qe and Q;.,, outputs.
When Q is high, the 4-V reference signal is fed to the capacitors during @, — when Q islow, the
1-V signal isfed back.

101



Vref, Vref.

(@) (b) A =
5 A A BXB o - gregsl
ch o M . re 1
Qre (0% DAC, e+
5%
—0

-
(e

DACe.
A

P,
ch ° M
(pz A% B%
Vref. Vref,

Fig.6.18  One-bit DACs connect the appropriate reference voltages to the feedback capacitors.
(a) The simplified single-ended representation. (b) The differential configuration.
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Fig.6.19  Therea and imaginary DAC feedback signals. These have 1-V
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6.3 Layout Techniques

Fully-custom layout was generated with BALLISTIC [72], an analog-layout language that
runs with Mentor Graphics GDT. ASCII files containing code and parameters define device
geometries and positions, spacing between objects, and so on. A layout is constructed using both
the user’s code and process-technology information as inputs, so that very little user effort (the
proverbia “push of a button”) is required to generate new layouts. This is very useful for fast
redesign in a new technology, modification of modulator specifications (order, sampling rate,
bandwidth, etc.), modification of modulator flavor (real versus complex, lowpass versus

bandpass), or for improved design of constituent circuitry (amplifiers, comparators, etc.).
Thefirst IC implementation used the CMOS-only portion of a 0.8um BiCMOS process [63].

6.3.1 Capacitors

Care was taken to obtain good accuracy in capacitor ratioing: unit-sized capacitors and extra
capacitors, al rimmed with dummy rings, set the necessary ratios. A BALLISTIC routine
calculates the exact width and length needed for each non-unit capacitor to maintain the proper
perimeter-to-area ratio. The layout grid snap precludes use of these exact widths, so the routine
then cycles through several nearby width and length combinations and selects those dimensions
which minimize the capacitor-ratio error. The ability to include such routines in the midst of

layout code is a powerful advantage of the automated-layout technique.

Fig. 6.20 shows the capacitor arrays for the third stage of the real modulator channel. The
nodes AMP;,, and AMP,,; are the non-switched amplifier inputs and outputs; sum, is the switched
summing node, which is the junction of the input switches close to the amplifier (hence this node
iscommon to all capacitors except the integrating capacitor); and the in and ref nodes are fed by
the sampled modulator input and reference signals, respectively. Capacitor C, is fed from the
second stage, while C; and C, are fed by the real and imaginary outputs, respectively, of the
third stage.

Note that all inputs feed into capacitor bottom plates, so that bottom-plate parasitic
capacitances affect the capacitive loading only, and don’'t cause a charge division. The capacitor

dummy rings are interconnected and tied to the common-mode level.
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refim Fig.6.20  Real-channel third-stage capacitor arrays.

All interconnect wiring and capacitors are generated in such away that a completely new set
of capacitor arrays can be laid out error free. In essence, al blocks grow away from apoint in the
center of the layout, and wires navigate around the capacitors so as not to violate design rules.
This allows the same basic layout code to be used from one stage to the next, and furthermore,
allows efficient modification of modulator coefficients from one design to the next — facilitating

alteration of modulator noise-shaping specifications.

6.3.2 Switches

Fig. 6.21(a) shows the layout for the input-switch cluster that was discussed in Section 6.2.5.
From Fig. 6.16(b), we see that each channel requires four transmission gates, resulting in the
eight seen for both channels in this layout. The real and imaginary inputs feed into the top and
bottom of the cluster, respectively, with the clock signals feeding in from the right, and the
sampled outputs leaving at the left.

The layout for the DAC-switch cluster that was discussed in Section 6.2.6 is shown in Fig.
6.21(b). The reference voltages feed into the top of the cluster, with the clock signals feeding in
from the left, and the sampled outputs leaving at the right.

All switch sizes are fully parameterized; capacitor charging-time is dependent on switch on-

resistance, so the ability to re-size switches can be crucial if capacitor arrays are modified.
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Fig.6.21 (@) Input-switch cluster, comprising eight transmission gates (four for each channel).
(b) DAC-switch cluster, comprising twelve transmission gates (six for each channel).

6.3.3 Comparator

The latched-comparator layout is shown in Fig. 6.22. Note the mirror-image symmetry
between the upper and lower halves of the layout. The inner separation between the power buses
(which run along the top and bottom of the layout) is matched to the same parameter in the main
modulator channels. Once again, all sizes are parameterized and all layout locations are relative,
allowing error-free automated layout.

6.3.4 Amplifiers

The OTA layout is shown in Fig. 6.23. The bias circuitry is the left portion of the layout, with
the main stage in the center and the SC CMFB at right. The bus separation is 160 pum. Note the
pairs of capacitors (the black rectangles) in the CMFB stage. Also note the rows of substrate

connections separating the various amplifier subsections.
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Fig. 6.22  Latched-comparator layout.

Parameterized layout proves especially useful in the case of amplifier design, where
performance is so heavily based on the sizes, and relative sizes, of constituent devices.

CMFB

caps switches

Bias . Main . bias

Fig.6.23  Amplifier layout.

6.3.5 The 0.8-um CMOS M odulator L ayout

Fig. 6.24 outlines the floorplan, while Fig. 6.25 shows the complete layout, for a 0.8-um
CMOS version of the modulator. The modulator occupies atotal area of 2.4 mm by 1.8 mm. The
real and imaginary channels are apparent, being nearly mirror images above and below the

horizontal center-line. The vertical symmetry within each channel is due to the differential nature
of the design.
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Fig.6.24  Modulator floor-plan.

At thefar left of the layout isthe input-switch cluster, followed by stages one through four for
each channel. The comparators attach to the right of the associated fourth stage, with the DAC
and switches lying between them. The clock generator lies in the top right, with the pad-driver
circuitry at bottom right. White space in the modulator can be reduced by decreasing several

separation parameters specified in ASCI files.

Horizontal clock buses run across the center, and along the top and bottom, of the layout. The
other four buses that run horizontally (above and below the amplifiers in each stage) carry
differential signals and power. The vertical buses to the right of each stage supply clocks to the
SC CMFB circuitry, and connect signals between the real and imaginary channels (for the cross-

coupling capacitors, C,.).

At this level of the hierarchy, the coded-layout approach gives the designer great freedom to
modify a layout without starting from scratch. If, for example, a faster amplifier was the only
improvement required for the design, the entire layout could be regenerated very quickly with
only minimal code changes — either a pointer to the new amplifier layout, or a small set of new

code that would actually generate the improved amplifier layout.
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Fig.6.25  The 0.8-um CMOS modulator layout.

1830 um

imaginary «—

This example brings to light the fact that layout code can be combined with hand
optimization. In one approach, hand-optimized layout blocks can be read as cells into a larger
layout. In a second approach, a generated layout can be used as a quickly-reached starting point,
providing only a first-cut layout and floorplan (or perhaps only providing unconnected blocks)
which can then be optimized by hand. In the latter approach, one obviously loses the ability to

regenerate the entire layout quickly in a new technology.

6.3.6 A 0.5-um CMOS Modulator Layout

A second layout was generated for a 0.5-um CMOS process in only two weeks time. The fast
turn-around time was possible with the coded-layout methodology, even though the second
process had different design rules and layers than the first. For example, while the first process
had three levels of metal, high-resistance polysilicon, linear (poly-poly) capacitors, etc., the

second process had only two levels of metal, and few of the other propitious features.
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The second layout is shown in Fig. 6.26. The floor-plan isidentical to the previous modulator,
which is expected, since they were generated from nearly identical layout code. Note that the
second layout islarger than the first — approximately 30% wider and 20% taller — which seems

unusual, since the second uses a finer-line process (0.5 um compared to 0.8 um).

The increase in size is due to the lack of poly-poly capacitors in the second process. The
replacement metal-poly-metal capacitors have much smaller capacitance-per-unit-area, resulting
in much larger capacitor area.’ For a visual comparison, notice that the SC CMFB capacitors in
the first layout represent only a small fraction of each amplifier's area, while in the second layout

the same capacitors occupy nearly half of an amplifier’s total area.
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Fig.6.26  The 0.5-um CMOS modulator layout.

1. Infact, al switched- and integrating-capacitor values were scaled to 40% of their original
values for this 0.5-um version of the modulator. The overall layout-areaincrease is as
stated, even with the reduced capacitor values. The amplifier CMFB capacitor sizes are
equal to those in the first layout.
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6.4 Summary

This chapter described all aspects of the silicon IC realization process. The switched-
capacitor architecture was shown and the switch timing was described. All critical constituent

circuits were examined, with simulations presented and discussed.

The layout of some important modulator blocks was shown, and two versions of the
modulator layout were described. The coded-layout methodology was seen to afford great
opportunities in the re-design of modified modulators; the technique allows fast regeneration of a
modulator layout for a new technology (as was proven herein), or it greatly facilitates the
regeneration of a layout for a modulator that has new specifications or improved constituent
circuitry. The coded-layout technique also allowed automated routines to generate important
layout blocks; a routine to optimally size the non-unit capacitor in a capacitor array was
described. On the down side, unless considerable effort isinvested into the layout code, generated

layouts seem to be less compact than hand-optimized ones.
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CHAPTER

7 Integrated Circuit Testing
and Experimental Results

This chapter describes the experimental testing of the quadrature bandpass A~ modulator
integrated circuit [62 Jantzi]. First, the pin connections of the |C are described, a circuit board is
shown that houses the IC, and the test set-up is introduced, and explained. Then, experimental
data, collected using the same setup, is presented, analyzed, and discussed. Finally, by
interpreting the test results in the context of Chapters 4 and 5 (which explored non-ideal effects,
and methods with which to combat them), and by using hindsight, improvements are suggested

for a next-generation version of the IC.

7.1 The Silicon Integrated Circuit

7.1.1 DiePhotos

The die microphotograph of the 0.8-um CMOS quadrature bandpass AZ 1C is shown in Fig.
7.1. This IC was fabricated at Nortel via CMC.! The only difference between the photo and the
layout plot of Fig. 6.25, are the bond wires connecting to the pads. An overlay highlights the
major blocks that were discussed in Chapter 6.

The 0.5-um CMOS modulator die photo is shown in Fig. 7.2. This IC was fabricated by
Anaog Devices, Inc., Wilmington, MA.

1. The Canadian Microelectronics Corporation (CMC) provides Canadian universities with
access to | C fabrication within the Canadian microel ectronics industry.
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Fig. 7.1 Microphotograph of the 0.8-um CMOS quadrature bandpass AZ IC.
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Fig. 7.2 Microphotograph of the 0.5-pum CMOS quadrature bandpass AZ IC.
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7.1.2 Pin Connections

Fig. 7.3 shows the modulator pin connections, with arrows indicating whether a pad is an
input or an output. The pads are numbered according to their connections in a 68-pin grid array

package.
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Fig. 7.3 Pin assignments for the 0.8-um CMOS IC. The pads are numbered
according to their connection in a 68-pin grid array package.

At the far left of the IC, the real and imaginary differential inputs enter from pads. At the far
right, the modulator one-bit outputs and the clock input and output connect to pads. In the middle,
lie connections for two versions of power and ground: analog power (including the analog
common-mode voltage) and ground supply all non-switched circuitry, such as the amplifiers;
digital power and ground supply the switched and digital circuitry, such as switches and

comparators, the clock generator, and pad drivers.

The last connection of note is the reset pin (numbered 23), which is alogic input. When this
input is tied high, all modulator integrating capacitors are discharged, allowing the user to either

force the modulator to a known state upon start-up or to reset the modulator in case of instability.
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7.2 The Test Configuration

7.2.1 ThePrinted-Circuit Board

A two-sided PCB, shown from its component side in Fig. 7.4, houses the quadrature bandpass
A modulator IC and support circuitry. Standard shielding and ground-plane techniques isolate
the digital and analog portions of the IC [73].

An RF Mini-Circuits 0/90° phase-splitter converts the incoming sinusoidal input into | and Q
components, and 0/180° phase-splitters convert each of these signals to fully-differential form. A
5-V voltage regulator supplies power to the analog portions of the IC, and, along with two resistor
chains, sets the required bias voltages — 1-V and 4-V references, and a 2.5V common-mode

level.

A 10-MHz oscillatort (or aclock generator) drivesthe IC clock input, and a 74125 line-driver

|C buffers the clock and bit-stream outputs.

0/90° splitter AS Modulator IC
0/180° splitters _
BNC signal input CM biasing clock select jumper

DGnd

AGnd
BNC clock input

Avdd 10 MHz oscillator

Dvdd
voltage regulator

CM divider

o 74125 line driver
reference divider

clock and data
outputs

reset jumper
analog ground plane

digital ground plane

Fig. 7.4 Two-sided printed-circuit board housing the quadrature
bandpass A> I1C and support circuitry.

1. The 10-MHz sampling rate was chosen due to a limitation of the IC that precludes
sampling at more than 11.5 MHz.
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7.2.2 Data Collection and Analysis

Fig. 7.5 is a pictorial representation of the system in which the PCB is connected. A
Rohde& Schwarz SMTO3 signal generator provides the pure, in-band, sine-wave. To avoid
spectral leakage in the data analysis, the input frequency is carefully selected to correspond to a

minimal number of fft bins.

Two-sided PCB

> 0/180° | | T qu
QBPASM S;ap
> 0/180° | Q RISNIFR

v
<

0/90°

vV Yy

> A ] A
ref clk
10 MHz HP-1664A
R&S SMTO03
Gen 3.75 MHz Matlab

Fig. 7.5 Test configuration for characterization of the quadrature
bandpass A~ modulator (QBPAZM) IC.

A second circuit board contains two serial-to-parallel conversion blocks that buffer the single-
bit I and Q streams from the modulator into 8-bit wide words for collection by an HP-1664A

logic analyzer. Dataisloaded into a Sun workstation for analysis using Matlab.

Once in Matlab, the digital |1 and Q bit-stream data is combined as I+jQ. This data is Hann
windowed and fft'ed for analysis. Signal-to-noise-plus-distortion (SNDR) measurements are
performed by comparing total in-band signal power to the in-band power of al noise and spurs.
The bit-parallelization performed by the second circuit board facilitates collection of 64k data-
bits per channel. A 64k-bin fft contains a sufficient number of in-band bins for accurate SNDR

calculations.!

1. At al1l0-MHz sampling rate and 200-kHz bandwidth, a 64k-bin fft contains over 1000 in-
band bins. Without serial-to-parallel conversion, the 8k-bit data streams would produce
only 126 in-band fft bins, for which signal-bin smearing makes it difficult to obtain
accurate SNDR measurements.
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7.3 Experimental M easurements

There are three levels of test for determining the operation of a A~ modulator. The first isa
simple examination of the time-domain bit-streams that emanate from the modulator. The second
is an examination of the spectral content of the two-level modulator output stream on an analog
spectrum analyzer. The last isadigital examination, using ffts, of the output bit-stream’s spectral
content. From first to last, the methods have increasing levels of usefulness at the expense of

increased test complexity.

7.3.1 Bit-Stream Inspection

The first indication of a potentially operable A> modulator is that its two-level output stream
— or in the case of the complex modulator, its two output streams — appears to randomly move
between the high and low levels. If the outputs stay at one level only, the modulator channels are
latched into one state, and the internal feedback is not operating properly. Fig. 7.6 shows

simulated bit-streams for the quadrature modulator with a half-scale in-band tone input.

+1 -

| Channel

Q Channel

Time (5 bits/div)
Fig. 7.6 Simulated bit-stream outputs from the A~ modulator.

On an HP54510A oscilloscope, a single sweep captures similar looking streams for the I1C,
under similar test conditions. A plot of the real-channel output stream is shown in Fig. 7.7, along
with aplot of the sample clock. The results provide confidence that the modulator, and itsinternal
feedback, is operational, and aso show that the data bits change value on the rising edge of the
sample clock (thus, the data must be sampled on the clock’s falling edge).
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Fig. 7.7 I C real-channel bit-stream and clock signal (5 bits/division).

The IC’s maximum clock rate can be determined from this test aswell. The clock frequency is
increased until the pattern of the output bit stream breaks down.! For this IC, both output bit
streams latch into a random state once the clock frequency exceeds approximately 11.5 MHz.2
For thisreason, all subsequent tests are performed while driving the |C with a 10-MHz oscillator,
which places the in-band region at 3.75 MHz.3

7.3.2 Analog Spectrum-Analyzer Plots

In the case of a real AZ modulator, connecting the single output to an analog spectrum
analyzer provides an estimate of the noise-shaping performance of a modulator. The spectrum
analyzer, of course, does not treat the output stream as digital data, but rather as a two-level
analog waveform. This limits the accuracy of the test, since the waveform has non-ideal rise and
fall times, noise, etc. Integration of the in-band noise, by visual inspection, is aso difficult to

perform accurately. Nevertheless, the test provides a smple means for showing successful noise

shaping.

1. Thisisa“maximum output datarate” figure, that gives no regard to modulator noise-
shaping performance.

2. Itisconjectured that the maximum clock frequency is limited by the large parasitic clock-
bus capacitances, which limit the integrity of clock signals that must traverse the IC.

3. Tests continue to measure performance across the full 200-kHz bandwidth. The lower
clock rate thus reduces the expected performance of the IC, since the oversampling ratio is
lower and the NTF isno longer optimal (because it was optimized for the higher
oversampling ratio). Testing at the maximum 11.5-MHz rate would give slightly higher
performance in the 200-kHz bandwidth, but proves less convenient.
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In the case of a complex modulator, connecting one of the real- or imaginary-channel outputs,
alone, to a spectrum analyzer, may not show a noise-shaped spectrum, since it is the combined
complex output, 1+jQ, which is noise shaped. In the case of the 3/1 modulator from Chapter 5,
however, which had three in-band notches and one image-band notch, there exists a single notch
at 3.75 MHz (3f,/8) in the output spectrum of each channel. This single notch is created by the
combination of the in-band and image-band notches.

Fig. 7.8(a) shows the real-channel spectrum from a simulation (the imaginary spectrum looks
similar). Fig. 7.8(b) showsthe IC’s real-channel spectrum, as observed on a spectrum analyzer. It,
too, has a single notch at 3.75 MHz. Furthermore, the ratio between the top of the noise to the
bottom of the notch is approximately 45 dB in each plot. Thus, this ssmple test provides a fast
means for determining that the modulator does perform some noise shaping, and that it does so at
the correct frequency.
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Fig. 7.8 (a) Simulated real-channel output spectrum. (b) The IC’s real-channel
output spectrum as observed on a spectrum analyzer.

7.3.3 Digital Bit-Stream Analysis

Ultimately, the bit-stream data is collected as digital information by a decimator. To
determine the accuracy of the digital data, then, in representing the analog input within a narrow
bandwidth, spectral analysis must be performed on the bit-stream outputs.

1. The 4/0 modulator from Section 3.2.4, which had four in-band and zero image-band
notches, shows no such noise shaping in either of its channels' output spectra aone.
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|. Spectra

An output spectrum, for zero input to the IC, is shown in Fig. 7.9(a). Note the wide-band
noise-shaped region centered at 3.75 MHz — which is the in-band region — and the narrow
notch at -3.75 MHz — which is the image-band region. Compare the noise-shaped output spectra
with the NTF response shown in Fig. 5.5(b). Clearly the IC performs the desired complex noise

shaping.

Full-Scale
0 ‘

FFT Bin Magnitude (dB)

5 =25 0 25 5 -5 25 0 25 5
(a) Frequency (MHz) (b) Frequency (MHz)

Fig. 7.9 Experimental 8k-bin output spectra. (a) Zero input. (b) -8-dBFS input.

A similar plot for an input 8-dB below modulator full-scale (-8 dBFS) is shown in Fig. 7.9(b).
The noise-shaping is again evident, and in fact, functionality of the STF can also be determined.
The input signal, a complex sinusoid positioned slightly above 3.75 MHz, has passed through to
appear in the modulator output spectrum (Fig. 7.9(b)) with 20-dB gain (compared to the size of
the input, which is not shown). This 20-dB in-band gain is expected from the STF response
shown in Fig. 6.4 (i.e. after the 10x A-coefficient scaling).

II. SNDR

A plot of measured SNDR versus input amplitude is shown in Fig. 7.10. The modulator
attains a dynamic range of 67 dB (11 bits) in 200-kHz bandwidth, increasing to 71 dB and 77 dB
in the 100-kHz and 30-kHz bandwidths, respectively. Maximum SNDR is 62 dB (10 bits) in
200 kHz, 65 dB in 100 kHz, and 69 dB in 30 kHz.

The increase in SNDR with oversampling ratio is less than is expected for ideal third-order

noise-shaping. Thisisthe result of excess in-band noise which is shaped to less than third degree,
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Fig. 710  Measured SNDR versus input amplitude.

and which is, in fact, nearly white (note the approximately 3-dB/octave increase in SNDR and
dynamic range with oversampling ratio). This noise obscures the three distinct in-band notches
expected from the ideal NTF of Fig. 5.5(b). Some of the excess in-band noise is due to circuit

noise, and some is due to aliased noise caused by mismatch, which is discussed bel ow.

7.3.4 Mismatch Effects

As described in detail in Chapters 4 and 5, mismatch, and particularly differential mismatch,
causes two troublesome effects. First, image-band quantization noise, which tends to be large
since it is in the out-of-band region of a A~ modulator, aliases into the in-band region, reducing
SNR. Second, any modulator input signals present in the image band alias to appear in the in-

band region at the output, interfering with desired tones and causing an image-rejection problem.
I. Mismatch-Induced SNR Degradation

A portion of the excess in-band noise in Fig. 7.9 is caused by out-of-band quantization noise
around —3.75 MHz diasing into the desired frequency band around 3.75 MHz, by way of the
mismatch-created INTF.

The magnitude of this effect can beinferred from Fig. 7.11, whichissimilar to Fig. 5.9(b), but
re-simulated for a 10-MHz clock rate. The plot — which displays in-band NTFs and INTFs for

100 simulations of modulators subjected to random 0.5%-peak coefficient mismatch and
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moderate amplifier non-ideality — shows that aliased quantization noise will, in a typical
simulation, tend to fill in the outer two notches of the NTF, giving a slight SNR degradation and

obscuring the outer two notches.
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Fig. 711  NTFsand INTFswith random 0.5%-peak
capacitor-ratio mismatch.

A histogram is shown in Fig. 7.12 for the 3/1 modulator. Thisis similar to Fig. 5.12(a), but is
re-simulated for 100 non-ideal modulators sampled at 10 MHz. The 95th-percentile is 66.9 dB,
which falls marginally above the measured 62-dB peak SNDR. Some of the difference can be
attributed to in-band distortion products not seen in simulations, but most is likely attributable to

circuit noise, coupling, etc. Regardless, the results are quite close to those expected.
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Fig. 7.12  Simulated modulator SNR, with mismatch, across a
200-kHz bandwidth at a 10-MHz sampling rate.
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[1. Mismatch-Induced MR Degradation

The image-rgjection effects of the ISTF are predicted, by simulation, in Fig. 7.13. The ided
STF has 20-dB in-band gain, whereas 100 non-ideal 1STFs have between -25-dB and -40-dB in-
band gain. So, equal-sized complex-tone inputs injected at 3.75 MHz and at -3.75 MHz will both
appear in-band at the output, with the latter being 45-dB to 60-dB smaller than the former. This

gives arange of expected image-rejection.
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Fig. 7.13  Scatter plot of fifty STFsand ISTFs, with
random 0.5%-peak coefficient mismatch.

In experimental tests, the mgjor IMR limitation is not caused by the IC itself, but rather by the
phase and amplitude imbalance of the phase-splitters used to drive the IC inputs. Specifications
on these components list maximum amplitude/phase imbalances of 1.5-dB/3° and 0.1-dB/2° for
the 90° and 180° splitters, respectively. Imbalances of even fractions of these values reduce image
rejection to the neighborhood of 30 dB, and cloud the performance of the IC. This matches
measured values of just over 30 dB, and leaves the smulated range of 45 to 60 dB as a best
estimate for the IMR of the IC itself.

[11. Aliasing In-band Signalsto the | mage Band

Differential error also causes energy from the modulator input signal to appear in the image
band at the output. As a result — although the input was a pure complex-exponential tone —
there is not only the desired tone near 3.75 MHz in the output spectrum of Fig. 7.9(b), but also a
smaller tone in the image band near -3.75 MHz. Fig. 7.13 shows that the random ISTFs have

1. For example, from Fig. 2.15 we see that 0.5 dB and 0.5° of I/Q-input imbalance reduces
image rejection to amere 30.7 dB. The imbalance could be tuned out of the front-end
circuitry used in the testing, but this was not attempted due to time considerations.
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image-band gains between 0 and -20 dB — 20 to 40-dB less than the 20-dB in-band STF gain.
Indeed, the image-band tone in Fig. 7.9(b) is about 25-dB smaller than the in-band tone. The
image-band tone is insignificant regardless, since it is removed when the decimation filter

eliminates all out-of-band frequency components.

7.3.5 Performance Summary

Power consumption for the 0.8-um CMOS IC is 130 mW from 5-V supplies. Its performance
is summarized in Table 7.1.1 The 0.5-um CMOS IC has not been characterized due to time
constraints.

Table 7.1: | C Performance

Function ADC for 1/Q Inputs
Sampling Rate 10 MHz
Signal Freguency 3.75 MHz
200 kHz | 100 kHz 30 kHz

Signal Bandwidth || “ ey | (cT2+) | (15136, AMPS)

SNDR 62 dB 65 dB 69 dB
Dynamic Range 67 dB 71dB 77dB
Technology 0.8 um CMOS
Expected IMR? 45 - 60 dB
Die Size 2.4 x 1.8 mm?
Power Dissipation 130mwW a5V

a. IMR expected from modulator simulations with 0.5%-peak
capacitor mismatch and moderate amplifier non-ideality.

1. These quadrature bandpass-A>-modulator 1C performance results were the first presented
to aworld-wide audience [62 Jantzi]. An independent quadrature AZ | C was fabricated
during the same time-frame, and presented at an earlier workshop [49]; this IC achieved
48-dB SNR across a 10-kHz bandwidth, while sampling at 4 MHz.
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7.4 Next Generation Possbilities

While the existing | C was carefully designed and laid out, and provides good performance —
clearly demonstrating the theoretical concepts of the thesis — extensive IC testing, investigation,
and analysis, invariably bring to mind thoughts of second-generation design. Modulator
performance is affected by a wide assortment of factors, and each of them, in turn, can be dealt

with in many ways and with varying levels of severity.

7.4.1 Floor-Plan Improvement

A relatively large proportion of the IC layout, shown in Fig. 7.1, is occupied by seven
horizontal and six vertical buses; these are for analog signals, analog and digital power lines, and
clock signals. The total bus area could be reduced if the differential-circuit symmetry were
changed from the existing case — channels that are each internally symmetric about a horizontal

line — to the case where each stage is symmetric about a vertical line.

The modified floor-plan would appear something like that shown in Fig. 7.14. It is clear that,
for example, the digital bus real-estate is drastically reduced, since asingle busis shared between
both channels. The one disadvantage of such a plan is that the cross-coupling between channels
(necessary in a quadrature A>~ modulator) means that analog signals must pass over digital lines;

shielding could help minimize this worry.

7.4.2 A Single-Feed-In STF

The fourth-order structure shown in Fig. 3.10 realizes athird-order STF numerator. This gives
the freedom of positioning three independent STF zeros, which was ultimately done for the STF
of the IC (shown in Fig. 6.4). The disadvantage is the considerable capacitance required, since
each complex feed-in coefficient in the structure actually represents eight capacitors. one
complex coefficient feeds into both stages, has areal and an imaginary portion, and is ultimately
realized with differential circuitry.

By eliminating complex feed-in coefficients A, to A,, twenty-four capacitors can be
eliminated from the circuit. The remaining, single-feed-in, STF, has no finite zeros, and thus has a
shape determined exclusively by its poles (which are also the NTF poles). In Section 5.1.1, the

NTF poles were positioned in a butterworth arrangement around the in-band region. Thus, a
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Fig. 7.14  Modified floor plan with reduced bus area.

single feed-in would be sufficient to achieve a butterworth STF responsg, if it were not for the

single pole in the image band.

The in-band response caused by the image-band pole is nearly linear, and can easily be
compensated for in the digital filter. If that is not a desirable option, two feed-in coefficients can
be used (which still lowers the original capacitor count by sixteen) in order to realize one finite
zero that can null the image-band pole. In either case, the total capacitor areais reduced, asisthe

capacitive load seen by some amplifiers.

The two suggested versions of the modified STF are shown in Fig. 7.15 below. Both are
shown with 0-dB in-band gain.

With fewer feed-in capacitors, extra care could be taken to ensure their close matching —
important since the feed-in capacitors (along with their integrating capacitors) are largely
responsible for modulator IMR. Improved matching of the A coefficients could potentially
increase modulator IMR to above the 60-dB level.
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Fig. 7.15 (&) Thesinglefeed-in STF (no zeros). (b) The double feed-in
STF, with one zero that nulls the image-band pole.

7.4.3 Miscellaneous M odifications

Other modifications, and general suggestions, for improved modulator performance are:

1

Faster amplifiers, such as classsAB amplifiers with exceptional slew-rate performance,
combined with lower load capacitance, would allow an increase in the modulator

sampling rate.

Off-chip control over the non-overlapping period of the two-phase clock would be a
useful feature. Ensuring that there is sufficient non-overlap time across the entire IC is

critical, and not guaranteed (because of clock skew along long buses).

Pad/pin-assignment should more fully isolate reference signals from noise sources, since

noise on the references is not shaped by modulator feedback.

An extra version of analog power should be used for the switches connected to analog
circuitry. This would give three versions of power: one for continuous-time anaog
circuitry (amplifiers), one for switched analog circuitry (switches and comparators), and

one for digital support circuitry (clock generator and pad drivers).

Shielded (NWEell) tubs should house the capacitor arrays, in order to prevent noise from

coupling into sensitive analog nodes.

Analog buses could be shielded above and below by other grounded layers.
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7.5 Summary

This chapter described all aspects of the IC characterization. Die microphotographs were
shown and the pad assignment described. A circuit board was designed which is suitable for
testing of a quadrature A> modulator.

Various levels of test were conducted which showed that the IC performs the desired complex
noise shaping. Clocked at 10 MHz, the IC converts narrow-band 3.75-MHz | and Q inputs,
attaining 62-dB maximum SNDR and 67-dB dynamic range in 200-kHz (GSM) bandwidth. Thus,
the IC is a true 10-bit A/D converter suitable for converting complex input signals. Its power

consumption is 130 mW at 5 V; its die sizeis 2.4 x 1.8 mm?.

Improvements were suggested for a next-generation |C implementation.
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CHAPTER

Closing Remarks

This Chapter summarizes the thesis, highlights its contributions, and offers suggestions for

future research.

The first significant contribution of the thesis was the proposal of a low-IF receiver
architecture, which, with the use of modern quadrature image-reject mixers and strategic |IF
placement, offers a viable solution for digital and monolithic receiver implementation. A
gquadrature variant of a bandpass delta-sigma (A%) modulator was proposed, to provide a means
for performing high-resolution analog-to-digital modulation on narrow-band complex inputs —
such as those present in the back-end of the low-IF receiver. All aspects of the quadrature A~
modulator were investigated — transfer functions; structures; mismatch effects, and methods to
limit their severity; a switched-capacitor architecture; circuits; 1C layout and testing — ultimately
resulting in the realization of aworking prototype IC. As a side benefit, considerable insight was

garnered into the operation of complex signals, systems, and filters.

8.1 Thesis Summary

Chapter 2 provided a summary of the state-of-the-art of bandpass delta-sigma modulation,
complex signals and complex filters, and radio-receiver spectra and architectures, and highlighted
some of the current goals in communication-microel ectronics research. The presentation of the
material on complex signals and filters was meant to minimize the confusion caused by this

esoteric topic.



Chapter 3 presented a new low-IF receiver architecture that provides a viable solution for
realizing single-chip radio receivers. Furthermore, a new quadrature bandpass A% modulator was
proposed as a tailor-made fit for the low-IF receiver. Quadrature A modulators were
investigated, and a general design methodology presented. Decimation and anti-alias filtering

were discussed.

Chapter 4 examined the effects of mismatch in complex systems, first showing how
differential mismatch affects a complex bandpass filter. This material offered intuition into the
transfer functions created by differential mismatch, and allowed a investigative leap to be made

into the more severe effects of mismatch on AX modulators.

Chapter 5 described an improved modulator design which proved quite robust. The design
trade-offs and design procedure for such modulators were described in detail. The improved
modulator easily out-performed a pair of standard bandpass modulators for the conversion of

complex input signals in the face of mismatch.

Chapter 6 described the steps undertaken to realize a silicon implementation of the improved
guadrature bandpass A~ modulator. The overall switched-capacitor architecture was presented,
congtituent circuitry was discussed, and simulations presented. A code-driven layout
methodology was presented, which was proven useful by its generation of modulator layouts for

two dissimilar fabrication processes.

Chapter 7 described the experimental testing of the integrated circuit. The IC was shown to
act as a true 10-bit analog-to-digital converter suitable for operating on complex input signals,

and is proof, in silicon, of the propositions of the earlier theory.

Many of the techniques presented in this thesis, and its associated papers, have been acted
upon by other researchers. These range from the low-1F architecture presented in Chapter 2 [49]
(which was also proposed independently [42]), to the quadrature A~ modulator presented in
Chapter 3 [48][49][50] and the mismatch-battling technique presented in Chapter 5 [49]. The
impact begins to influence industry as well, as next-generation transceiver architectures are

examined for cellular telephony.
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8.2 Suggestions for Future Work

Modulator image rejection is perhaps the performance specification that most merits further
attention. Based on the discussion of single-feed-in STFsin Chapter 7, it is conceivable that very
careful layout could produce modulators with image rejection on the order of 60 dB. Beyond that

level, however, other techniques may be needed.

Swapping capacitors between channels, and between single-ended half-circuits — in atype of
dynamic-element matching technique — might prove fruitful [50]. Post-modulator correction of
1/Q errors in the DSP merits further investigation [49]. Other structures which produce STF
bandpass regions with low amplitude and phase sensitivity might also prove beneficial — LC-

ladder-simulation structures spring to mind.

New structures for the quadrature modulator in general, could be investigated, with the goal
of reduced area and power, and increased speed and performance. Several suggestions for a next-
generation 1C were presented in detail in Chapter 7. Switched-capacitor AZ modulators in the
literature have reached sampling rates in the 50-MHz range [11][74], and even an impressive
160 MHz [17]. Similar circuit techniques could be used to increase the input frequency,
bandwidth, or SNR — or some combination of the three — of the quadrature modulator.

Implementing the modulator in faster technologies would help in thisvein.

Circuits could be optimized for low power — and run with supplies of 3 V or lower —
helping to realize the goal of a low-power transceiver. In a similar fashion to traditional AX
modulators, higher-order noise-shaping functions, or finer-resolution internal quantizers and
feedback DACs, could also be used to improve modulator performance. Due to the two-path
nature of a quadrature modulator, new techniques may be needed to ensure necessary levels of

linearity when using multi-bit quantizers and DACs.

Ultimately, the modulator is to be part of a complete transceiver, so auseful exercise would be
to construct a prototype RF transceiver (or receiver) that utilizes a high-performance quadrature
bandpass A~ modulator. Investigation into the proper partitioning of image-rejection amongst the

receiver blocks, and into the choice of system frequencies, would be useful.

Applications for quadrature A> modulators outside of the portable-communications theatre

(instrumentation systems, for example) could be investigated. Quadrature A digital-to-analog

130



modulators — the twins of the A/D modulators presented herein — could find use in the data-
communications field. Complex modulators — such as QAM modulators used in cable modems

— might be able to capitalize on the properties of a quadrature D/A converter.
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APPENDIX

A Structure Transfer
Functions

The fourth-order structure from Fig. 3.10 isre-drawn in Fig. A.1. The modulator input feeds
into each stage through the complex A coefficients, which set three zeros of the complex STF. The
zeros of the complex NTF are set by the complex pole (integrator) positions, and thus by the p
coefficients. The modulator outputs feed back into the four stages through the B coefficients,
which set the positions of the NTF and STF poles.

A.1 TheNoiseand Signal Transfer Functions

A fourth-order NTF and an STF with a third-order numerator and fourth-order denominator
(which is equal to the NTF denominator) are designed as outlined in Chapters 3 and 4, and
Appendix B. They can be represented as listed in Egs. (A.1) and (A.2), respectively. Of course,
the modified STFs from Section 7.4.2 would have fewer numerator terms than listed here —
either a, aone for the single-feed-in STF, or both oy and o, for the dual-feed-in STF.

Noise Transfer Function:

Y@ _ (Z=p4)(z—p3)(z—p,)(z—py)

H(Z) = = (A.1)
N(2) 2+ B2 + B2+ Byz+ By
Signal Transfer Function:
Y(2) a323+0(222+0(12+ a,
G2 = = (A.2)

X@ e Bszg + Bzzz +Byz+ Bo.



An=antien 1 :|:
Bn=bntify complex Z-Pn
_ signal
pPr=1+dpticy complex complex
integrator quantizer

Fig. A.1 General structure for afourth-order quadrature A~ modulator.

A.2 Coefficient Determination

It is a simple matter to match desired transfer-function coefficients with structure coefficients
— remembering that all are, in general, complex. These coefficients then set the capacitor ratios

used in the circuit implementation.

The d and c coefficients, which set the numerator of the NTF, are trivial to determine, since

they directly position the real and imaginary coordinates of the NTF zeros as:

p; = 1+d;+jcq, (A.3)
p, = 1+dy+jcy, (A9
p; = 1+ds+jcy, and (A.5)
Py = 1+d,+jc,. (A.6)
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The feed-back coefficients, B, - B,, set the NTF and STF poles. They are determined as:

W
N W
i1

B, =

= —(py+ P3+ P+ Py) — B3,
= By(pgt+ Pyt Py) T (P4P3+ PaPy + P4P1 + P3Py + P3Py + PoP1) =By, (A8)

—B4(P3Ps + P3Py + PoP1) + B3(P, + Pg)

—(P4P3P, + P4P3P1 + P4PoP1 + P3PoP,) — B4, and

B4P3P2P1 —B3P,Py + Bypy + P4P3P2P1— By,

where each B coefficient is complex:

The feed-in coefficients, A; - A,, set the three STF zeros. They are determined as.

A, =
A; =
A, =
A =

where each A

by +ify.

a3

As(p3+ Pyt py) + 0y,

—A4[ P3Py + P3Py + PoPy] + Ag(P, + py) + 0y, and
A4P3P2P1 —A3PaPy t APyt 0y,

coefficient is complex:

aytiey-

(A7)

(A.9)
(A.10)

(A.11)

(A.12)
(A.13)
(A.14)
(A.15)

(A.16)
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APPENDIX

Modulator Design
Examples

This Appendix summarizes the design procedure for the two major quadrature AZ modul ators
discussed within the thesis. Design of the 4/0 modulator is only moderately more involved than
standard bandpass A~ modulator design, whereas the design of the 3/1 modulator has the added

twist of an image-band pole-zero pair.

B.1 Specifications

The frequency and z-plane specifications for the modulators are listed in Table B.1. These
specifications provide bandwidth suitable for the GSM specification [45], while placing the input
frequency at an IF that avoids potential near-dc and f /4 problems.

Table B.1: Modulator Specifications

Specification | Symbol | Frequency | Symbol Normalized Angular

Frequency (radians)
sampling rate fq 13 MHz G 2n
center frequency fe 4.875 MHz 0, 34

bandwidth fy 200 kHz 6, v 32




B.2 Modulator-4/0 Transfer-Function Design

B.2.1 Lowpass-Prototype NTF

A real, fourth-order, lowpass prototype was designed using filtorX [55 Jantzi], closed-form
expressions [56], a AX design toolbox [57], and MATLAB [58] — to meet the listed
specifications. The poles are positioned in the butterworth configuration that gives a peak out-of-
band gain of 4 dB.

In the AZ design toolbox, for example, the command line entry is:
> | pp40 = synt hesi zeNTF(4, 64, 1, 10"°(4/20), 0)

The first argument of the synt hesi zeNTF command requests a fourth-order NTF, the second
defines the desired oversampling ratio, the third requests optimized in-band NTF zeros, the fourth
sets the peak out-of-band NTF gain at 4 dB, and the last requests a design centered at dc.

Note that the requested oversampling ratio for the lowpass prototype NTF is 64 — not 32, as
might be expected from the normalized bandwidth of 6,, = /32 — since the entire bandwidth

of the lowpass modulator is utilized once the real NTF is rotated to become a complex one.

The prototype NTF poles and zeros are listed in Table B.2 and plotted in Fig. B.1.

Table B.2: 4/0-NTF LPP Pole-Zero Locations

Singularity Zero Pole
1 0.99986 + 0.01669; | 0.8265 + 0.2794;
2 0.99986 - 0.01669] | 0.8265 - 0.2794j
3 0.99911 + 0.04226j | 0.7164 + 0.0959j
4 0.99911 - 0.04226j | 0.7164 - 0.0959

B.2.2 Shifting to Complex Frequencies

The lowpass-prototype NTF was frequency shifted to an angular center frequency of 31/4,

by multiplying al pole and zero locations by e*™* This results in the pole-zero plot of Fig.
B.2(a) and the magnitude response of Fig. B.2(b), which includes an expanded view of the in-

band region. Note that the poles and zeros have no complex-conjugates and that the magnitude
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Fig.B.1 Fourth-order lowpass-prototype NTF
pole-zero constellation.

responseis not symmetric about dc (i.e. the transfer function is complex). The pole-zero locations

are summarized in Table B.3.
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Fig.B.2 Fourth-order complex noise transfer function. (a) Pole-zero constellation. (b)
Magnitude response, with an inset showing the 200-kHz wide in-band region.

Table B.3: 4/0-Modulator NTF Pole-Zero L ocations

Singularity Zero Pole
1 -0.71881 + 0.69521j | -0.78199 + 0.38687]
2 -0.69521 + 0.71881j | -0.38687 + 0.78199j
3 -0.73636 + 0.67659] | -0.57442 + 0.43877]
4 -0.67659 + 0.73636) | -0.43877 + 0.57442]
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B.2.3 The Signal Transfer Function

The STF shares poles with the NTF in the structure shown in Fig. 3.10, which saves on
hardware and presents no significant limitations. Four complex inputs to the structure allow three

STF zeros to be positioned.

A possible STF pole-zero plot is shown in Fig. B.3(a), and its magnitude response in Fig.
B.3(b). This STF has an in-band gain of 0 dB and out-of-band rejection of more than 40 dB. A
complex bandpass filtering function is achieved by positioning zeros at z = | (3.25 MH2),
z= -1 (+65 MHz), and z = 1/ ./2—j/ /2 (-1.625 MHZ). The in-band STF has magnitude
flat to within 0.04 dB and phase linear to within £0.02° . The pole-zero locations are tabulated in

Table B.4.
0
201} ; ]
40+
60 |
801 ]
-100 : ]
-120 : ‘ ‘

65  -3.25 0 3.25 6.5
Frequency (MHz)

—~
O
-

N

o

(@) Im(2)

Magnitude (dB)

Fig. B.3 The signal transfer function (STF). (a) Pole-zero constellation.
(b) Magnitude response.

Table B.4: 4/0-Modulator STF Pole-Zero L ocations

Singularity Zero Pole
1 i -0.78199 + 0.38687]
2 -1 -0.38687 + 0.78199;
3 0.70711 - 0.70711) | -0.57442 + 0.43877]
4 -0.43877 + 0.57442j
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B.3 Modulator-3/1 Transfer-Function Design

B.3.1 Some Useful Equations

The design of this modulator is different from that above, because it is known a priori that an
image-band pole-zero pair will be added to the three in-band pole-zero pairs. Thus, when the
third-order transfer function is designed, its out-of-band gain must be limited so that the addition

of the image-band pole and zero increases the overall gain to only 4 dB, for example.

A set of equations can be derived to relate the position of the image-band pole to the peak
gain allowable in the third-order NTF. As was discussed in Chapter 5, the expectation is that an
image-band pole closer to the unit-circle will alow a more aggressive third-order in-band NTF,

and vice-versa

The derivation follows several steps, which rely on Fig. B.4 and are listed below.

Im(z)

Image-band
pole and zeroD

Fig.B.4 Determining image-band pole placement.

1. Assume the maximum out-of-band gain of H4(zZ) — which is called I-Tg, for convenience
— occurs at z = 1, which is a reasonable approximation since the butterworth pole

placement makes the NTF-curve very flat out-of-band.
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2. A peak out-of-band gain, H , of 4 dB (1.585) is ultimately desired for the full (fourth-order)
NTF, H(2).

3. The distance from z = 1 to the image-band zero (which is the same as the distance from

z = 1 tothecentrein-band zero) is

1, 0lr?
+ = = 1.848. (B.1)
A/% A0 00
4. The distance from the image-band poleto z = 1 — whichislabelled as dp — isrelated to
the poleradius, r o’ by the equation:

+ pDZ forf - 2+ J2r +1,sothat: (B.2)
%‘ 2D O J_ZD p p
5. The radius of the image-band pole is related to the pole’s distance from z = 1, by the
equation (using the quadratic formula on Eg. (B.2), and choosing the solution that gives a
positive pole radius):

—J2+ [2-4(1-d}) -1+ ,[/1-2(1-d7)

5 = > = : (B.3)

6. H(2) is constructed from H4(z) by adding the image-band pole and zero. Thus, the

maximum gain of H(z), H — which is again assumed to occur at z = 1 — is related to

I—i3 by:
4= 35%5. B4
Egs. (B.1) and (B.4), adlong with Point 2, allow the maximum out-of-band gain of the third-
order transfer function to be related to the distance of the image-band polefrom z = 1:
Hy = E‘.; dp22] = 0858, . (B.5)

If thisresult is substituted into Eqg. (B.3), auseful result appears:
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1+ ,/1+2(1358H, - 1)

r , (B.6)
P 2
which can be rearranged as:
2
()71 ) R+ 10
b= 2 — 2 (B.7)
3 1.358 2.716 '

Egs. (B.6) and (B.7) are the desired result: the latter says that, for example, for a design with
an image-band pole at radius 0.77, the third-order NTF must be designed with a peak out-band
gain of 1.405 (2.96 dB). In actual fact, Eq. (B.7) is used as a (very close) starting point, and then
the magnitude and angle of the image-band pole are adjusted dlightly, as necessary.

As expected, the equation does predict that more aggressive third-order NTFs can be designed
for poles close to the unit circle. For example, I—T3 can be calculated for avalue of r o= 1, which
isthe limiting case of an image-band pole on the unit circle, cancelling exactly with its zero. The
resultis I—i3 = 1.585 (4 dB), meaning that the third-order transfer function can be designed with
the full 4-dB out-of-band gain (as opposed to, say, the 2.96-dB limit for a pole radius of 0.77),

since the self-cancelling image-band pole-zero pair will not affect it.

The other limiting case is the minimum-allowable image-band pole radius, which defines how
aggressive the image-band (and INTF) notch becomes. If the image-band pole movestoo close to
the unit circle, there is no stable third-order NTF design that will combine with the image-band
root pair to give 4-dB out-of-band gain. Since the minimum out-of-band gain possible for the
third-order NTF is unity, the minimum image-band pole radius can be determined from Eqg. (B.6)
by substituting I—T3 >1.Theresultisr p>0.219.

Thus, the image-band pole can be placed at a radius from unity to about 0.22, with the
corresponding in-band NTF worsening from the best possible, to a nearly useless one. Of course,
as discussed thoroughly in Chapter 5, it is actually the interaction between the resulting NTF and
INTF, in the face of mismatch, that determines the quality of adesign.
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B.3.2 The Third-Order L owpass Prototype

A real, third-order, lowpass prototype was designed to meet the specifications listed in
Section B.2.1, but for less out-of-band gain. Based on simulations, which show a desired image-
band pole radius of 0.77,* the third-order NTF was designed for peak out-of-band gain of 1.4. The
resulting prototype-NTF poles and zeros are listed in Table B.5 and plotted in Fig. B.5.

TableB.5: 3/1-NTF LPP Pole-Zero Locations

Singularity Zero Pole
1 0.99930 + 0.03743j | -0.8110 + 0.2446j
2 0.99930 - 0.03743] | -0.8110 + 0.2446j
3 1 0.7106
Im(z)
1
0.5
X
Y Re(z)
X

Fig.B.5 Third-order lowpass-prototype NTF
pole-zero constellation.

B.3.3 Shifting to Complex Frequencies

This lowpass-prototype function was frequency shifted to an angular center frequency of

i34

0 = 31/4 — by multiplying al pole and zero locations by e — resulting in the poles and

zeros plotted in Fig. B.6.

1. Obvioudly thereissomeiteration here: afull NTF isdesigned (based on some image-band
pole radius), and the design is ssmulated for performance in the face of mismatch. Other
image-band pole radii are then chosen, corresponding NTF designs repeated, and
resulting simulations examined. The “best” such design herein was shown to have a pole-
radius of 0.77 (see Section 5.1).
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Fig. B.6 Third-order complex NTF pole-zero
constellation.

B.3.4 Image-Band Roots

A single image-band notch was added at z = —1/./2—j/ /2, for reasons discussed in
Chapter 5. To maintain proper NTF characteristics in the presence of the added zero, the image-
band pole was added nearby. The chosen pole has aradius of 0.77, placed at an angular frequency
of —0.7457 (i.e. very close to —311/ 4, as was assumed throughout Section B.3.1).

The NTF pole-zero plot is shown in Fig. B.7(a), and its magnitude response is shown in Fig.
B.7(b), which includes an expanded view of the in-band region. Its poles and zeros are tabul ated
in Table B.6. The peak NTF out-of-band gain is 4 dB, as required.

(@  Im@) 0 *

% -10}

-50
-60
-70
-80
-90
-100

05 1] Re(2)

Magnitude (dB)
5

4—— 200kHz——p>
-80+
-90 I | | 1 1 |
-6.5 -3.25 0 3.25 6.5

zero and pole in the image band Frequency (MHz)

Fig. B.7 The 3/1 NTF. (a) Pole-zero constellation. (b) Magnitude response.
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Table B.6: 3/1-Modulator NTF Pole-Zero L ocations

Singularity Zero Pole
1 -0.73308 + 0.68014j | -0.7464 + 0.4005j
2 -0.68014 + 0.73308j | -0.4005 + 0.7464j
3 -0.70711 + 0.70711j | -0.5025 + 0.5025;
4 -0.70711 - 0.70711j -0.5359 - 0.5530

B.3.5 The3/1-Modulator STF

The STF designed for the updated pole configuration is shown in Fig. B.8. As seen in the

pole-zero plot of Fig. B.8(a), one STF zero is positioned over the image-band pole to null its

response, leaving two zeros available to effect shaping of the input spectrum. In this case, a

complex bandpass filtering function is achieved by placing a zero at z = j (3.25MHz) and
another at z = -1 (x6.5 MHz).

The STF magnitude response is shown in Fig. B.8(b) and its pole-zero locations are tabul ated
in Table B.7. It has unity in-band gain and 30-dB out-of-band rejection. The in-band STF has

magnitude flat to within 0.03 dB and phase linear to within £0.02°.

@) Im(z)

1/ Re(2)

10
()

10
20

60
70
-80
-90

Magnitude (dB)

30! :
20 ﬁ
-50

-6.5

-3.25 0 3.25
Frequency (MHz)

Fig.B.8 The new STF. (a) Pole-zero constellation. (b) Magnitude response.
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Table B.7: 3/1-Modulator STF Pole-Zero L ocations

Singularity Zero Pole
1 -1 -0.7464 + 0.4005;j
2 j -0.4005 + 0.7464;
3 -0.5359 - 0.5530; -0.5025 + 0.5025j
4 -0.5359 - 0.5530j

B.4 Modulator Coefficients

Once the NTF and STF for the modulator are known, the coefficients for the structure of Fig.

3.10 can be determined. The necessary relationships are listed in Appendix A. The NTF zero-

placement coefficients, p, - p,, are calculated first. Note that in the case of the 3/1 modulator,

the fourth NTF in-band zero (i.e. the image-band notch) is realized as p,, as per Section 5.1.3.

Then, the NTF/STF pole-placement coefficients, B, - B;, and the STF zero-placement
coefficients, A, - A, are calculated.

Coefficients for the 3/1 modulator are listed below in Table B.8.

Table B.8: 3/1-Modulator Coefficients

Real Coefficient | Imaginary Coefficient

N dy Cn

1 -1.733077748 0.6801448487

2 -1.707106781 0.7071067812

3 -1.680144849 0.7330777481

4 -1.707106781 -0.7071067812

1 0.03243441947 -0.01179704386

2 -0.265049198 -0.0903430879

3 0.5127556284 0.8766621403

4 0.642186028 -0.3167825683
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Table B.8: 3/1-M odulator Coefficients

Real Coefficient | Imaginary Coefficient

N ay ey

-0.03378926977 | -0.006708382725
0.01844479667 0.05687826628

0.02758681985 -0.07898762878
-0.04720351991 0

Al W|IDN]| P

B.5 Modulator Simulations

Extensive Simulink and Switcap2 [75] simulations are used to ensure that correct modul ator
operation results from the calculated coefficients. Fig. B.9 shows the top-level of the system
simulated in Simulink, and Fig. B.10 shows the internal workings of one stage (the third).

e
+
Sum13
K
+1e
Sum19 Real Output
:Jﬁ »| 0d2_real
Real Comparator To Workspacel
t——>{ comoi_ea |
g To Workspace2
30
¥
m ;’T‘ Stage To Workspace4
Real Signal —P‘L}
o Suml p > »{odz_imag]
Imaginary Signal + Imaginary Comparator To Workspace3
Sum20 > :
@— To Workspace5 \ outout
maginary Outpu
s

Imaginary Image To Workspace6

Fig. B.9 Top-level Simulink-system block diagram.

Modulator coefficients and amplifier gain values are stored in matrices, with separate entries
for the real- and imaginary-channel components. This allows easy perturbation of coefficients

within Matlab, for Monte-Carlo simulations, for example.

The output of an 8k-sample simulation is shown in Fig. B.11. Simulations throughout the
thesis follow certain rules: all in-band and image-band inputs are chosen such that they fall
entirely into one fft bin; Hann widowing is used in the fft'ing of the output sequence; SNR is
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Fig.B.10  Third-stage Simulink-system block.

0

FFT Bin Magnitude (dB)

65 325 0 325 65
Frequency (MHz)

Fig.B.11  Output spectrum of the ideal modulator simulated
in Simulink, for a half-scale tone input.

calculated by comparing the total in-band signal power to the integrated in-band noise power. The
output-signal pair is converted to a complex signal in Matlab by combining the Simulink-system

outputs as 1+ Q.
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B.6 Coefficient Scaling

System-level modulator simulations were run in Simulink, and in a C program, for 2% time
steps, using the optimized coefficients listed above in Table B.8. In an | -scaling procedure, the
peak values obtained for each state, multiplied by 1.1 for a 10% safety margin, were used to scale
down the input coefficients of the appropriate state (and scale up its output coefficients) so that
each amplifier output will never exceed the reference levels. The state-scaling values, including

their 10% margins, are listed in Table B.9.

Table B.9: 3/1-Modulator Maximum State Swings

State State Maximum
1 0.31
2 2.26
3 7.56
4 5.25

Once the coefficients from Table B.8 are scaled with these state-swing values, those listed in
Table B.10 result. These are the coefficients of the 3/1 modulator (stage-ordering: um o) from
Chapter 5 (i.e. prior to the 10x a- and e-coefficient scaling), which are also used for the IC of
Chapter 6.
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Table B.10: Scaled 3/1-Modulator Coefficients

Real Coefficient | Imaginary Coefficient
1| -1.733077748 0.6801448487
2 | -1.707106781 0.7071067812
3| -1.680144849 0.7330777481
4 -1.707106781 -0.7071067812
by fn
1| 0.1046271596 -0.03805498019
2 | -0.1172784062 -0.03997481766
3 | 0.06782481857 0.1159606006
4 | 0.1223211482 -0.06033953682
ay en
1| -0.1089976444 -0.02163994427
2 | 0.008161414458 0.02516737446
3 | 0.003649050245 -0.01044809904
4 | -0.008991146649 0
Inter-Stage Coefficients, Xy
0.1371681416
0.2989417989
144

Effective Quantizer Gain

5.25
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