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## Preface

Transimpedance amplifiers (TIA) are used at the front end of optical receivers. They can also be found at the front end of read circuits for optical storage systems and laser RADAR systems for distance measurement. But TIAs are not limited only to optical applications; particle/radiation detector chips, vision sensor chips, biological sensor chips, motion sensors in microelectromechanical systems, and wideband radio receivers also make use of TIAs.

This broad range of applications is not surprising. The TIA is essentially a sensitive and fast current measurement device: A weak current signal, typically originating from a sensor such as a photodetector, a particle/radiation detector, a biological sensor electrode, a MEMS electrostatic transducer, or a radio receiver antenna, is amplified and converted into a voltage signal. The term transimpedance derives from the older term transfer impedance, which indicates that an input current at one port is producing an output voltage at another port.

The term transimpedance amplifier may evoke the image of a voltage amplifier with a shunt-feedback resistor. However, this is just one particular implementation. Several other topologies exist and novel TIA circuits are still being invented today. Each circuit presents a different trade-off between sensitivity (noise), speed (bandwidth), power, area, and other performance measures. With each application having its own set of requirements, different applications benefit from different circuit designs.

Book Outline. Chapters 1-4 provide background information on optical communication. This part of the book establishes useful context for the later chapters on TIA design. Readers who are not interested in optical applications may skip over much of this material.
Chapter 1 describes the components that make up conventional and digital coherent optical receivers and transmitters. Common modulation formats (NRZ, RZ, 4-PAM, QPSK, SCM, etc.), modulation codes, transmission modes (continuous mode and burst mode), and standards are introduced.

Chapter 2 is about the communication channel presented by the optical fiber. Its loss, bandwidth, various forms of dispersion, and nonlinearities are described. The compensation of loss and dispersion and the mitigation of nonlinear effects are discussed briefly.

Chapter 3 covers the relevant photodetectors. The responsivity, bandwidth, and noise properties of the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, the avalanche photodetector (APD), and the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector are examined. Then, integrated detectors including detectors for silicon photonics are covered. Finally, detectors for phase-modulated signals (QPSK, DQPSK, etc.) including the coherent detector with phase and polarization diversity are discussed.

Chapter 4 deals with the receiver at the system level. An analysis of how noise in the receiver causes bit errors leads to the definition of the receiver sensitivity in unamplified transmission systems and the required optical signal-to-noise ratio (required OSNR) in amplified transmission systems. Power penalties due to receiver impairments, such as intersymbol interference (ISI), are discussed. An analysis of the trade-off between noise and ISI leads to recommendations for the receiver's bandwidth and frequency response.

The remainder of the book focuses on the analysis and design of TIAs.
Chapter 5 introduces the main specifications, such as the transimpedance, bandwidth, phase linearity, group-delay variation, jitter, input-referred noise current, maximum input current, and crosstalk. The measurement of some key parameters is discussed. Example values from recent product data sheets are given to illustrate the specifications.

Chapter 6 covers the popular shunt-feedback TIA in detail. The transimpedance, input impedance, and output impedance are calculated. The stability and the transimpedance limit of single and multistage implementations are analyzed. The noise performance of TIAs with FET and BJT front ends are derived. Ogawa's noise factor and its relationship to induced gate noise is explained. Then, the noise optimization of TIAs with FET and BJT front ends by means of device sizing and biasing is discussed. The impact of constraints, such as a constant gain-bandwidth product, on the noise optimum is examined. Finally, noise matching networks and their properties are investigated.

Chapter 7 extends the basic shunt-feedback TIA with practical features such as a postamplifier, differential inputs and outputs, DC input current control, and adaptive transimpedance. Then, the chapter turns to alternative TIA topologies such as the common-base TIA, common-gate TIA, the regulated-cascode TIA, and the distributed-amplifier TIA.

Chapter 8 examines additional TIA circuit techniques such as capacitive feedback, optical feedback, active feedback, current mode, and photodetector bootstrapping. Then, the chapter turns to TIAs for specialized applications, namely burst-mode TIAs (e.g., for passive optical networks) and analog-receiver TIAs (e.g., for hybrid fiber-coax networks or microwave photonic links).

Chapter 9 discusses published circuit examples in a variety of technologies (BJT, HBT, BiCMOS, CMOS, MESFET, and HFET) illustrating and solidifying the concepts covered in the earlier chapters. The chapter concludes with a list of recent TIA publications.

A number of appendices cover subjects related to, but not limited to, the design of optical receivers and TIAs.

Appendix A reviews the power spectral density, bandwidth, and signal-tonoise requirements of some common communication signals (NRZ, RZ, 4-PAM, CATV).

Appendix B discusses eye diagrams, eye openings, and eye margins, including their measurement and simulation.

Appendix C deals with data and clock jitter. The terminology and the measurement of jitter is discussed and the relationship between jitter, phase noise, and bit-error rate is explained.

Appendix D reviews nonlinearity and the resulting signal distortions, which are important in systems that perform linear signal processing (equalization, data conversion, etc.) and in applications that use higher-order or multicarrier modulation.

Appendix E provides an introduction to adaptive equalization. The basics of the feedforward equalizers (FFEs) and decision-feedback equalizers (DFEs) are covered.

Appendix F briefly discusses adaptive control of the decision threshold and sampling instant.

Appendix G provides an introduction to forward error correction (FEC).
Appendix H discusses second-order low-pass transfer functions, which are important for the analysis of TIAs. The frequency response, bandwidth, noise bandwidth, phase linearity, group-delay variation, overshoot, and jitter are covered.

Appendix I provides answers to all the end-of-chapter problems. This appendix also serves as a repository for additional material, such as derivations and generalizations, that would be too distracting to present in the main text.

Audience. It is assumed that the reader is familiar with basic analog IC design as presented, for example, in Analysis and Design of Analog Integrated Circuits by Gray et al. [1] or a similar book [2-4].

The book is written from the perspective of an electrical engineer. For example, whenever possible we use voltages and currents rather than abstract variables, we use one-sided power spectral densities as they would appear on a spectrum analyzer, we prefer the use of noise bandwidths over Personick integrals, and so forth. Examples are given frequently to make the material more concrete. Many problems, together with their answers, are provided for readers who want to practice and deepen their understanding of the learned material.

I hope this book will be useful to upper-level undergraduates and graduate-level students in integrated circuit design and optical communication. Professionals in the IC and optical industry may find this book to be a valuable reference as well.

This book grew out of an effort to make a second edition of my earlier book Broadband Circuits for Optical Fiber Communication [5]. As I was reworking chapter by chapter, covering new developments, treating subjects in more depth, and so forth, the length of each chapter doubled or tripled. For this reason, it became impractical to cover all the subjects of the original book in a single book. The present book covers the material from Chapters 1 to 5 of the original book.

Acknowledgments. I would like to thank all my colleagues at the Bell Laboratories (first of AT\&T and then of Lucent Technologies), Agere Systems, Conexant, and Ikanos Communications from whom I have learned so much.

I am deeply indebted to the reviewers who have given freely of their time to read through the book, in part or in full. In particular, I am most grateful to Dr. Ricardo Aroca, Acacia Communications; Mr. Henry M. Daghighian, Finisar Corporation; Dr. Christopher Doerr, Acacia Communications; Dr. Yuriy M. Greshishchev, Ciena Corporation; Prof. Dan Li, Jiaotong University, Xi’an; Dr. Sunderarajan Mohan, Synopsys Inc.; Prof. Sung-Min Park, Ewha Women's University, Seoul; and Prof. Sorin Voinigescu, University of Toronto.

Despite the efforts made, there are undoubtedly some mistakes left in this book. If you have any corrections or suggestions, please e-mail them to edi@ieee.org. Thank you!
E. Säckinger
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## 1

## Introduction

After a brief description of the components that make up an optical receiver and transmitter, we discuss how digital and analog information is modulated on a lightwave. We explain the difference between continuous-mode and burst-mode transmission and summarize applications and standards for both transmission modes.

### 1.1 Optical Transceivers

Figure 1.1 shows the block diagram of a conventional optical receiver and transmitter. On the transmitter side, a coder and/or scrambler preprocesses the parallel input data. Optionally, the coder adds redundancy to permit error detection and correction at the receiver end. These coding steps condition the data for the subsequent serial transmission through a band-limited and noisy channel. Next, a multiplexer (MUX) serializes the $n$-bit wide parallel data into a single high-speed bit stream. A clock multiplication unit (CMU) synthesizes the necessary bit-rate (or half bit-rate) clock from the $n$ times slower word clock (or another convenient reference clock). After that, a transmit equalizer (TXEQ) may be used to shape (predistort) the serial high-speed signal in preparation of the band-limited channel. Finally, a laser driver or modulator driver drives the corresponding optoelectronic device. The laser driver modulates the current of a laser diode (LD), whereas the modulator driver modulates the voltage of a modulator, which in turn modulates the light from a continuous wave (CW) laser. Some laser/modulator drivers also retime the data to reduce jitter and thus require a clock signal from the CMU (dashed line in Fig. 1.1).

On the receiver side, the same process happens in reverse order. A photodetector (PD) receives the optical signal from the fiber and produces a small current in response to the optical signal. A transimpedance amplifier (TIA or TZA) amplifies and converts this current into a voltage. A limiting amplifier (LA) or an automatic gain control amplifier (AGC amplifier) further amplifies

[^0]

Figure 1.1 Block diagram of a conventional optical receiver (top) and transmitter (bottom).
this voltage signal. The LA and AGC amplifier are collectively known as main amplifiers (MAs) or post amplifiers. Next, a receive equalizer (RXEQ) may be used to undo some of the distortions accrued along the way. After that, a clock and data recovery circuit (CDR) extracts the clock signal and retimes the data signal. Finally, a demultiplexer (DMUX) converts the fast serial bit stream into $n$ parallel lower-speed data streams that are processed by the subsequent decoder and/or descrambler. Optionally, the decoder performs error checks and error corrections. Subsequent digital blocks extract the payload data from the framing information, synchronize the received data to another clock domain, and so forth.

In practice, the blocks may not be as neatly delineated as shown in Fig. 1.1. For example, the MUX in the transmitter may be merged with the driver into one block [1]. On the other hand, if the driver is located far from the MUX (e.g., in a separate package), a CDR may be interposed to clean up the data (reduce the jitter) without the need for a clock signal from the CMU. Furthermore, the RXEQ and the CDR may be merged into a single block, especially when a decision feedback equalizer, which needs feedback from the data output of the CDR, is used. Finally, in parallel sampling architectures, the CDR performs some or all of the DMUX operation [2].

This book covers the optical fiber (Chapter 2), the photodetector (Chapter 3), and the TIA (Chapters 5-9) and provides an introduction to equalization (Appendix E) and forward error correction (Appendix G).

Modules and Subassemblies. A module containing a PD, TIA, MA, laser driver, and LD, that is, all the blocks shown inside the dashed box on the left of Fig. 1.1, is referred to as a transceiver. (The term transceiver is a contraction of the words "transmitter" and "receiver.") Figure 1.2 shows a photograph of so-called XFP transceiver modules. The transceiver is often built around a receiver optical


Figure 1.2 Two $10-\mathrm{Gb} / \mathrm{s}$ transceivers in small form factor packages following the XFP specification ( $7.8 \mathrm{~cm} \times 2.2 \mathrm{~cm} \times 1.3 \mathrm{~cm}$ ). Two fibers are plugged in from the front of the package (LC connectors). Source: Reprinted by permission from Finisar Corporation.

Figure 1.3 A 10-Gb/s receiver optical subassembly (ROSA) with a GaAs p-i-n photodetector and a TIA ( $\varnothing 0.6 \mathrm{~cm} \times$ 1.2 cm ). Source: Reprinted by permission from Finisar Corporation.

subassembly (ROSA) and a transmitter optical subassembly (TOSA). The ROSA is a small package that contains the PD, in most cases the TIA, and optical components, such as a lens and means for optical fiber alignment (see Fig. 1.3). The TOSA is a small package that contains the LD, in some cases the driver, and optical components, such as an optical isolator, a lens, and means for optical fiber alignment. The blocks in the dashed box in the middle, namely the RXEQ, CDR, DMUX, CMU, MUX, and TXEQ form the serializer/deserializer or SerDes for short. A module that contains the functionality of the transceiver and the SerDes is frequently called a transponder.

OSI Layers. The functionality shown in Fig. 1.1 can be identified with the bottom layer of the OSI communication system model. This layer is known as
the physical layer (PHY) and has three sublayers: the physical medium dependent (PMD) sublayer, the physical medium attachment (PMA) sublayer, and the physical coding sublayer (PCS). The PMD sublayer, at the very bottom, corresponds to the transceiver. In our case, the physical medium is the optical fiber. The PMA sublayer, on top of the PMD, corresponds to the SerDes. The PCS sublayer, on top of the PMD, corresponds to the coder and decoder.

DSP-Based Coherent Receiver and Transmitter. Around 2007, digital signal processors (DSP) and data converters became sufficiently fast to enable a new architecture for optical receivers and transmitters [3] (see Fig. 1.4). In this architecture only the front-end blocks, TIA, AGC amplifier, and modulator driver, remain in the analog domain. The functionality of the RXEQ, CDR, DMUX, MUX, and TXEQ blocks are implemented with a DSP. This approach permits the use of sophisticated algorithms for equalization, clock recovery, and so on but requires high-speed analog-to-digital converters (ADC) and digital-to-analog converters (DAC) at the interface between the analog transceiver section and the DSP (cf. Appendix E).

This DSP-based architecture is the preferred approach for $100-\mathrm{Gb} / \mathrm{s}$ transceivers with phase- and polarization-diverse coherent detection [4,5]. In these transceivers, an optical-to-electrical (O/E) converter outputs four electrical signals corresponding to the in-phase and quadrature components and the $x$-polarized and $y$-polarized components of the incoming optical signal. (We discuss this type of detector in Section 3.5.) Similarly, an electrical-to-optical (E/O) converter, driven by four electrical signals, controls the phase and amplitude of the transmitted optical signal for both polarizations. As a result, four TIAs, four AGC amplifiers, and four ADCs are needed on the receiver side, and four DACs and four modulator drivers are needed on the transmitter side (see Fig. 1.4). The coherent approach permits the use of advanced modulation formats such as DP-QPSK and enables the effective compensation of large amounts of fiber dispersion in the electrical domain [5, 6].


Figure 1.4 Block diagram of a DSP-based optical transceiver with phase- and polarization-diverse coherent detection.

### 1.2 Modulation Formats

Basic Modulation Formats. The most commonly used modulation format in optical communication is the non-return-to-zero (NRZ) format shown in Fig. 1.5(a). Despite the forbidding name, this modulation format is as simple as it gets. The laser light is turned on to transmit a one bit, and it is turned off to transmit a zero bit. When the light is on, it stays on for the entire bit period. The latter feature explains why this format is called non-return-to-zero. When transmitting the periodic bit pattern " $010101010 \ldots$.." in the NRZ format at $10 \mathrm{~Gb} / \mathrm{s}$, a $5-\mathrm{GHz}$ square wave with $50 \%$ duty cycle is produced. The NRZ format is used, for example, in SONET/SDH telecommunication systems as well as in Ethernet data communication systems (see Tables 1.1 and 1.2). Some standards, such as Fast Ethernet and FDDI, call for the non-return-to-zero change-on-ones (NRZI or NRZ1) format. The waveform for this format is the same as for NRZ, but the bit stream is preprocessed by a differential encoder that changes its (binary) output value when the input bit is a one and leaves the output value unchanged when the input bit is a zero.

The return-to-zero (RZ) format, shown in Fig. 1.5(b), shortens the pulses, which represent the one bits, to only a fraction of the bit period. The figure shows $50 \%$-RZ pulses, but other fractions, such as $33 \%$ or $67 \%$, are also used. In many situations, the RZ signal can be detected at a lower signal-to-noise ratio than the NRZ signal [7]. This can be understood intuitively by recognizing that, for the same average signal power, the narrower RZ pulses exhibit a larger signal swing, which can better overcome the noise. The RZ format also can tolerate more pulse distortion and spreading without disturbing the adjacent bits. On the downside, faster, more expensive transceiver components (laser/modulator, photodetector, front-end electronics, etc.) are required to handle the shorter pulses. Furthermore, because of its shorter pulses, the RZ signal occupies a wider bandwidth than the NRZ signal (for a given bit rate), making it less tolerant to chromatic fiber dispersion (cf. Section 2.2). The RZ format has been used extensively in undersea (submarine) lightwave systems [8]. In contrast to terrestrial systems, these custom-built lightwave systems tend to be very


Figure 1.5 Modulation formats: (a) NRZ, (b) RZ, and (c) 4-PAM.
long (e.g., connecting two continents) and benefit from the robustness of the RZ format.

The four-level pulse amplitude modulation (4-PAM) format, shown in Fig. 1.5 (c), extends the on/off concept and controls the brightness of the light source in four discrete steps: off, one-third on, two-thirds on, and fully on. By using a four-level signal, two bits can be transmitted in every signaling period: bit pair " 00 " selects the first (lowest) level, " 01 " selects the second level, " 11 " selects the third level, and " 10 " selects the fourth (highest) level. The coding is chosen such that an accidental confusion of two adjacent levels results in only a single-bit error (Gray code). Because of its capability to encode more than one bit per symbol, 4-PAM is known as a higher-order modulation format. Compared with the NRZ signal, the 4-PAM signal occupies only half the bandwidth for a given bit rate, making it a bandwidth-efficient modulation format. The reduced bandwidth helps to mitigate the effects of chromatic fiber dispersion, permitting an increased reach, and relaxes the speed requirements for the laser and the photodetector. However, the 4-PAM format requires a higher signal-to-noise ratio than the NRZ format for reliable detection. In other words, because the receiver has to discriminate between four levels, it is more affected by noise, leading to a substantially lower sensitivity. The 4-PAM format also requires a more complex multilevel transmitter and receiver. The upcoming 400-Gigabit Ethernet standard is expected to use the 4-PAM format (see Table 1.2). Other higher-order and bandwidth-efficient modulation formats have been studied as well [9-11].

An analytical comparison of the NRZ, 50\%-RZ, and 4-PAM signals with respect to the required bandwidths and signal-to-noise ratios can be found in Appendix A.

Advanced Modulation Formats. Let us examine the modulation process in more detail. Modulation is the mapping of data bits (zeros and ones) into signal waveforms [12]. As illustrated in Fig. 1.6, modulation in an optical transmitter occurs in two steps. First, the bits are mapped to an electrical current or voltage waveform. Second, the electrical waveform is mapped to an optical field (electromagnetic field) waveform. The optical field oscillates at around 200 THz , which means that there are about 20,000 oscillations in a bit period of a $10-\mathrm{Gb} / \mathrm{s}$ signal, but for clarity, only two oscillations are shown in the figure. The NRZ, RZ, and 4-PAM signals, shown in Fig. 1.5, are outputs of the


Figure 1.6 Modulation in an optical transmitter.
electrical modulation step. They are so-called baseband signals because their spectra extend down to DC. Modulating the intensity of the optical signal with an NRZ or RZ signal is known as on-off keying (OOK) and what we called NRZ and RZ formats earlier, more precisely should have been called NRZ-OOK and RZ-OOK formats. Similarly, modulating the intensity of the optical signal with a 4-PAM signal is known as four-level amplitude-shift keying (4-ASK). (Note that intensity modulation implies an amplitude modulation of the optical field.) The optical field signals are so-called passband signals because their spectra are concentrated around the optical carrier frequency. In practice, the electrical and optical modulation steps often are not clearly distinguished and by saying that an optical system uses NRZ modulation, NRZ-OOK is implied.

Now that we understand optical modulation as a two step process, it becomes clear that the second step does not necessarily have to be intensity or amplitude modulation alone but could include phase and frequency modulation. This possibility is exploited in advanced optical modulation formats. Some examples are illustrated in Fig. 1.7.

- The optical duobinary format combines amplitude and phase modulation [13]. The amplitude of the optical carrier is modulated with an NRZ signal, as in the OOK case, but additionally, the optical phase is shifted by $180^{\circ}$ for one bits that are separated by an odd number of zero bits (see Fig. 1.7(a)).
- The chirped return-to-zero (CRZ) format modulates the amplitude of the optical carrier with an RZ signal, but additionally, some frequency modulation (chirp) is applied [14].
- The carrier-suppressed return-to-zero (CS-RZ) format also modulates the amplitude of the optical carrier with an RZ signal, but additionally, the optical phase is shifted by $180^{\circ}$ for every bit (no matter if the bit is zero or one) with the result that the carrier becomes suppressed in the optical spectrum [15] (see Fig. 1.7(b)).


Figure 1.7 Advanced modulation formats (optical field): (a) optical duobinary, (b) CS-RZ, (c) BPSK, (d) RZ-DPSK, and (e) QPSK.

- The binary phase-shift keying (BPSK) format encodes the data bits in the phase of the optical signal while the amplitude remains constant. A one bit is encoded with a phase that is $180^{\circ}$ shifted compared to the phase of a zero bit (see Fig. 1.7(c)).
- The return-to-zero differential phase-shift keying (RZ-DPSK) format modulates the amplitude of the optical carrier with an all-one RZ signal and encodes the data bits in the phase difference of two adjacent optical pulses [16]. A one bit is encoded with a $180^{\circ}$ phase shift; a zero bit is encoded with a $0^{\circ}$ phase shift (see Fig. 1.7(d)).

The purpose of these advanced modulation formats is to mitigate the detrimental effects of the optical communication channel (fiber dispersion, fiber nonlinearity, and crosstalk) in an attempt to increase the reach and capacity of the link at the lowest possible system cost [17].

Phase modulation can also be used to encode multiple bits per symbol. For example, the quadrature phase-shift keying (QPSK) format encodes pairs of bits with four different phase shifts relative to a reference phase: bit pair " 00 " selects a $0^{\circ}$ phase shift, " $01^{\prime \prime}$ selects $90^{\circ}$, " 11 " selects $180^{\circ}$, and " 10 " selects $270^{\circ}$ (see Fig. 1.7(e)) [3]. Like for the 4-PAM format, the coding is chosen such that an accidental confusion of two adjacent phases results in only a single-bit error. The differential quadrature phase-shift keying (DQPSK) and the return-to-zero differential quadrature phase-shift keying (RZ-DQPSK) formats similarly encode pairs of bits with four different phase shifts, but this time the shift is relative to the phase of the previous symbol [18]. The advantage of these higher-order modulation formats is their bandwidth efficiency: a two-bit per symbol format requires only half the bandwidth of the corresponding one-bit per symbol format given the same bit rate. Conversely, twice the bit rate can be transmitted in the same optical bandwidth. The bandwidth efficiency can be further increased by using constellations with more phase/amplitude values (e.g., 16-QAM) or by using both optical polarizations to transmit information (polarization division multiplexing). The dual-polarization QPSK format (DP-QPSK) is used in commercial $100-\mathrm{Gb} / \mathrm{s}$ systems (see Table 1.2).
Direct detection receivers are insensitive to phase and frequency modulation. Thus, special phase-sensitive receivers are required to detect formats such as DPSK, DQPSK, BPSK, and QPSK (cf. Section 3.5). However, a direct detection receiver designed for NRZ can also receive an optical duobinary signal and a direct-detection receiver designed for $R Z$ can also receive CRZ and CS-RZ signals.

Multicarrier Modulation Formats. Since the late 1980s, the TV signals in community-antenna television (CATV) systems are often transported first optically from the distribution center to the neighborhood before they are distributed to the individual homes on conventional coaxial cable. This combination, called hybrid fiber-coax (HFC), has the advantage over an


Figure 1.8 Subcarrier multiplexing (SCM) in a CATV/HFC system.
all-coax system of saving many electronic amplifiers (the loss of a fiber is much lower than the loss of a coax cable) and providing better signal quality (lower noise and distortions) [19].

The modulation process used in CATV/HFC systems is illustrated in Fig. 1.8. In North America, analog TV channels use amplitude modulation with vestigial sideband (AM-VSB) and digital TV channels use quadrature amplitude modulation (QAM). In either case, the TV signal is modulated on a radio frequency (RF) carrier. Many of these modulated carriers, each one at a different frequency, are combined (added) into a single analog broadband signal. To avoid interference between adjacent channels, a small guard band is left between the channels. Then, this analog broadband signal linearly modulates the intensity of a laser to produce the optical signal that is transmitted over the fiber from the distribution center (a.k.a. head end) to the remote node in the neighborhood. At the remote node, the analog broadband signal is recovered from the optical signal and distributed over coaxial cable to the homes. This method of modulation and aggregation is known as subcarrier multiplexing (SCM) [20]. The optical carrier can be regarded as the main carrier and the electrical RF carriers of the individual TV channels as the subcarriers. For a discussion of analog and digital TV signals, see Appendix A.

In contrast to NRZ and RZ modulations, which produce two-level digital signals, the AM-VSB and QAM modulation used in CATV applications produce analog signals. The latter signals are more easily corrupted by noise and, especially if many TV channels are multiplexed together, are very sensitive to nonlinear distortions (cf. Appendix D). For this reason, special analog optical receivers and transmitters featuring low noise and high linearity are required for CATV/HFC applications.

Although we have introduced SCM in the context of CATV systems, this is not the only application. SCM can also be used to transport digital data. The use of $N$ subcarriers to transmit a total bit rate $B$, results in a bit rate of only $B / N$ per subcarrier. The corresponding long bit (or symbol) interval makes the SCM signal insensitive to channel impairments (such as fiber dispersion). Moreover, SCM with high-order QAM-modulated subcarriers achieves a high spectral efficiency. Finally, the baseband section of an SCM system runs at only a fraction of the full speed $(B / N)$, possibly simplifying the implementation and reducing the cost. For example, the SCM system in [21] uses 16 subcarriers, each one modulated with a $16-$ QAM signal running at a symbol rate of $666 \mathrm{Mb} / \mathrm{s}$ to transmit a total of $40 \mathrm{~Gb} / \mathrm{s}$ in a bandwidth of only 14 GHz .

Even higher spectral efficiencies can be obtained with orthogonal frequency division multiplexing (OFDM). The guard bands in between the channels of an SCM signal are eliminated by making the carriers orthogonal. The orthogonality condition is satisfied when the carrier spacing is a multiple of the QAM symbol rate [22,23]. The generation and demodulation of OFDM signals rely on DSPs and data converters.

To overcome the speed limitations of the DSP and the data converters, OFDM can be combined with SCM, resulting in multiband OFDM. For example, the system in [24] uses 8 bands, each one containing an OFDM signal consisting of 520 subcarriers, each one modulated with an 8-QAM signal at a symbol rate of $9.6 \mathrm{Mb} / \mathrm{s}$ to transmit a total of $100 \mathrm{~Gb} / \mathrm{s}$ in a bandwidth of only 23 GHz .

Preprocessing. As we know from Fig. 1.1, the raw input data is first scrambled or coded (or both) before it is transmitted. Figure 1.9 shows conceptually how the information bits are transformed into channel bits before they are passed on to the modulator. The purpose of this preprocessing step is to shape the spectrum of the modulated electrical signal and give it the following desirable properties: DC balance, short run lengths, and a high transition density.

A DC-balanced signal has an average value (DC component) that is centered halfway between its minimum and maximum values. This property often permits the use of coupling capacitors (AC coupling) between circuit blocks. To obtain a DC-balanced NRZ signal, the transmitted bit sequence must contain on average the same number of zeros and ones. Equivalently, the average


Figure 1.9 Scrambling, coding, and modulation.
mark density, defined as the number of one bits divided by the total number of bits, must be $50 \%$.

The run length is the number of successive zeros or ones in a bit sequence. Keeping the run length short reduces the low-frequency content of the modulated NRZ signal (cf. Fig. A. 2 on p. 399) and limits the associated baseline wander (a.k.a. DC wander) when AC coupling is used. Short runs also imply a high transition density, which aids the clock recovery process.

Scrambler. Figure 1.10 shows an example of a scrambler. It consists of a pseudorandom bit sequence (PRBS) generator, implemented with a feedback shift register, and an XOR gate that combines the PRBS with the information bit stream to form the scrambled channel bit stream.

Because two inversions restore the original bit value, the channel bits can be descrambled with the same arrangement, provided the descrambling PRBS generator is synchronized with the scrambling PRBS generator. Scrambling provides DC balance without adding overhead bits to the bit stream, thus keeping the bit rate unchanged. However, the maximum run length is not strictly limited, that is, there is a small chance for very long runs of zeros or ones, which can be hazardous. Equipment designed to process scrambled bit streams is usually tested with runs up to 72 bits [25]. The scrambling method is used, for example, in SONET and SDH telecommunication systems.

Modulation Codes. A modulation code replaces a contiguous group of information bits (a block) by another slightly larger group of channel bits such that the average mark density becomes $50 \%$ and DC balance is established. Modulation codes (a.k.a. line codes) are named after the block length before and after the encoding. Typical examples are the 4B/5B, 8B/10B, and 64B/66B codes:

- 4B/5B code. This code, as the name suggests, replaces 4-bit blocks with 5-bit patterns based on a look-up table. The 4B/5B code is simple to implement


$$
\begin{array}{ll}
\text { Data In: } & \ldots 0000000000000110000010100000001 \ldots \\
\text { PRBS: } & \ldots 01101001011101110011001010101111 \ldots \\
\text { Data Out: } & \ldots 01101001011101000011011110101110 \ldots
\end{array}
$$

Figure 1.10 SONET scrambler: (a) implementation and (b) example bit patterns.


Figure 1.11 Example of 8B/10B encoding.
but increases the bit rate by $25 \%$ and does not achieve perfect DC balance; the worst-case unbalance is $\pm 10 \%$ [26]. It is used, for example, in the Fast Ethernet and FDDI data communication systems.

- 8B/10B code. This code replaces 8 -bit blocks with 10 -bit patterns, as illustrated in Fig. 1.11 [27]. Again, the mapping is defined by look-up tables. Besides the 256 data codes, the $8 \mathrm{~B} / 10 \mathrm{~B}$ code maps 12 control codes into the 10 -bit code space. The $8 \mathrm{~B} / 10 \mathrm{~B}$ code also increases the bit rate by $25 \%$, but unlike the $4 B / 5 B$ code, it does achieves exact DC balance. The maximum run length is strictly limited to five zeros or ones. The $8 \mathrm{~B} / 10 \mathrm{~B}$ code is used, for example, in the Gigabit Ethernet (GbE) and Fibre Channel data communication systems.
- 64B/66B code. This modulation code is somewhat different from the $4 \mathrm{~B} / 5 \mathrm{~B}$ and $8 \mathrm{~B} / 10 \mathrm{~B}$ codes in that it partly relies on scrambling rather than a look-up table. The 64B/66B code takes a block of 64 information bits and appends the bit pattern " 01 " to the beginning. The resulting 66 -bit block is scrambled (excluding the two-bit preamble) with a PRBS generated with a 58-bit feedback shift register, producing 66 DC-balanced channel bits. The 64B/66B code also permits the transmission of control information by appending the preamble " 10 " to a block of 64 control and data bits. The remaining two preambles, " 00 " and " 11 ," are not used. The $64 \mathrm{~B} / 66 \mathrm{~B}$ code strictly limits the run length to 66 bits by virtue of its two-bit preamble and increases the bit rate by only about $3 \%$. This code is used in many high-speed ( $10 \mathrm{~Gb} / \mathrm{s}$ and above) communication systems.


### 1.3 Transmission Modes

In the following, we explain the difference between continuous-mode and burst-mode transmission and discuss how these two transmission modes are used in optical point-to-point and point-to-multipoint networks.

Continuous Mode versus Burst Mode. Figure 1.12 schematically shows the difference between a continuous-mode signal and a burst-mode signal.

In continuous-mode transmission, a continuous, uninterrupted stream of bits is transmitted, as shown in Fig. 1.12(a). The transmitted signal usually is DC balanced by means of scrambling or coding.


Figure 1.12 (a) Continuous-mode versus (b) burst-mode signals (schematically).

In burst-mode transmission, bits are transmitted in bursts, with the transmitter remaining idle (laser off) in between bursts, as shown in Fig. 1.12(b). Bursts typically are longer than 400 bits, but for clarity only 4 bits are shown in the figure. The average value (DC component) of a burst-mode signal varies with time, depending on the burst activity. If the activity is high, it may be close to the halfway point between the zero and one levels, as in a continuous-mode system; if the activity is low, the average drifts arbitrarily close to the zero level. This means that the (overall) burst-mode signal is not DC balanced and AC coupling generally cannot be used. (The signal within each burst, however, may be DC balanced.)
Bursts can have a fixed or variable length. For example, bursts that transport (asynchronous transfer mode) cells have a fixed length, whereas bursts that transport Ethernet frames have a variable length. In either case, the bursts consist of an overhead section followed by a framing structure, such as an ATM cell or an Ethernet frame. Figure 1.13 compares a fixed-length ATM burst with a variable-length Ethernet burst. The burst-mode receiver uses the preamble, which is part of the overhead section, to establish the appropriate gain and decision threshold and to synchronize the sampling clock with the incoming data. In passive optical networks, which we discuss shortly, bursts arrive asynchronously and with widely varying power levels. Therefore, the gain, the decision threshold, and the clock phase must be acquired for each individual burst.

The lack of DC balance and the fact that bursts may arrive with varying amplitudes necessitate specialized amplifier circuits for burst-mode applications.

(b)

Figure 1.13 (a) Fixed length versus (b) variable length bursts.

Furthermore, the asynchronous arrival of the bursts requires fast-locking CDRs. The design of burst-mode circuits is particularly challenging for bursts with short preambles.

Optical Point-to-Point Connection. An optical point-to-point connection between two central offices (CO) is illustrated schematically in Fig. 1.14(a). The length of such a connection can range from a few kilometers to more than $10,000 \mathrm{~km}$ for the longest undersea lightwave systems. The operating speed per wavelength typically is in the range of $10 \mathrm{~Gb} / \mathrm{s}$ to $100 \mathrm{~Gb} / \mathrm{s}$. In the United States, many point-to-point telecommunication links are based on the SONET (synchronous optical network) standard [28-30]. In Europe, Japan, and other countries the almost identical SDH (synchronous digital hierarchy) standard [25, 31, 32] is used. For example, a SONET OC-192 long reach link has a length of about 80 km and operates at $10 \mathrm{~Gb} / \mathrm{s}$ ( $9.95328 \mathrm{~Gb} / \mathrm{s}$ to be precise), a bit rate that can carry about 130,000 voice calls. Newer telecommunication standards, such as OTN (optical transport network) [33], respond to the shift from voice traffic to predominantly data traffic as a result of the growing Internet. Besides a framing procedure for voice and data, OTN also supports forward error correction (FEC). See Table 1.1 for more information about the SONET, SDH, and OTN standards.

Point-to-point links are also used in data communication links, that is, in connections between computers. The best-known standard for electrical

Table 1.1 Point-to-point optical telecommunication standards.

| Standard | Line speed <br> $(\mathrm{Mb} / \mathrm{s})$ | Modulation <br> code | Modulation <br> format |
| :--- | ---: | :--- | :--- |
| SONET OC-1 | 51.84 | Scrambling | NRZ |
| SONET OC-3 or SDH STM-1 | 65.52 | Scrambling | NRZ |
| SONET OC-12 or SDH STM-4 | $2,488.32$ | Scrambling | NRZ |
| SONET OC-48 or SDH STM-16 | $9,953.28$ | Scrambling | NRZ |
| SONET OC-192 or SDH STM-64 | $10,664.23$ | Scrambling | NRZ |
| SONET OC-192 or SDH STM-64 + FEC |  |  |  |
| (G.975/G.709) | $39,813.12$ | Scrambling | NRZ |
| SONET OC-768 or SDH STM-256 | $42,656.91$ | Scrambling | NRZ |
| SONET OC-768 or SDH STM-256 + FEC |  |  |  |
| (G.975/G.709) | $2,666.06$ | Scrambling | NRZ |
| OTN OTU-1 (SONET OC-48 + FEC) | $10,709.23$ | Scrambling | NRZ |
| OTN OTU-2 (SONET OC-192 + FEC) | $43,018.41$ | Scrambling | NRZ |
| OTN OTU-3 (SONET OC-768 + FEC) | $111,809.97$ | 64B/66B | NRZ |
| OTN OTU-4 (100GBase + FEC) |  |  |  |



Figure 1.14 Example of (a) a point-to-point link and (b) a point-to-multipoint network.
and optical data communication is Ethernet [34]. Ethernet comes at different speed grades, currently ranging from $10 \mathrm{Mb} / \mathrm{s}$ to $100 \mathrm{~Gb} / \mathrm{s}$ and soon $400 \mathrm{~Gb} / \mathrm{s}$, and typically resides within the extent of a campus or a building, making it a so-called local area network (LAN). For example, Gigabit Ethernet (GbE) operates at a line rate of $1.25 \mathrm{~Gb} / \mathrm{s}$ providing a usable bit rate of $1.00 \mathrm{~Gb} / \mathrm{s}$ after 8B/10B decoding. It comes in three main flavors: 1000Base-T, an electrical version operating over a cable with four twisted-pair wires, 1000Base-SX, an optical version using a short-wavelength laser ( 850 nm ), and 1000Base-LX, an optical version using a long-wavelength laser ( $1,310 \mathrm{~nm}$ ). Although the original electrical Ethernet was not a point-to-point network (but a bus network), all the optical Ethernet flavors are based on point-to-point connections. Other standards for data communication over optical fiber are the Fiber Distributed Data Interface (FDDI) [26, 35-37] and the Fibre Channel [38, 39]. See Table 1.2 for more information about data communication standards.

Point-to-point connections can be assembled into more complex structures such as ring networks and active star networks (see Fig. 1.15). Examples for ring networks are provided by SONET/SDH rings and FDDI token rings. An active star is formed, for example, by Gigabit Ethernet links converging into a hub. Each individual optical connection of the active star has a transceiver on both ends and therefore forms an optical point-to-point link. This contrasts with a passive star network or an optical point-to-multipoint network, where multiple optical fibers are coupled with a passive optical device (cf. Fig. 1.14(b)). We discuss the latter network type shortly.

Continuous-mode transmission is used on almost all point-to-point connections. One exception occurs in half-duplex systems, in which bidirectional communication is implemented by periodically reversing the direction of traffic following a ping-pong pattern. This method is known as time compression multiplexing (TCM; a.k.a. time division duplexing) and requires burst-mode transmitters and receivers. However, for bandwidth efficiency reasons, TCM systems are limited to relatively short links such as home networking applications. In all other cases of bidirectional transmission (i.e., with

Table 1.2 Point-to-point optical data communication standards.

| Standard | Line speed (Mb/s) | Modulation code | Modulation format |
| :---: | :---: | :---: | :---: |
| Ethernet (10Base-F) | 12.50 | 4B/5B | NRZI |
| Fast Ethernet (100Base-FX) | 125.00 | 4B/5B | NRZI |
| Gigabit Ethernet (1000Base-SX/LX) | 1,250.00 | 8B/10B | NRZ |
| 10-Gigabit Ethernet (10GBase-LX4) | $4 \times 3,125.00$ | 8B/10B | NRZ |
| 10-Gigabit Ethernet <br> (10GBase-SR/LR/ER/LRM) | 10,312.50 | 64B/66B | NRZ |
| 40-Gigabit Ethernet (40GBase-SR4/LR4) | $4 \times 10,312.50$ | 64B/66B | NRZ |
| 40-Gigabit Ethernet (40GBase-FR) | 41,250.00 | 64B/66B | NRZ |
| 100-Gigabit Ethernet (100GBase-SR10) | $10 \times 10,312.50$ | 64B/66B | NRZ |
| 100-Gigabit Ethernet (100GBase-LR4/ER4) | $4 \times 25,781.25$ | 64B/66B | NRZ |
| 100-Gigabit Ethernet (100GBase-ZR, non-IEEE) | 120,579.00 | 64B/66B | DP-QPSK |
| 400-Gigabit Ethernet (400GBase-FR8/LR8, proposal) | $8 \times 53,125.00$ | 64B/66B | 4-PAM |
| 400-Gigabit Ethernet (400GBase-DR4, proposal) | $4 \times 106,250.00$ | 64B/66B | 4-PAM |
| Fiber Distributed Data Interface | 100.00 | 4B/5B | NRZI |
| Fibre Channel (1GFC) | 1,062.50 | 8B/10B | NRZ |
| Fibre Channel (2GFC) | 2,125.00 | 8B/10B | NRZ |
| Fibre Channel (4GFC) | 4,250.00 | 8B/10B | NRZ |
| Fibre Channel (8GFC) | 8,500.00 | 8B/10B | NRZ |
| Fibre Channel (16GFC) | 14,025.00 | 64B/66B | NRZ |



Figure 1.15 (a) SONET ring and (b) Ethernet active star.
two fibers, so-called space division multiplexing [SDM], or two wavelengths, so-called wavelength division multiplexing [WDM]), continuous-mode transmission is used.

Optical Point-to-Multipoint Network (Passive Optical Network). A passive optical network (PON) is illustrated schematically in Fig. 1.14(b). A feeder fiber from the central office ( CO ) runs to a remote node ( RN ), which houses a passive optical power splitter/combiner. From there, around 32 fibers branch out to the subscribers. If these fibers extend all the way to the homes $(\mathrm{H})$, as shown in Fig. 1.14(b), this system is known as a fiber-to-the-home (FTTH) system. Alternatively, if the fibers terminate at the curb, the system is known as a fiber-to-the-curb (FTTC) system. The final distribution from the curb to the homes is accomplished, for example, by twisted-pair copper wires or radio. All systems that bring the fiber relatively close to the subscriber are collectively known as FTTx systems.

In a traditional telephony access network, the electrical or optical connection from the CO to the remote node is digital. The final distribution from the remote node to the subscribers, however, is accomplished with analog signals over twisted-pair copper wires. Thus, the remote node must be active; that is, it needs to be powered to perform the conversion from the high-speed digital signals to the analog signals. In contrast, a PON system is all optical and passive. Because a PON does not require outside power supplies, it is low in cost, reliable, and easy to maintain.

A PON is a point-to-multipoint network because the transmission medium is shared among the subscribers. Information transmitted downstream, from the CO to the subscriber, is received by all subscribers, and information transmitted upstream, from the subscribers to the CO, is superimposed at the passive combiner before it is received at the CO (see Fig. 1.16). To avoid data collisions in the upstream direction, the subscriber must buffer its data and transmit it in short bursts. The CO coordinates which subscriber sends a burst at which point in time. This method is known as time division multiple access (TDMA) and requires burst-mode transmission. The downstream direction is


Figure 1.16 Burst-mode transmission in a PON (upstream direction).
more straightforward: the CO tags the data with addresses and broadcasts it to all subscribers in sequential order. Each subscriber simply selects the information with the appropriate address tag. This method is known as time division multiplexing (TDM), and conventional continuous-mode transmission can be used. Upstream and downstream transmissions usually are separated by means of two different wavelengths (WDM bidirectional transmission).

One of the first standardized PON systems with significant deployment was BPON (broadband passive optical network) [40, 41]. This system uses ATM cells to transport the data and hence is also known as ATM-PON or APON (cf. Fig. 1.13(a)). In a typical BPON FTTH scenario, 16 to 32 homes located within 20 km from the CO share a downstream bit rate of $622 \mathrm{Mb} / \mathrm{s}$ and an upstream bit rate of $155 \mathrm{Mb} / \mathrm{s}$, giving each subscriber an average downstream speed of 20 to $40 \mathrm{Mb} / \mathrm{s}$. This is sufficient for fast Internet access, telephone service, and video on demand. Sometimes, an all-optical CATV service is provided over the PON infrastructure by means of a third wavelength. A typical wavelength plan allocates $1,310 \mathrm{~nm}$ for PON upstream, $1,490 \mathrm{~nm}$ for PON downstream, and 1,550 nm for the CATV overlay service.

Higher speed PON systems have been standardized since then. EPON (Ethernet passive optical network) transports the data in Ethernet frames, as the name implies (cf. Fig. 1.13(b)), and operates at a line rate of $1.25 \mathrm{~Gb} /$ s or $10.3125 \mathrm{~Gb} / \mathrm{s}$ [42, 43]. GPON (Gigabit-capable passive optical network) operates at bit rates up to $2.5 \mathrm{~Gb} / \mathrm{s}$ and transports ATM or Ethernet traffic with a high bandwidth utilization [44]. See Table 1.3 for more information about PON standards.

Besides the TDM/TDMA approach outlined earlier, there are several other types of PON systems [45-47]. For example, WDM-PON systems, which use multiple wavelengths, have been studied extensively. In these systems, data collisions are avoided by assigning different wavelengths to different subscribers, thus making burst-mode transmission unnecessary. However, the optical WDM components required for such a system are expensive. Finally, hybrid PON systems combining the TDM and the WDM approach are also being studied.

Note About Numerical Examples. In the following chapters, we make extensive use of numerical examples. When we introduce a new quantity or relationship, we frequently illustrate it with typical values. In my own learning experience, this approach is most helpful: it makes the subject more concrete and promotes a feeling for the numerical values. However, specialists tend to be quite critical about such examples because the values are never quite right. Typical values may change over time as the field advances or they may depend on several conditions that may or may not be met in a particular case. It is therefore important to take the subsequent numerical examples only as an illustration and not as the basis for your next design project!

Table 1.3 Point-to-multipoint optical communication standards.

| Standard | Downstream speed (Mb/s) | Upstream speed (Mb/s) | Layer 2 protocol | Modulation code | Modulation format |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ATM-PON/BPON (option 1) | 155.52 | 155.52 | ATM | Scrambling | NRZ |
| ATM-PON/BPON (option 2) | 622.08 | 155.52 | ATM | Scrambling | NRZ |
| GPON | 1,244.16 | 155.52 | ATM, Ethernet, etc. | Scrambling | NRZ |
| GPON | 1,244.16 | 622.08 | ATM, <br> Ethernet, etc. | Scrambling | NRZ |
| GPON | 1,244.16 | 1,244.16 | ATM, <br> Ethernet, etc. | Scrambling | NRZ |
| GPON | 2,488.32 | 155.52 | ATM, Ethernet, etc. | Scrambling | NRZ |
| GPON | 2,488.32 | 622.08 | ATM, <br> Ethernet, etc. | Scrambling | NRZ |
| GPON | 2,488.32 | 1,244.16 | ATM, Ethernet, etc. | Scrambling | NRZ |
| GPON | 2,488.32 | 2,488.32 | ATM, <br> Ethernet, etc. | Scrambling | NRZ |
| EPON <br> (1000Base-PX) | 1,250.00 | 1,250.00 | Ethernet | 8B/10B | NRZ |
| 10/10G-EPON | 10,312.50 | 10,312.50 | Ethernet | 64B/66B | NRZ |
| 10/1G-EPON | 10,312.50 | 1,250.00 | Ethernet | 64B/66B, 8B/10B | NRZ |
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## 2

## Optical Fibers

In the following, we introduce the communication channel presented by the optical fiber. We briefly describe the loss, various forms of dispersion, and nonlinearities of the fiber. For each effect, we discuss what can be done to counteract it in the optical as well as the electrical domain.

### 2.1 Loss and Bandwidth

Loss. As the optical signal propagates through a long stretch of fiber, it becomes attenuated because of scattering, absorption by material impurities, and other effects. The attenuation is measured in $\mathrm{dBs}(10 \cdot \log$ of power ratio) and is proportional to the length of the fiber. Fiber attenuation or fiber loss therefore is specified in $\mathrm{dB} / \mathrm{km}$.

As shown in Fig. 2.1, silica glass has two low-loss windows, one around the wavelength $\lambda=1.3 \mu \mathrm{~m}$ and one around $\lambda=1.55 \mu \mathrm{~m}$, both of which are used for optical fiber communication. The popular single-mode fiber has a loss of 0.18 to $0.25 \mathrm{~dB} / \mathrm{km}$ at the $1.55-\mu \mathrm{m}$ wavelength and 0.32 to $0.4 \mathrm{~dB} / \mathrm{km}$ at the $1.3-\mu \mathrm{m}$ wavelength. Because the loss is lower at $1.55 \mu \mathrm{~m}$, this wavelength is preferred for long-haul communication. The two low-loss windows are separated by the so-called water peak at about $1.4 \mu \mathrm{~m}$. In modern fiber, this peak is reduced significantly, essentially merging the two windows into one (dashed line). A third wavelength window around $\lambda=0.85 \mu \mathrm{~m}$, where the loss is 1.8 to $2.5 \mathrm{~dB} / \mathrm{km}$, is used for short-reach (data) communication applications, mostly because low-cost optical sources and detectors are available for this wavelength. ${ }^{1}$

The loss of modern silica-glass fiber is phenomenally low compared with that of an RF coax cable at high frequencies. A high-performance RF coax cable operating at 10 GHz has an attenuation of about $500 \mathrm{~dB} / \mathrm{km}$. Compare
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Figure 2.1 Loss and dispersion parameter $D$ of a standard single-mode fiber.
this with $0.2 \mathrm{~dB} / \mathrm{km}$ for a fiber! Interestingly, the low-loss fiber was not easy to produce [1]. In 1965, the best glass fiber had a loss of around $1,000 \mathrm{~dB} / \mathrm{km}$. It was estimated that for a fiber to be useful for optical communication, its loss must be reduced to $20 \mathrm{~dB} / \mathrm{km}$ or less, that is, an improvement by 98 orders of magnitude was required! It is therefore understandable that in 1965 most researchers thought that using glass fiber for optical communication was a hopelessly crazy idea. They spent their time working on "reasonable" approaches to optical communication such as metal pipes that contained periodically spaced lenses (so-called confocal waveguides) or pipes heated in such a way that the air in them formed gas lenses. Nevertheless, in 1970, a research team at the Corning Glass Works managed to reduce the fiber loss below $20 \mathrm{~dB} / \mathrm{km}$ by using ultrapure silica glass rather than the ordinary compound glass. So, next time your circuit parameters are off by 98 orders of magnitude, don't give up ...

In comparison with silica-glass fiber, plastic optical fiber (POF) is very cheap to manufacture and also permits the use of low-cost connectors because of its large core size of almost 1 mm . However, it has a huge loss of about $180 \mathrm{~dB} / \mathrm{km}$, even when operated in its "low-loss" window at $0.65 \mu \mathrm{~m}$ (visible red) [2]. POF is therefore restricted to very-short reach applications such as automatic control equipment in manufacturing, information and multimedia transmission in automobiles, and high-quality digital audio transmission [3].

Loss and Amplification. Although the loss of silica-glass fiber is very low, after about 100 km the optical signal becomes so weak that it must be regenerated. A straightforward solution is to detect the weak signal, electronically regenerate it, and retransmit it at a higher power level. This arrangement is shown in Fig. 2.2(a) and is known as an optoelectronic repeater. Unfortunately, these repeaters are expensive, complex, and typically work for only one particular bit


Figure 2.2 Fiber link with (a) optoelectronic repeaters and (b) optical amplifiers.
rate, modulation format, and wavelength, necessitating a replacement when the link capacity is upgraded.

An alternative strategy is to insert periodically spaced optical in-line amplifiers, as shown in Fig. 2.2(b). These amplifiers boost the signal, effectively compensating for the optical loss. The most common optical amplifiers are (i) the erbium-doped fiber amplifier (EDFA), which provides gain in the important $1.55-\mu \mathrm{m}$ band $[4,5]$, and (ii) the Raman amplifier, which can provide distributed gain in the transmission fiber itself at a selectable wavelength ( 13 THz below the pump frequency) [6, 7]. A third type of amplifier is in the research stage: the fiber optical parametric amplifier (FOPA), which promises gain over a very wide bandwidth at a selectable wavelength (surrounding the pump frequency) and very low noise [8]. In Section 3.3, we have a closer look at some of these amplifiers. With the advent of reliable optical in-line amplifiers in the 1990s, ultra-long-haul communication ( $>3,000 \mathrm{~km}$ ) without optoelectronic repeaters has become possible [9] (cf. Section 4.6).

Bandwidth. In addition to the very low loss, silica optical fiber also has a huge bandwidth. With bandwidth, we mean the range of optical frequencies or wavelengths for which the fiber is highly transparent. For example, the C and L bands located in the low-loss window around the $1.55-\mu \mathrm{m}$ wavelength ( C stands for "conventional" and L stands for "long-wavelength") together provide a bandwidth of 95 nm , corresponding to about 11 THz (see Fig. 2.1). This means that with the simple non-return-to-zero (NRZ) modulation format, which achieves a spectral efficiency ${ }^{2}$ of about $0.4 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$, we can transmit approximately $4 \mathrm{~Tb} /$ s over a single fiber. (With a bandwidth-efficient modulation format, such as DP-QPSK, and using both low-loss windows, we could

[^2]transmit at an even higher rate.) Thus, a backbone connection consisting of 100 parallel fibers could transport $400 \mathrm{~Tb} /$ s of information, or a fiber-to-the-home (FTTH) system based on a passive optical network (PON) in which each feeder fiber serves 100 subscribers could be upgraded to $40 \mathrm{~Gb} /$ s per user, if the demand for so much access bandwidth should arise! This is why FTTH advocates tout their system as future proof. [ $\rightarrow$ Problem 2.1.]

Bandwidth and Dispersion. Would it be possible to transmit a single lightwave modulated with a $4-\mathrm{Tb} / \mathrm{s}$ NRZ signal through the fiber? Besides the fact that the electronic circuits and the optoelectronic devices (laser, modulator, detector) would be too slow, the received signal would be totally distorted already after a very short distance because of dispersive effects in the fiber. The transmitted optical signal in our hypothetical system has a very large spectral width, filling all of the C and L bands. Although each spectral component is in the low-loss window and arrives intact at the other end of the fiber, each component is delayed by a different amount, and the superposition of all components, the received signal, is severely distorted. The dependence of delay on wavelength is known as chromatic dispersion, which we discuss in the next section.

It is important to distinguish between two types of fiber bandwidths: the bandwidth of the low-loss window, which is very high ( $>10 \mathrm{THz}$ ), and the bandwidth for the modulation signal, which is limited by dispersion and is much, much smaller. For example, the modulation-signal bandwidth of 1 km of standard single-mode fiber is just a few 10 GHz , given a $1.55-\mu \mathrm{m}$ source with a 1 -nm linewidth. We discuss this bandwidth and its dependence on linewidth in Section 2.4. For 1 km of graded-index multimode fiber, the modulation-signal bandwidth is only 300 MHz to 3 GHz , and for a step-index multimode fiber, it is even lower, ranging from 6 to 50 MHz [11].

How can we take advantage of the huge fiber bandwidth? We can use multiple optical carriers at different wavelengths and modulate each one at a reasonable bit rate. Instead of one wavelength modulated at $4 \mathrm{~Tb} / \mathrm{s}$, we could use, for example, 100 wavelengths, each one modulated at $40 \mathrm{~Gb} / \mathrm{s}$ or 400 wavelengths, each one modulated at $10 \mathrm{~Gb} / \mathrm{s}$. This approach is known as DWDM. In addition, we can use optical or electrical dispersion compensation.

### 2.2 Dispersion

Modal Dispersion. An optical fiber consists of a core surrounded by a cladding that has a slightly lower refractive index than the core such that the light beam is guided by total internal reflection, as shown in Fig. 2.3. In principle, air, which has a lower refractive index than glass, could act as the cladding. However, the fiber surface then would be extremely sensitive to dirt and scratches, and two fibers touching each other would leak light. The invention of the clad fiber was a major breakthrough on the way to a practical optical fiber [1].

Figure 2.3 Modal dispersion in a multimode fiber.


Depending on the size of the fiber core, there are only a number of pathways (so-called modes) for the light beam to propagate through the fiber. The core of a multimode fiber (MMF) is large enough ( 50 to $100 \mu \mathrm{~m}$ ) for the light to take multiple pathways from the transmitter to the receiver, as shown schematically in Fig. 2.3 (typically, several hundred modes exist). Each path has a slightly different propagation delay, thus producing a distorted (spread out) pulse at the receiver end. This effect is known as modal dispersion. The time difference between the longest and shortest path $\Delta T$ for a so-called graded-index multimode fiber (GRIN-MMF) can be approximated by [12]

$$
\begin{equation*}
\Delta T=\frac{\left(n_{\mathrm{cor}}-n_{\mathrm{clad}}\right)^{2}}{8 c \cdot n_{\mathrm{cor}}} \cdot L \tag{2.1}
\end{equation*}
$$

where $L$ is the fiber length, $c$ is the speed of light in vacuum, and $n_{\text {cor }}$ and $n_{\text {clad }}$ are the refractive indices of the core and cladding, respectively. With the typical values $n_{\text {cor }}=1.48$ and $n_{\text {cor }}-n_{\text {clad }}=0.02$ and a fiber length of 1 km , we find a propagation-delay variation of about 113 ps . Thus, modal dispersion is significant even for short fiber links.

The core of a single-mode fiber (SMF) is much smaller (8 to $10 \mu \mathrm{~m}$ ) and permits only one pathway (a single mode) of light propagation from the transmitter to the receiver, and thus distortions due to modal dispersion are suppressed. ${ }^{3}$ Note that the word "mode" in single-mode fiber, multimode fiber, and modal dispersion refers to pathway modes only. We see later that the single pathway mode in an SMF can be decomposed into two polarization modes, both of which propagate through the fiber and may cause polarization-mode dispersion.

SMF is preferred in telecommunication applications where distance matters (from access networks to ultra-long-haul transmission). MMF is mostly used within buildings for data communication (computer interconnects) and in consumer electronics. Because the MMF has a larger core size, alignment of the fiber with another fiber or a laser chip is easier. A transverse alignment error between a laser and an SMF of just $0.5 \mu \mathrm{~m}$ causes a power penalty of about

[^3]1 dB , whereas the laser-to-MMF alignment is about $5 \times$ less critical [13]. Thus, components interfacing to MMF generally are lower in cost. (However, MMF itself is more expensive than SMF.)

Modal dispersion in MMF can be compensated to some degree with receiver equalization [14]. This method is known as electronic dispersion compensation (EDC). The $10-\mathrm{Gb} / \mathrm{s}$ Ethernet standard 10GBASE-LRM makes use of this technique, enabling a reach of 220 m over legacy (FDDI-grade) MMF.

Chromatic Dispersion. Chromatic dispersion, also called group-velocity dispersion (GVD), is another source of signal distortions resulting from different wavelengths (colors) traveling at different speeds through the fiber. Figure 2.4 illustrates how the group delay varies with wavelength for 1 km of standard SMF (cf. Eq. (I.1) on p. 497). We recognize that the change in group delay is large around $1.55 \mu \mathrm{~m}$, whereas it is nearly zero at $1.3 \mu \mathrm{~m}$. In practice, chromatic dispersion is specified by the change in group delay per nm wavelength and km length:

$$
\begin{equation*}
D=\frac{1}{L} \cdot \frac{\partial \tau}{\partial \lambda}, \tag{2.2}
\end{equation*}
$$

where $D$ is known as the dispersion parameter, $L$ is the fiber length, $\tau$ is the group delay, and $\lambda$ is the wavelength. A standard SMF operated at $1.55 \mu \mathrm{~m}$ has $D=17 \mathrm{ps} /(\mathrm{nm} \cdot \mathrm{km})$, which means that a change in wavelength of 1 nm will change the group delay by 17 ps in a $1-\mathrm{km}$ stretch of fiber (cf. Fig. 2.4). The dependence of $D$ on wavelength is plotted together with the fiber loss in Fig. 2.1. [ $\rightarrow$ Problem 2.2.]

How much pulse distortion results from a given amount of chromatic dispersion $(|D| L)$ depends on the spectral linewidth of the transmitter. If the transmitter operates at precisely a single wavelength, which implies a zero-linewidth laser without modulation (continuous-wave operation), chromatic dispersion has no impact. However, if the transmitter operates over a range of wavelengths, as a real, modulated laser does, chromatic dispersion causes pulse distortions.


Figure 2.4 Relative group delay as a function of wavelength for 1 km of standard SMF.

The propagation time difference between the slowest and fastest wavelength for a transmitter that emits light over the range $\Delta \lambda$ can be derived from Eq. (2.2) as

$$
\begin{equation*}
\Delta T=|D| L \cdot \Delta \lambda \tag{2.3}
\end{equation*}
$$

We continue the discussion of pulse spreading due to chromatic dispersion in Section 2.4.

Chromatic Dispersion Compensation. What can we do to reduce chromatic dispersion? We can transmit at the $1.3-\mu \mathrm{m}$ wavelength, where the dispersion parameter $D$ of a standard SMF is much smaller than at $1.55 \mu \mathrm{~m}$ (see Fig. 2.1). But as we know, the fiber loss is higher at the $1.3-\mu \mathrm{m}$ wavelength. To resolve this dilemma, fiber manufacturers have come up with the so-called dispersion-shifted fiber (DSF), which has a value of $D$ close to zero at the $1.55-\mu \mathrm{m}$ wavelength while preserving the low loss of an SMF. This fiber, however, suffers from other problems when used in WDM systems that we discuss in Section 2.3.
Because dispersion is a linear phenomenon, it can be reversed by applying an equal amount of negative dispersion. This method is known as dispersion compensation, and so-called dispersion compensating fiber (DCF) with a large negative value of $D$ such as $-100 \mathrm{ps} /(\mathrm{nm} \cdot \mathrm{km})$ is available for this purpose. For example, to compensate for the positive dispersion of 100 km of standard SMF, we can append 17 km of DCF, as shown in Fig. 2.5(a). The result is an overall dispersion of zero: $17 \mathrm{ps} /(\mathrm{nm} \cdot \mathrm{km}) \cdot 100 \mathrm{~km}+(-100 \mathrm{ps} /(\mathrm{nm} \cdot \mathrm{km}))$. $17 \mathrm{~km}=0$. In such a system, each bit spreads out over many adjacent bit slots, resulting in a total mess, until the DCF pulls all the bits back together again, producing a crisp optical signal (assuming nonlinear effects are negligible). In practice, perfect dispersion compensation can be achieved only at a single wavelength. Thus, in a DWDM system only the middle channel can be compensated perfectly, whereas the outer channels retain some residual dispersion.

Figure 2.5 Chromatic dispersion compensation in (a) the optical and (b) the electrical domain.


(b)

Chromatic dispersion also can be compensated in the electrical domain with an equalizer, as shown in Fig. 2.5(b). Electronic dispersion compensation is more compact, more flexible, and lower in cost than optical dispersion compensation. Moreover, it avoids the loss of the DCF. The effectiveness of EDC depends significantly on whether a conventional direct-detection receiver, which loses the optical phase information in the detection process, or a coherent receiver, which preserves the phase information, is used. For comparison, the direct-detection receiver with EDC in [15] can compensate about $1,600 \mathrm{ps} / \mathrm{nm}$ of chromatic dispersion (about 100 km of SMF), whereas the coherent system with EDC in [16] can compensate about 300,000 ps/nm! This is sufficient for a transpacific application over non-dispersion compensated fiber. The introduction of coherent transmission systems with DSP-based EDC around 2007 revolutionized the field of dispersion compensation.

Besides dispersion compensation, the effects of chromatic dispersion can be reduced by using spectrally narrow modulation formats, such as 4-PAM, optical duobinary, or QPSK [17].

Polarization-Mode Dispersion. Another source of distortions is polarizationmode dispersion (PMD), which is caused by different polarization modes traveling at different speeds. This effect occurs in fibers with a slightly elliptic core or asymmetrical mechanical stress. Figure 2.6 shows a short fiber segment that suffers from PMD. Horizontally and vertically polarized light propagate at slightly different speeds. The difference in arrival time, $\Delta T$, which grows with the fiber length, is known as the differential group delay (DGD). Because, the transmitter generally excites both polarization modes (horizontal and vertical), the receiver sees two time-shifted copies of the transmitted sequence superimposed on top of each other. The strength of each sequence depends on the alignment of the transmitter's (linear) state of polarization with the axes of the elliptic core.

In a long stretch of fiber, the situation is complicated by the fact that the fiber's effect on the polarization state (birefringence) changes randomly along its length. As a result, we have the following modifications. (i) The input polarization states that correspond to the fast and slow propagation are no longer


Figure 2.6 Polarization-mode dispersion in a short fiber segment.
linear states (i.e., horizontal and vertical) but general elliptic polarization states, which differ from fiber to fiber. These states are known as the input principle states of polarization (PSP). (ii) The differential group delay, averaged over many fibers, is proportional to the square root of the fiber length $L$ (rather than the length itself) and can be written

$$
\begin{equation*}
\overline{\Delta T}=D_{P M D} \sqrt{L} \tag{2.4}
\end{equation*}
$$

where $D_{P M D}$ is the polarization-mode dispersion parameter. Most annoyingly, PMD (PSP and DGD) also varies slowly ( $<30 \mathrm{kHz}$ ) and randomly with time. Thus, $\Delta T$ becomes a function of time described by a probability distribution. As a rule of thumb, we must keep the average $\overline{\Delta T}$ below $10 \%$ of the bit interval $(0.1 / B)$ to keep the power penalty due to PMD almost permanently below $1 \mathrm{~dB} .{ }^{4}$ This unpredictable aspect of PMD has been likened to having "weather" in the fiber [19]: most of the time it is sunny and clear, occasionally there is fog, and rarely a storm hits! Another complication in real systems is the wavelength dependence of both the input PSPs and the DGD, which makes the PMD distortions look more complex than just a simple superposition of time-shifted copies of the transmitted signal (so-called higher-order PMD distortions).

Fiber installed after about 1998 has a very low PMD parameter of $D_{P M D}=$ $0.1 \mathrm{ps} / \sqrt{\mathrm{km}}$ or less [20]. Thus, a $10,000-\mathrm{km}$ stretch of fiber has an average DGD of 10 ps . Whereas PMD in these fibers is no problem at $10 \mathrm{~Gb} / \mathrm{s}$, it limits $40-\mathrm{Gb} / \mathrm{s}$ links to about 600 km . Older fiber, which is widely deployed and has a slightly elliptic cross section of the fiber core as a result of manufacturing tolerances, has a much larger PMD parameter up to $D_{P M D}=2 \mathrm{ps} / \sqrt{\mathrm{km}}$ [21]. In this case, PMD severely limits the length of the transmission system to $<25 \mathrm{~km}$ at $10 \mathrm{~Gb} / \mathrm{s}$ and $<1.6 \mathrm{~km}$ at $40 \mathrm{~Gb} / \mathrm{s}$.

PMD Compensation. What can we do to counteract PMD? We can use optical or electronic PMD mitigation techniques. A simple optical PMD compensator is shown schematically in Fig. 2.7(a) [22]. A short fiber with strong intentional PMD, a so-called polarization maintaining fiber (PMF), is placed in front of the photodetector to undo the PMD accumulated during transmission ( $\mathrm{DGD}=50 \mathrm{ps}$ in the figure). A polarization controller (PC) must be inserted between the transmission fiber and the compensation fiber to make sure that the fast output PSP is fed into the slow input PSP of the compensation fiber and vice versa. Because PMD is time varying, the polarization controller must be adjusted continuously in response to a feedback signal.

Figure 2.7(b) shows an electronic PMD compensator. After the distorted optical signal is converted to the electrical domain, an adaptive equalizer removes as much distortion as possible. Because of the time-varying nature
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Figure 2.7 PMD compensation in (a) the optical and (b) the electrical domain.
of PMD, the equalizer must adapt continuously to the incoming signal. Electronic PMD compensation is more compact, more agile, and lower in cost than optical PMD compensation. The effectiveness of electronic PMD compensation depends significantly on whether a conventional direct-detection receiver, which loses the polarization information in the detection process, or a coherent receiver with polarization diversity (cf. Fig. 3.35), which preserves the polarization information, is used. For comparison, the direct-detection receiver with EDC in [15] can compensate about 60 ps of DGD, whereas the coherent system with polarization diversity and EDC in [16] can compensate more than 400 ps , making PMD a non-issue, even in older fiber links.

Besides PMD compensation, the effects of PMD can be reduced through the choice of the modulation format. In general, RZ formats can tolerate a larger amount of PMD than NRZ formats [17].

### 2.3 Nonlinearities

Attenuation and dispersion are linear fiber effects because they can be described by a linear relationship between the optical fields at the input and output of the fiber. Apart from these linear effects, the fiber suffers from a number of nonlinear effects that may distort and attenuate the optical signal or may produce crosstalk between optical channels. As shown in Fig. 2.8, these effects can be classified into two groups: one that is caused by the dependence of the refractive index on the light intensity (Kerr effect) and one that is caused by the (inelastic) scattering of light by material vibrations (phonons). The first group includes self-phase modulation (SPM), cross-phase modulation (XPM or CPM), and four-wave mixing (FWM); the second group includes stimulated Raman scattering (SRS) and stimulated Brillouin scattering (SBS)


Figure 2.8 Nomenclature of nonlinear fiber effects.
[12, 21, 23, 24]. With the introduction of $40-\mathrm{Gb} / \mathrm{s}$ transmission systems, two subtypes of SPM became important and received their own names: intrachannel cross-phase modulation (IXPM) and intrachannel four-wave mixing (IFWM) [17, 23, 25, 26].

In single-wavelength systems, SPM, IXPM, IFWM, SRS, and SBS can cause nonlinear pulse distortion and nonlinear attenuation. In addition to that, XPM, FWM, and SRS can cause nonlinear crosstalk between optical channels in WDM systems. Whereas distortion within a channel is known as an intrachannel impairment, crosstalk between channels is known as an interchannel impairment. As you may have guessed from all this nomenclature, nonlinearity in optical fiber is a rather difficult subject. In the following we provide just two examples for illustration.
As an example for an intrachannel nonlinear impairment, we pick IFWM. We know that short optical pulses propagating through a dispersive fiber broaden rapidly, resulting in overlapping pulses. The overlap can span many bit periods, making the original signal shape unrecognizable [26], as sketched in the middle of Fig. 2.9. In the absence of fiber nonlinearities, a dispersion compensating fiber can exactly undo the broadening and restore the original signal. However, in the presence of IFWM the overlapping pulses exchange energy and the dispersion compensated signal is not perfect, as sketched on the right-hand side of Fig. 2.9. The nonlinear interaction that occurs during the overlap phase manifests itself as power fluctuations and shadow (or ghost) pulses in the dispersion compensated signal [23, 26].

As an example for an interchannel nonlinear impairment, let us look at the effect of SRS in a two-channel system. (Although FWM is often the dominant interchannel nonlinear impairment [24], we choose SRS as an example because it is easier to explain.) Figure 2.10 shows how SRS transfers optical energy


Figure 2.9 Power fluctuations and ghost pulses caused by IFWM.


Figure 2.10 Crosstalk and power fluctuations caused by SRS in a two-channel system.
from the channel with the shorter wavelength $\left(\lambda_{1}\right)$ to the channel with the longer wavelength $\left(\lambda_{2}\right)$ [24]. This crosstalk results in power fluctuations in both channels. We can explain the SRS effect as follows. Stimulated by the photons in the long-wavelength channel, some of the photons in the short-wavelength channel "decay" into a lower-energy photon and a molecular vibration (a phonon). The lower-energy photon has exactly the same direction, wavelength, phase, and polarization as those in the long-wavelength channel, adding coherently to the signal in this channel. Thus signal energy is transferred from the short-wavelength channel to the long-wavelength channel.

Nonlinearity Mitigation. What can we do to mitigate these nonlinear effects? An obvious remedy is to reduce the optical power launched into the fiber. For very small optical powers, the fiber behaves linearly. With increasing power, nonlinear effects become significant one by one as the power crosses the associated thresholds. A particular power threshold depends on the type of nonlinearity, the transmission fiber (effective length, effective core area, dispersion), the bit rate, the modulation format, and the number of WDM channels [21]. Nonlinear effects thus can be suppressed by keeping the transmitted optical power below the relevant thresholds. To lower the transmitted power without impacting the bit-error rate performance, we can employ one (or several) of the following techniques: shorten the span length between optical amplifiers (cf. Section 4.6), use distributed Raman amplifiers (cf. Section 3.3), or use forward error correction (cf. Appendix G).

Another approach to combat nonlinear effects is to exploit the interplay between fiber nonlinearity and chromatic dispersion. As we have seen, the bits in different channels of a DWDM system interact with each other through nonlinear effects such as SRS, resulting in crosstalk and power fluctuations. The longer the interacting bits stay together, the stronger the nonlinear crosstalk distortions become. For this reason, it helps if the signals in the different wavelength channels propagate at somewhat different speeds, that is, if there
is some chromatic dispersion. A special fiber, called nonzero dispersion-shifted fiber (NZ-DSF), has been developed that has a small value for $|D|$ around 1 to $6 \mathrm{ps} /(\mathrm{nm} \cdot \mathrm{km})$ [21], large enough to create a "walk off" between the channel bits that reduces nonlinear interactions, but small enough to limit the needed dispersion compensation (or to avoid it). In coherent transmission systems with powerful EDC, a regular SMF or a large-core fiber with a higher nonlinear power threshold can be used to create the walk off [16].

Finally, the effects of fiber nonlinearity can be reduced through the choice of the modulation format. For example, at $10 \mathrm{~Gb} / \mathrm{s}$ and above, the RZ format is more resistant to nonlinearity than the NRZ format [17] permitting a higher optical power [27] and, at $40 \mathrm{~Gb} / \mathrm{s}$, CS-RZ and RZ-DPSK show superior resistance to IFWM [17].

### 2.4 Pulse Spreading due to Chromatic Dispersion

Modal dispersion can be eliminated with an SMF, PMD is only a concern in long-haul and high-speed systems, but almost every optical fiber link is affected by chromatic dispersion. In the following, we investigate the pulse distortions resulting from chromatic dispersion in more detail.

Nonlinear Character of Intensity Modulation and Direct Detection. Conventional optical communication systems transmit a signal by modulating the intensity of a light source and receive the signal by detecting the intensity of the incoming light. This method is known as intensity modulation and direct detection (IM/DD). As we know, the alternative to direct detection is coherent detection, but for the following discussion we assume a DD receiver.

The complete communication channel can be modeled as shown in Fig. 2.11. The electrical signal is converted to light with a proportional intensity; the light is described by an optical field (an electromagnetic field at optical frequencies) with a magnitude that is proportional to the square root of the intensity; the optical field propagates through the fiber and disperses linearly; the field at the end of the fiber is characterized by an intensity that is proportional to the square of the optical field's magnitude; finally, the light intensity is detected and an electrical signal proportional to it is generated. This is a nonlinear system, despite fiber dispersion being a linear effect! Note that the nonlinearity here occurs in the photodetector, not the fiber. It is due to the square law relating the intensity and the field and has nothing to do with the nonlinearity in fibers discussed in the previous section. (This same nonlinearity will bother us again when discussing optical and electrical dBs, and then again when we talk about optical noise.)

Now we understand that we cannot simply apply linear system theory to analyze the pulse distortions caused by fiber dispersion. Fortunately, however,


Figure 2.11 Communication channel with intensity modulation, fiber dispersion, and intensity detection.
there is a linear approximation that we can use under certain conditions. If we use a light source with a bandwidth much larger than the signal bandwidth, we can approximately describe the channel with a linear response [28]. With such a wide-linewidth source, the transmitter linewidth $\Delta \lambda$ is approximately equal to the source linewidth $\Delta \lambda_{S}$, that is, the effects of the modulation on $\Delta \lambda$ can be neglected. In practice, this is the case for transmitters with a light-emitting diode (LED) or a Fabry-Perot (FP) laser source. If we further assume that the source spectrum is Gaussian and we are operating at a wavelength far from zero dispersion, the impulse response of the channel in Fig. 2.11 (ignoring the propagation delay) turns out to be

$$
\begin{equation*}
h(t)=h(0) \cdot \exp \left(-\frac{t^{2}}{2(\Delta T / 2)^{2}}\right) \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta T=|D| L \cdot \Delta \lambda \tag{2.6}
\end{equation*}
$$

and $\Delta \lambda$ is the $2 \sigma$-linewidth of the transmitter (or source). In other words, a Dirac pulse injected into a fiber spreads out into a Gaussian pulse with a $2 \sigma$-width, $\Delta T$, that grows linearly with distance traveled. The dispersion parameter $D$ tells us how rapidly the pulse is spreading with distance. For example, for a standard SMF it spreads out to 17 ps after 1 km given a $1.55-\mu \mathrm{m}$ source with a linewidth of 1 nm .

Time-Domain Analysis. Now that we have a linear model, we are on familiar territory and we can calculate how a regular (non-Dirac) data pulse spreads out. The math is easiest if we assume that the transmitted pulse is Gaussian. The convolution of the (Gaussian) input pulse with the (Gaussian) impulse response produces a Gaussian output pulse (cf. Eq. (I.2)). We find the relationship between the $2 \sigma$-width of the input pulse, $T_{\text {in }}$, and the $2 \sigma$-width of the output pulse $T_{\text {out }}$ to be

$$
\begin{equation*}
T_{\mathrm{out}}=\sqrt{T_{\mathrm{in}}^{2}+\Delta T^{2}} \tag{2.7}
\end{equation*}
$$

This situation is illustrated in Fig. 2.12. For example, given a source linewidth of 1 nm at $1.55 \mu \mathrm{~m}$, a 100 -ps pulse will broaden to $\sqrt{(100 \mathrm{ps})^{2}+(17 \mathrm{ps})^{2}}=$ 101.4 ps after 1 km of standard SMF. [ $\rightarrow$ Problem 2.3.]


Figure 2.12 Pulse spreading due to chromatic dispersion.
Interestingly, Eq. (2.7) holds even for non-Gaussian pulse shapes, if we interpret $T_{\text {in }} / 2, T_{\text {out }} / 2$, and $\Delta T / 2$ as the rms pulse widths of the (arbitrary) input pulse, output pulse, and impulse response, respectively [29].

The maximum amount of spreading, $\Delta T$, that normally can be tolerated in an NRZ-modulated system (without equalizer) is equal to half a bit period [30] ${ }^{5}$ :

$$
\begin{equation*}
\Delta T \leq \frac{1}{2 B} \tag{2.8}
\end{equation*}
$$

This amount of spreading increases the pulse width by $\sqrt{1^{2}+0.5^{2}}=1.12$ or about $12 \%$ and causes a power penalty of approximately 1 dB [30].

This simple calculation helps us to understand under which circumstances chromatic dispersion becomes important. We can also see from Eqs. (2.6) and (2.8) that the linewidth of the source is of critical importance in determining the amount of pulse spreading in a dispersive fiber.

Frequency-Domain Analysis. Given the expression for the impulse response of a dispersive fiber, we can easily transform it into the frequency domain and discuss the corresponding bandwidth. Transforming the Gaussian impulse response in Eq. (2.5) yields the Gaussian frequency response (cf. Eq. (I.3))

$$
\begin{equation*}
H(f)=H(0) \cdot \exp \left(-\frac{(2 \pi f)^{2}(\Delta T / 2)^{2}}{2}\right) \tag{2.9}
\end{equation*}
$$

The 3-dB bandwidth of this optical power response can be found by setting the equation equal to $\frac{1}{2} H(0)$ and solving for $f$. Together with Eq. (2.6), we find [12] ${ }^{6}$

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=\frac{0.375}{\Delta T}=\frac{0.375}{|D| L \cdot \Delta \lambda} . \tag{2.10}
\end{equation*}
$$

This is the modulation-signal bandwidth due to chromatic dispersion first introduced in Section 2.1. Its value decreases as the fiber length $L$, the linewidth $\Delta \lambda$, or the dispersion parameter $D$ increases. For example, 1 km of

[^5]standard SMF with a source linewidth of 1 nm at $1.55 \mu \mathrm{~m}$ has a bandwidth of just 22 GHz . If we replace the SMF with an NZ-DSF that has the lower dispersion $D=2 \mathrm{ps} /(\mathrm{nm} \cdot \mathrm{km})$, the bandwidth increases to 188 GHz . [ $\rightarrow$ Problem 2.4.]

Finally, what is the interpretation of the spreading limit, Eq. (2.8), in the frequency domain? Inserting Eq. (2.8) into Eq. (2.10), we find

$$
\begin{equation*}
B W_{3 \mathrm{~dB}} \geq 0.75 B \tag{2.11}
\end{equation*}
$$

This means that the fiber bandwidth must be made larger than $75 \%$ of the bit rate to avoid excessive distortions. [ $\rightarrow$ Problem 2.5.]

Narrow-Linewidth Source. What happens if we use a light source with a bandwidth much smaller than the signal bandwidth? In practice, this situation occurs for transmitters with a distributed feedback (DFB) laser. Under these circumstances, the source linewidth $\Delta \lambda_{S} \ll \Delta \lambda$ can be neglected and the transmitter linewidth $\Delta \lambda$ is determined by the modulation format, the bit rate, and possibly spurious frequency modulation of the optical carrier, known as chirp.

As we said earlier, for a narrow-linewidth source and a direct-detection receiver, the communication channel becomes nonlinear and cannot be described by linear system theory. In particular, the concept of modulationsignal bandwidth cannot be applied strictly. We can still interpret Eqs. (2.5) and (2.6) loosely to mean that the pulse spreading, $\Delta T$, tends to increase with increasing transmitter linewidth, $\Delta \lambda$, that is, with higher bit rates and stronger chirp. However, there are important exceptions to this rule, such as for optical pulses with negative chirp and for so-called solitons. Pulses with negative chirp are characterized by a temporary decrease in optical frequency (red shift) during the leading edge and an increase in frequency (blue shift) during the trailing edge. Although negative as well as positive chirp broadens the transmitter linewidth, pulses with negative chirp become compressed up to a certain distance in a dispersive medium with $D>0$ [12]. Solitons are short ( $\approx 10 \mathrm{ps}$ ) and powerful optical pulses of a particular shape (hyperbolic secant). Although the shortness of these pulses implies a wide transmitter linewidth, they do not broaden at all. The reason is that chromatic dispersion is counterbalanced by self-phase modulation, one of the nonlinear fiber effects [12]. [ $\rightarrow$ Problem 2.6.]

### 2.5 Summary

Optical silica-glass fiber is characterized by a very low loss of about $0.2 \mathrm{~dB} / \mathrm{km}$ (at the $1.55-\mu \mathrm{m}$ wavelength) and a huge bandwidth of more than 10 THz (in the C and L bands).

Various types of dispersion cause the optical pulses to spread out in time and to interfere with each other. The following types of dispersion can be distinguished:

- Modal dispersion, which only occurs in multimode fibers.
- Chromatic dispersion, which is small at $1.3 \mu \mathrm{~m}$, but presents a significant impairment at the $1.55-\mu \mathrm{m}$ wavelength in standard single-mode fibers.
- PMD, which is significant in high-speed and long-haul transmission, especially when using older fiber types. PMD is slowly and randomly varying with time.

Modal dispersion can be suppressed in the optical domain by using singlemode fibers. Chromatic and polarization-mode dispersion can be compensated in the optical domain by using special fibers. All types of dispersion can be compensated, to a varying degree, in the electrical domain using equalizers. Electronic dispersion compensation (EDC) is particularly effective when used with a coherent receiver with phase and polarization diversity.

A spectrally narrow transmitter keeps the effects of chromatic dispersion small.

At elevated power levels, nonlinear fiber effects cause undesirable attenuation and pulse distortions. In dense wavelength division multiplexing (DWDM) systems, nonlinear effects can cause crosstalk. Keeping the optical power low and the chromatic dispersion nonzero helps to suppress nonlinear effects.

## Problems

2.1 Wavelength and Frequency. (a) At what frequency oscillates the optical field of a $1.55-\mu \mathrm{m}$ lightwave? (b) An optical filter has a bandwidth of 0.1 nm at $1.55 \mu \mathrm{~m}$. What is its bandwidth in Hertz?
2.2 Group-Delay Variation. Assume that the dispersion parameter $D$ depends linearly on the wavelength. It has a value of zero at $1.3 \mu \mathrm{~m}$ and $17 \mathrm{ps} /(\mathrm{nm} \cdot \mathrm{km})$ at $1.55 \mu \mathrm{~m}$. Calculate the dependence of the group delay on wavelength.
2.3 Pulse Spreading. Derive the pulse-spreading rule for Gaussian pulses given in Eq. (2.7) from the impulse response given in Eq. (2.5).
2.4 Fiber Response. Derive the frequency response given in Eq. (2.9) from the impulse response given in Eq. (2.5).
2.5 1-dB Dispersion Penalty. What is the highest bit rate, $B$, at which we can transmit an NRZ signal while incurring a power penalty of less than

1 dB due to chromatic dispersion? Use Eq. (2.9) to estimate the penalty (attenuation) and assume that most of the data signal's energy is located at the frequency $B / 2$ (as for the " $101010 \cdots$. ." sequence).
2.6 Pulse Compression. Explain qualitatively why a pulse with negative chirp initially becomes compressed for a fiber with $D>0$.
2.7 Transmission System at $\mathbf{1 , 3 1 0} \mathbf{~ n m}$. A $1.31-\mu \mathrm{m}$ transmitter with a $2-\mathrm{nm}$ linewidth launches a $10-\mathrm{Gb} / \mathrm{s}$ NRZ signal with 1 mW into a standard SMF. (a) How long can we make the fiber before the power is attenuated to -21.5 dBm ? (b) How long can we make the fiber before chromatic dispersion causes too much pulse spreading? Assume $D=0.3 \mathrm{ps} /$ ( $\mathrm{nm} \cdot \mathrm{km}$ ).
2.8 Transmission System at $\mathbf{1 , 5 5 0} \mathbf{n m}$. Now we use a $1.55-\mu \mathrm{m}$ transmitter with the same linewidth, bit rate, and launch power as in Problem 2.7. How does the situation change?
2.9 Transmitter Linewidth. (a) In which system, Problem 2.7 or 2.8, would it make sense to use a narrow-linewidth transmitter? (b) How far could we go, if we reduce the linewidth to 0.02 nm ?
2.10 Fiber PMD. We are using fiber with $D_{P M D}=0.1 \mathrm{ps} / \sqrt{\mathrm{km}}$. Do we have to be concerned about PMD in any of the transmission systems analyzed in Problems 2.7-2.9?
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## 3

## Photodetectors

The first element of an optical receiver is the photodetector. The characteristics of this device have a significant impact on the receiver's performance. To achieve a good receiver sensitivity, the photodetector must have a large response to the received optical signal, have a bandwidth that is sufficient for the incoming signal, and generate as little noise as possible.

We start with the three most common photodetectors: the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, the avalanche photodetector (APD), and the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector, discussing their responsivity, bandwidth, and noise characteristics. Then, we turn our attention to photodetectors that are suitable for integration in a circuit technology, in particular, detectors compatible with CMOS technology (silicon-photonics detectors). Finally, we explore detectors for phase-modulated optical signals, such as QPSK and DQPSK, including the coherent detector with phase and polarization diversity.

## $3.1 \mathrm{p}-\mathrm{i}-\mathrm{n}$ Photodetector

The $p-i-n$ photodetector (or $p-i-n$ photodiode) shown schematically in Fig. 3.1(a) and (b) is one of the simplest detectors. It consists of a p-n junction with a layer of intrinsic (undoped or lightly doped) semiconductor material sandwiched in between the p- and the n-doped material. The junction is reverse biased with $-V_{P I N}$ to create a strong electric field in the intrinsic layer. The light enters through a hole in the top electrode (anode), passes through the p-doped material, and reaches the i-layer, which is also known as the absorption layer. The photons incident on the absorption layer knock electrons from the valence band to the conduction band creating electron-hole pairs. These pairs become separated by the strong electric drift field with the holes traveling to the negative terminal and the electrons traveling to the positive terminal, as indicated in Fig. 3.1(a). As a result, the photocurrent $i_{P I N}$ appears at the diode terminals. Figure 3.1(c) shows the circuit symbol for the photodiode.


Figure 3.1 Vertically illuminated $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector: (a) cross-sectional view, (b) top view, and (c) circuit symbol.

Quantum Efficiency. The fraction of incident photons that results in electronhole pairs contributing to the photocurrent is an important performance parameter known as the quantum efficiency $\eta$. An ideal photodetector has a $100 \%$ quantum efficiency, $\eta=1$.

In a vertically illuminated photodetector, as the one in Fig. 3.1, the quantum efficiency depends on the width $W$ of the absorption layer. The wider $W$ is made, the better the chances that a photon is absorbed in this layer become. More specifically, the photon absorption efficiency is $1-e^{-\alpha W}$, where $1 / \alpha$ is the absorption length (a.k.a. penetration depth). The InGaAs material, for example, has an absorption length of about $1 \mu \mathrm{~m}$ when illuminated at the 1.3 to $1.5-\mu \mathrm{m}$ wavelength [1, 2]. If the absorption layer width is made equal to the absorption length ( $\alpha W=1$ ), the photon absorption efficiency is around $63 \%$; for widths much larger than the absorption length, the photon absorption efficiency asymptotically approaches $100 \%$; for widths much smaller than the absorption length, the photon absorption efficiency is approximately proportional to $W$. A technique for improving the photon absorption efficiency is to make the bottom electrode reflective thus sending the not-yet-absorbed photons back up into the absorption layer giving them another chance to make a useful contribution to the photocurrent (double-pass scheme) [3].

The quantum efficiency also depends on how much light is coupled from the fiber into the detector. To that end, the sensitive area of the photodetector should be made large enough to completely cover the light spot from the fiber and the detector's surface should be covered with an antireflection coating to maximize the light entering the detector. Another factor affecting the quantum efficiency is the fraction of electron-hole pairs that is collected by the electrodes and contributes to the photocurrent as opposed to the fraction that is lost to recombination.

Overall, the quantum efficiency can be understood as the product of three factors: fiber-to-detector coupling efficiency, photon absorption efficiency, and
electron-hole pair collection efficiency. Sometimes the term external quantum efficiency is used for this overall quantum efficiency, whereas the term internal quantum efficiency refers to an internal aspects of the detection process, such as the photon absorption efficiency [3] or the electron-hole pair collection efficiency [4]. (Caution: Not all authors use these two terms in the same way.)

Spectral Response. Most semiconductor materials are transparent at the 1.3and $1.55-\mu \mathrm{m}$ wavelengths commonly used in telecommunication applications, that is, they do not absorb photons at these wavelengths. For example, silicon absorbs photons for $\lambda<1.09 \mu \mathrm{~m}$ only, gallium arsenide (GaAs) for $\lambda<0.87 \mu \mathrm{~m}$ only, and indium phosphide (InP) for $\lambda<0.92 \mu \mathrm{~m}$ only [2]. For a semiconductor to absorb photons, its bandgap energy $E_{g}$ must be smaller than the photon energy: $E_{g}<h c / \lambda$, where $h$ is the Planck constant. Only then do the photons have enough punch to knock electrons from the valence band into the conduction band. Therefore, the absorption layer in a photodetector must be made of a semiconductor compound with a sufficiently narrow bandgap. Nevertheless, the bandgap should not be made too narrow either to avoid an excessive thermally generated dark current.

The quantum efficiency of a photodetector degrades toward the longwavelength and the short-wavelength ends of the spectrum. The longwavelength cutoff results from a lack of absorption when the photon energy drops below the bandgap energy, as discussed earlier. Interestingly, for high-energy photons (short wavelengths) the absorption length becomes so short that most photons are absorbed near the surface where many of the generated electron-hole pairs recombine before they reach the electrodes [5]. In other words, at long wavelengths the detector is limited by a low photon absorption efficiency and at short wavelengths the detector is limited by a low electron-hole pair collection efficiency.

For photodetectors that are sensitive at the $1.3-$ and $1.55-\mu \mathrm{m}$ wavelengths, a common choice for the absorption-layer material is indium gallium arsenide (InGaAs or more precisely $\mathrm{In}_{0.53} \mathrm{Ga}_{0.47} \mathrm{As}$ ), which has the important property of being lattice matched to the InP substrate (cf. Fig. 3.1(a)). InGaAs has a bandgap of 0.75 eV making the detector sensitive to wavelengths with $\lambda<1.65 \mu \mathrm{~m}$ [2]. Choosing InP for the p - and n-layers has the advantage that they are transparent at the wavelengths of interest, permitting a top or bottom illumination of the InGaAs absorption layer. Another absorption-layer material suitable for the $1.3-$ and $1.55-\mu \mathrm{m}$ wavelengths is germanium (Ge). It has a bandgap of 0.67 eV and can be grown on a silicon substrate by epitaxy ( $4 \%$ lattice mismatch), making it of particular interest for silicon photonics.

Detectors for the $0.85-\mu \mathrm{m}$ wavelength (commonly used in data-communication applications) are typically based on silicon or GaAs. Whereas silicon is lower in cost, GaAs offers a higher speed. Silicon has a longer absorption length than GaAs, because its indirect bandgap (at $0.85 \mu \mathrm{~m}$ ) requires the
participation of a phonon to conserve momentum as well as energy. This low absorption rate must be compensated with a wider absorption layer, which makes the silicon detector slower $[1,2]$.

Bandwidth. The speed of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector depends mainly on the following factors: the width of the absorption layer $W$, the reverse bias voltage $V_{\text {PIN }}$, the presence of slow diffusion currents, the photodiode capacitance, and packaging parasitics. We briefly discuss these factors in this order.

The width of the absorption layer $W$ determines the time it takes for the electrons and holes to traverse it. To obtain a fast response, this transit time must be kept short. For example, whereas $W=2.7 \mu \mathrm{~m}$ is fine for a $10-\mathrm{GHz}$ InGaAs photodetector [6], the width must be reduced to $0.4 \mu \mathrm{~m}$ for a $40-\mathrm{GHz}$ detector [7] or even $0.2 \mu \mathrm{~m}$ for a $100-\mathrm{GHz}$ detector [3]. The problem with reducing $W$ is that it also reduces the quantum efficiency. Whereas a $10-\mathrm{GHz}$ detector still has a good quantum efficiency (its absorption layer width is more than twice the absorption length), at 40 GHz and above the quantum efficiency quickly becomes unacceptable, prompting an alternative photodetector design. The solution is to replace the vertically illuminated $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector from Fig. 3.1(a) with a so-called edge-coupled photodetector, which we discuss shortly.

The transit time not only depends on the width $W$ but also on the strength of the electric drift field in the absorption layer. With increasing field strength $E$ the carrier velocity increases and (after a possible velocity overshoot) saturates at $v_{c, \text { sat }}$. For holes in InGaAs $v_{c, \text { sat }} \approx 50 \mu \mathrm{~m} / \mathrm{ns}$ (for electrons $v_{c, \text { sat }} \approx 70 \mu \mathrm{~m} / \mathrm{ns}$ ) and is reached for $E>5 \mathrm{~V} / \mu \mathrm{m}$ [6]. Thus, to obtain the minimum transit time $W / v_{c, \text { sat }}$, the bias voltage, $V_{\text {PIN }}$, must be high enough such that velocity saturation is reached. For a $10-\mathrm{GHz}$ photodetector the bandwidth saturates at around 4 to 10 V [6], for a $40-\mathrm{GHz}$ detector at around 2 to 3 V [7], and for a $100-\mathrm{GHz}$ detector at around 1.5 to 2 V [3]. As the width of the absorption layer is reduced for higher speed devices, less voltage is needed to reach the field at which the velocity saturates. On the high end, the bias voltage is limited by the onset of avalanche breakdown. At this point, the reverse current increases rapidly, as illustrated in Fig. 3.2. (The $I / V$ characteristic of a dark $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector is identical to that of a regular $\mathrm{p}-\mathrm{n}$ junction; when illuminated, it shifts down along the current axis by the amount of the photocurrent $I_{P I N}$.) Power dissipation $\left(V_{P I N} \times I_{P I N}\right)$ is another consideration limiting the bias voltage, especially when the photocurrent is large as, for example, in a coherent receiver.

Photons absorbed outside of the drift field create slowly diffusing carriers, which when eventually stumbling into the drift field make a delayed contribution to the photocurrent. For example, photons absorbed in the (neutral) n -layer of a silicon $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector create electron-hole pairs. The holes, which are the minority carriers, take about 1.6 ns to diffuse through $2 \mu \mathrm{~m}$ of silicon [2] (and four times as long for twice this distance). As a result, the desired current pulse corresponding to the optical signal is followed by a


Figure 3.2 I/V characteristics of a dark and an illuminated p-i-n photodetector.


Figure 3.3 Impact of diffusion currents in (a) the time domain and (b) the frequency domain.
spurious current tail, as shown in Fig. 3.3(a) [1, 8]. In the frequency response, the diffusion currents manifest themselves as a hump at low frequencies, as shown in Fig. 3.3(b) [8]. Diffusion currents can be minimized by using either transparent materials for the p-and n-layers or by making the layers very thin and aligning the fiber precisely to the active part of the absorption layer. Diffusion currents are particularly bothersome in burst-mode receivers, where the tail of a very strong burst may mask the subsequent (weak) burst [9].

The capacitance of the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector $C_{P D}$ together with the contact and load resistance present another speed limitation. Figure 3.4(a) shows an equivalent AC circuit for a bare $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector (without packaging parasitics). The current source $i_{P I N}$ represents the photocurrent generated in the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ structure. Besides the photodiode junction capacitance $C_{P D}$, the combination of contact and spreading resistance is modeled by $R_{P D}$. Given the load resistance $R_{L}$, often assumed to be $50 \Omega$, the time constant of this $R C$ network is $\left(R_{P D}+R_{L}\right) C_{P D}$.


Figure 3.4 Equivalent AC circuits for $10-\mathrm{Gb} / \mathrm{sp}$-i-n photodetectors: (a) bare photodiode [10] and (b) photodiode with packaging parasitics [11].

The bandwidth due to this $R C$ network alone, that is, the $R C$-limited bandwidth, follows easily as $1 /\left[2 \pi\left(R_{P D}+R_{L}\right) C_{P D}\right]$. The bandwidth due to the transit time alone, that is, the transit-time-limited bandwidth, can be approximated as $3.5 v_{c, \text { sat }} /(2 \pi W)$. (The numerical factor is given variously as 2.4 [5], 2.8 [12], 2.4 to 3.4 [4], and 3.5 [3].) Combining these two bandwidths results in the following bandwidth estimate for the bare $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodiode [3]:

$$
\begin{equation*}
B W_{P I N}=\frac{1}{2 \pi} \cdot \frac{1}{\sqrt{\left(\frac{W}{3.5 v_{c, \text { sat }}}\right)^{2}+\left[\left(R_{P D}+R_{L}\right) C_{P D}\right]^{2}}} \tag{3.1}
\end{equation*}
$$

As we make the absorption layer thinner and thinner to reduce the transit time, unfortunately, the diode capacitance gets larger and larger, possibly making the $R C$ time constant in Eq. (3.1) the dominant contribution. One solution is to reduce the area of the photodetector (which, however, may also reduce the coupling efficiency), another solution is to replace the lumped photodiode capacitance with a distributed one, leading to the traveling-wave photodetector, which we discuss shortly.

In addition to $C_{P D}$ and $R_{P D}$, the packaged photodetector has $L C$ parasitics caused by wire bonds, lead frames, and so forth, as shown in Fig. 3.4(b). In high-speed photodetectors, these parasitics can significantly impact the overall bandwidth and close attention must be payed to them [3, 6].

The equivalent AC circuits in Fig. 3.4 can be extended to model the transit-time effect by replacing the current source $i_{P I N}$ with a voltage-controlled current source, connected to the output of a noiseless $R C$ low-pass filter with time constant $W /\left(3.5 v_{c, \text { sat }}\right)$ [13].
$p-i-n$ Photodetectors for $40 \mathrm{~Gb} / \mathrm{s}$ and Faster. As we have seen, the vertically illuminated photodetector suffers from a rapidly diminishing quantum efficiency at speeds of $40 \mathrm{~Gb} / \mathrm{s}$ and above. The bandwidth-efficiency product $\left(B W_{\text {PIN }} \times \eta\right)$ of vertically illuminated $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detectors tops out at about 20 to 35 GHz [14]. This issue can be resolved by illuminating the photodetector from the side rather than from the top, as shown in Fig. 3.5. This configuration is known as an

Figure 3.5 Waveguide p-i-n photodetector.

edge-coupled photodetector or a waveguide photodetector. Now, the quantum efficiency is controlled by the horizontal dimension, which can be made large, whereas the transit time is controlled by the vertical dimension $W$, which can be made small.

However, this is easier said than done. The main difficulty is to efficiently couple the light from the fiber with a core of 8 to $10 \mu \mathrm{~m}$ into the absorption layer with a submicrometer width. For comparison, vertically illuminated photodetectors have a diameter of $20 \mu \mathrm{~m}$ or more. Even when focused by a lens, the light spot is still too large for the thin absorption layer. One solution, the so-called double-core waveguide photodetector, is to embed the thin absorption layer into a larger optical multimode waveguide that couples more efficiently to the external fiber [3]. Another solution, the so-called evanescently coupled waveguide photodetector, is to place an optical waveguide designed for good coupling with the external fiber in parallel to (but outside of) the absorption layer and take advantage of the evanescent field (near field), which extends outside of the optical waveguide, to do the coupling [3].

For example, the $40-\mathrm{Gb} / \mathrm{s}$ InGaAs evanescently coupled waveguide photodetector reported in [7] achieves a $47-\mathrm{GHz}$ bandwidth and a $65 \%$ quantum efficiency, the InGaAs double-core waveguide photodetector in [3] achieves a $110-\mathrm{GHz}$ bandwidth and a $50 \%$ quantum efficiency, and the GaAs (short wavelength) waveguide photodetector in [15] achieves a $118-\mathrm{GHz}$ bandwidth and a $49 \%$ quantum efficiency. For a packaged waveguide p-i-n photodetector, see Fig. 3.7.

Even after edge coupling, the photodiode junction capacitance and its associated $R C$ time constant is still a limiting factor, especially for high-speed detectors. The solution to this problem is to replace the photodiode contact pad by a terminated transmission line. The transmission line still has a large capacitance, but now it is distributed in between inductive elements that make the overall transmission line impedance real valued. Figure 3.6 shows a so-called traveling-wave photodetector terminated by the resistor $R_{T}$, which matches the characteristic impedance of the transmission line. The light pulse enters from the left and gets weaker and weaker as it travels through the absorption layer. The photogenerated carriers get collected by the waveguide


Figure 3.6 Traveling-wave $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector: (a) cross-sectional view and (b) top view (different scale).


Figure 3.7 A packaged $100-\mathrm{Gb} / \mathrm{s}$ waveguide $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector with biasing network and single-mode fiber pigtail ( $1.7 \mathrm{~cm} \times 1.7 \mathrm{~cm} \times 0.9 \mathrm{~cm}$ ). Source: Reprinted by permission from Finisar Corporation.
at the top producing a stronger and stronger electrical pulse as it travels to the right. The top view in Fig. 3.6(b) shows how the photodiode electrode is made part of a coplanar waveguide. The idea behind the traveling-wave photodetector is the same as that behind the distributed amplifier (cf. Section 7.8), except that the electrical input is replaced by an optical input.

In principle, the bandwidth of the traveling-wave photodetector is independent of the detector's length. However, in practice the bandwidth is limited
by the velocity mismatch between the optical traveling wave and the electrical traveling wave, which is not easy to keep small [3]. Another issue is the backward-traveling electrical wave, which can be terminated into another resistor ( $R_{T}$ with dashed lines in Fig. 3.6(a)) or can be left open. In the first case, the efficiency is cut in half as a result of the current lost in the back termination; in the second case, the reflected backward-traveling wave reduces the bandwidth of the photodetector, especially when the photodetector is long [3].

For example, the GaAs traveling-wave photodetector reported in [15] achieves a $172-\mathrm{GHz}$ bandwidth and a $42 \%$ quantum efficiency, demonstrating the very high bandwidth-efficiency product of 72 GHz .

Responsivity. Let us calculate the current $i_{P I N}$ produced by a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector that is illuminated with the optical power $P$. Each photon has the energy $h c / \lambda$. Given the incident optical power $P$, the photons must arrive at the average rate $P /(h c / \lambda)$. Of all those photons, the fraction $\eta$ creates electron-hole pairs that contribute to the photocurrent. Thus the average electron rate becomes $\eta P /(h c / \lambda)$. Multiplying this rate by the electron charge $q$ gives us the "charge rate," which is nothing else but the photocurrent:

$$
\begin{equation*}
i_{P I N}=\eta \frac{\lambda q}{h c} P . \tag{3.2}
\end{equation*}
$$

The factor relating $i_{P I N}$ to $P$ is known as the responsivity of the photodetector and is designated by the symbol $\mathcal{R}$ :

$$
\begin{equation*}
i_{P I N}=\mathcal{R} P \quad \text { with } \quad \mathcal{R}=\eta \frac{\lambda q}{h c} \tag{3.3}
\end{equation*}
$$

For example, for the commonly used wavelength $\lambda=1.55 \mu \mathrm{~m}$ and the quantum efficiency $\eta=0.64$, we obtain the responsivity $\mathcal{R}=0.8 \mathrm{~A} / \mathrm{W}$. This means that for every milliwatt of optical power incident onto the photodetector, we obtain 0.8 mA of current. The responsivity of a typical InGaAs $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector is in the range 0.6 to $0.9 \mathrm{~A} / \mathrm{W}[1]$.

A Two-for-One Special. The relationship in Eq. (3.3) has an interesting property: If we double the light power, the photodiode current doubles as well. Now this is very odd! Usually, power is related to the square of the current rather than the current directly. For example, if we double the RF power radiated at a wireless receiver, the antenna current increases by a factor $\sqrt{2}$. Or, if we double the current flowing through a resistor, the power dissipated into heat increases by $4 \times$. This square-law relationship between power and current is the reason why we use " 10 log" to calculate power dBs and " 20 log" to calculate current or voltage dBs . When using this convention, a 3-dB increase in RF power translates into a $3-\mathrm{dB}$ increase in antenna current, or a $6-\mathrm{dB}$ increase in current results in a $6-\mathrm{dB}$ increase in power dissipation in the resistor. For a photodetector, however, a

3-dB increase in optical power translates into a 6-dB increase in current. What a bargain! [ $\rightarrow$ Problems 3.1 and 3.2.]

Wireless Receiver with a Photodetector? Unlike optical receivers, wireless receivers use antennas to detect electromagnetic waves. The rms current that is produced by an antenna under matched conditions is [16]

$$
\begin{equation*}
i_{\mathrm{ANT}}^{r m s}=\sqrt{\frac{P}{R_{\mathrm{ANT}}}}, \tag{3.4}
\end{equation*}
$$

where $P$ is the received power (more precisely, the power incident on the effective aperture of the antenna) and $R_{\mathrm{ANT}}$ is the antenna resistance. For example, for a -50 dBm signal $\left(10^{-8} \mathrm{~W}\right)$, we obtain approximately $14 \mu \mathrm{Arms}$ from an antenna with $R_{\mathrm{ANT}}=50 \Omega$.

What if we replace our antenna with a hypothetical hyperinfrared photodetector that can detect a $1-\mathrm{GHz}$ RF signal? Let us assume we succeeded in making a photodetector with a very small bandgap that is sensitive to low-energy RF photons $(4 \mu \mathrm{VV})$ and suppressing thermally generated dark currents by cooling the detector to a millikelvin or so. We can then calculate the responsivity of this detector with Eq. (3.3) to be an impressive $120 \mathrm{kA} / \mathrm{W}$ assuming that $c / \lambda=$ 1 GHz and $\eta=0.5$. So, for the same received power level of -50 dBm , we obtain a current of 1.2 mA , that is, almost $100 \times$ more than with the old-fashioned antenna! The reason for this, of course, is that the photodetector produces a current proportional to the square of the electromagnetic field, whereas the antenna produces a current directly proportional to the field.

But do not launch your start-up company to market this idea just yet! What happens if we reduce the received power? After all, it is for weak signals where the detector's responsivity matters the most. The signal from the photodetector decreases linearly, whereas the signal from the antenna decreases more slowly following a square-root law. Once we are down to $-90 \mathrm{dBm}\left(10^{-12} \mathrm{~W}\right)$, we obtain approximately 140 nA from the antenna and 120 nA from the photodetector (see Fig. 3.8), which is about the same!

The aforementioned comparison is meant to illustrate signal detection laws and for simplicity disregards detector noise. To be fair, we should compare the


Figure 3.8 Responsivity of an antenna and a photodetector at 1 GHz .
detector sensitivities defined as the (optical or RF) input power required to make the (electrical) output signal power equal to the (electrical) output noise power. Even then, it turns out that the regular antenna already reaches the fundamental sensitivity limit [17], leaving no hope for the photodetector to beat it. [ $\rightarrow$ Problem 3.3.]

Optical Receiver with an Antenna? What is the fundamental reason why photodetectors respond to the intensity rather than to the optical field? The processes within the photodetector (carrier transport and relaxation processes) are too slow to track the rapid field variations that occur at around 195 THz [18].

Could we help the detector by converting the optical frequencies down to RF frequencies using a mixer and a local oscillator just like in a superheterodyne radio receiver? Yes, this is possible with the heterodyne receiver ${ }^{1}$ setup shown in Fig. 3.9. The incoming optical signal is combined with (added to) the beam of a continuous-wave laser operating at a frequency that is offset by, say, 1 GHz from the signal frequency. The latter laser source is known as the local oscillator (LO). The square-law photodetector acts as the mixer nonlinearity producing a spectral component at the $1-\mathrm{GHz}$ intermediate frequency (IF).

The rms current that is produced by the optical heterodyne receiver is [1,2]

$$
\begin{equation*}
i_{P I N, \text { het }}^{r m s}=\mathcal{R} \sqrt{2 P_{L O} P}, \tag{3.5}
\end{equation*}
$$

where $P$ is the received power, $P_{L O}$ is the power of the LO, and $P_{L O} \gg P$ is assumed. Lo and behold, the current is now proportional to the square root of the power, just like for an antenna! We have converted a square-law detector into a linear one. Besides the detection law, the optical heterodyne receiver shares several other properties with the antenna of an RF receiver [19].

Unlike our hypothetical hyperinfrared photodiode, the optical heterodyne receiver is a practical invention used in many commercial products. It and other coherent receivers have been studied thoroughly [1, 2]. The heterodyne


Figure 3.9 Optical heterodyne receiver.

[^6]receiver is sensitive to the phase of the incoming signal, permitting the reception of phase-modulated optical signals. We continue the discussion of coherent receivers in Section 3.5.

Shot Noise. A p-i-n photodetector illuminated by a noise-free (coherent) continuous-wave source not only produces the DC current $I_{P I N}$ but also a noise current known as shot noise. This fundamental noise appears because the photocurrent is composed of a large number of short pulses that are distributed randomly in time. Each pulse is caused by an electron-hole pair, which in turn was created by an absorbed photon. The area under each pulse (its integral over time) equals the electron charge $q$. If we approximate these pulses with Dirac delta functions, we obtain the instantaneous current shown in Fig. 3.10(a). In practice, the bandwidth of the photodetector is finite causing the individual pulses to smear out and overlap. To analyze the band-limited shot noise, we make use of the conceptually simple rectangular filter, which outputs the moving average over the time window $T$ (cf. Section 4.8). Filtered in this way, the band-limited current can be written as $i_{P I N}(t)=n(t) q / T$, where $n(t)$ is the number of pulses falling into the window starting at time $t-T$ and ending at time $t$. The band-limited current, illustrated in Fig. 3.10(b), can be thought of as a superposition of the average photocurrent $I_{P I N}$ and the shot-noise fluctuations. The average current is $I_{P I N}=M q / T$, where $M$ is the average number of pulses falling into the window $T$.

For example, a received optical power of $1 \mu \mathrm{~W}$ generates an average current of $0.8 \mu \mathrm{~A}$, assuming $\mathcal{R}=0.8 \mathrm{~A} / \mathrm{W}$. From $I_{P I N}=M q / T$, we can calculate that the electrons in this current move at an average rate of five electrons per picosecond ( $M=5$ and $T=1 \mathrm{ps}$ ). If the electrons were marching through the detector like little soldiers, with exactly five passing every picosecond, then the band-limited photocurrent would be noise free. However, in reality the

(a)
(b)

Figure 3.10 Fluctuations in the (a) wide-band and (b) band-limited photocurrent (ps scale).
electrons are moving randomly and shot noise is produced. For a coherent optical source, the number of electrons passing through the detector during the time interval $T$ follows a Poisson distribution:

$$
\begin{equation*}
\operatorname{Poisson}(n)=e^{-M} \cdot \frac{M^{n}}{n!} \tag{3.6}
\end{equation*}
$$

where $n=i_{P I N} T / q$ and $M=I_{P I N} T / q$. This distribution is shown on the far right of Fig. 3.10(b). Note its asymmetric shape: whereas the current never becomes negative, there is a chance that the current exceeds $2 I_{P I N}$. For this reason, the Gaussian distribution (shown with a dashed line in Fig. 3.10(b)) cannot accurately describe the distribution. However, the larger the average $M$ becomes, the better the Gaussian approximation fits. For small photocurrents, $I_{P I N}$, the Poisson distribution must be used, but for large currents, the Gaussian distribution may be a more convenient choice.

We are now ready to derive the mean-square value of the shot noise [17, 20]. The standard deviation of a Poisson distribution with average $M$ is $\sqrt{M}$. Thus the rms noise current is $i_{n, P I N}^{r m s}=\sqrt{M} q / T$ and the mean-square noise current is $\overline{i_{n, P I N}^{2}}=M(q / T)^{2}$. Inserting $M=I_{P I N} T / q$ for the average number of electrons, we find $\overline{i_{n, P I N}^{2}}=q I_{P I N} / T$. Finally, using the fact that the noise bandwidth of the rectangular filter is $B W_{n}=1 /(2 T)$ (cf. Section 4.8), the mean-square value of the shot noise measured in the bandwidth $B W_{n}$ becomes

$$
\begin{equation*}
\overline{i_{n, P I N}^{2}}=2 q I_{P I N} \cdot B W_{n} . \tag{3.7}
\end{equation*}
$$

Thus, the $0.8-\mu \mathrm{A}$ current from our earlier example produces a shot-noise current of about 51 nA rms in a $10-\mathrm{GHz}$ bandwidth. The signal-to-noise ratio of this DC current can be calculated as $10 \log (0.8 \mu \mathrm{~A} / 51 \mathrm{nA})^{2}=24 \mathrm{~dB} .[\rightarrow$ Problem 3.4.]

The power spectral density (PSD) of the wide-band photocurrent in Fig. 3.10(a) is shown in Fig. 3.11(a). It has a Dirac delta function at DC, which corresponds to the average signal current $I_{P I N}$ and a white noise component with the (one-sided) PSD $I_{n, P I N}^{2}=2 q I_{P I N}$, which corresponds to the shot noise. ${ }^{2}$ The PSD of the band-limited photocurrent, shown in Fig. 3.11(b), is shaped by the low-pass response of the rectangular filter. The shot-noise PSD becomes $I_{n, P I N}^{2}=2 q I_{P I N}|H(f)|^{2}$, where $|H(f)|$ is the frequency response of the rectangular filter.

It is clear from the aforementioned considerations and Eq. (3.7) that the shot-noise current is signal dependent, that is, it is a function of $I_{P I N}$. If the received optical power increases, the noise increases, too. But fortunately, the

[^7]

Figure 3.11 Power spectral density of the (a) wide-band and (b) band-limited photocurrent.
rms noise grows only with the square root of the signal amplitude, so we still gain in terms of signal-to-noise ratio. If we double the optical power in our previous example from 1 to $2 \mu \mathrm{~W}$, we obtain an average current of $1.6 \mu \mathrm{~A}$ and a shot-noise current of 72 nA ; thus, the signal-to-noise ratio improved by 3 dB from 24 to 27 dB . Conversely, if the received optical power is reduced, the noise reduces, too. For example, if we reduce the optical power by 3 dB , the signal current reduces by 6 dB , but the signal-to-noise ratio degrades by only 3 dB .

If we receive a (noise free) non-return-to-zero (NRZ) signal with a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, the electrical noise on the one bits is much larger than that on the zero bits. In fact, if the transmitter light source turns off completely during the transmission of zeros (infinite extinction ratio) and the photodetector is free of dark current (to be discussed shortly), then there is no current and therefore no shot noise. Let us suppose that the received optical signal is DC balanced (same numbers of zeros and ones), has a high extinction ratio, and has the average power $\bar{P}$. Then, the optical power for the ones is $P_{1}=2 \bar{P}$ and that for the zeros is $P_{0} \approx 0$. Thus with Eq. (3.7), we find the noise currents for zeros and ones to be

$$
\begin{align*}
& \overline{i_{n, P I N, 0}^{2}} \approx 0 \quad \text { and }  \tag{3.8}\\
& \overline{i_{n, P I N, 1}^{2}}=4 q \mathcal{R} \bar{P} \cdot B W_{n} . \tag{3.9}
\end{align*}
$$

If incomplete extinction and the dark current are taken into account, $\overline{i_{n, P I N, 0}^{2}}=$ $2 q\left(\mathcal{R} P_{0}+I_{D K}\right) \cdot B W_{n}$. Figure 3.12 illustrates the signal and noise currents produced by a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector in response to an optical NRZ signal with DC balance and high extinction. Signal and noise magnitudes are expressed in terms of the average received power $\bar{P}$.

Dark Current. The p-i-n photodetector produces a small amount of current even when it is in total darkness. This so-called dark current, $I_{D K}$, depends on the diode material, temperature, reverse bias, junction area, and processing. For a high-speed InGaAs photodetector at room temperature and a reverse bias of 2 V , it is usually less than 2 nA . Photodiodes made from materials with a


Figure 3.12 Signal and noise currents from a p-i-n photodetector.
smaller bandgap (such as germanium) suffer from a larger dark current because thermally generated electron-hole pairs become more numerous at a given temperature. Similarly, the dark current increases with temperature because the electrons become more energetic and thus are more likely to jump across a given bandgap.

The dark current and its associated shot-noise current interfere with the received signal. Fortunately, in high-speed $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receivers ( $>1 \mathrm{~Gb} / \mathrm{s}$ ), this effect usually is negligible. Let us calculate the optical power for which the worst-case dark current amounts to $10 \%$ of the signal current. As long as our received optical power is much larger than this, we are fine:

$$
\begin{equation*}
\bar{P} \gg 10 \cdot \frac{I_{D K}(\max )}{\mathcal{R}} . \tag{3.10}
\end{equation*}
$$

With the values $\mathcal{R}=0.8 \mathrm{~A} / \mathrm{W}$ and $I_{D K}(\max )=2 \mathrm{nA}$, we find $\bar{P} \gg-46 \mathrm{dBm}$. In Section 4.4, we see that high-speed $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receivers require much more signal power than this to work at an acceptable bit-error rate (to overcome the TIA noise), and therefore we do not need to worry about dark current in such receivers. However, in low-speed $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receivers or APD receivers, the dark current can be an important limitation. In Section 4.7, we formulate the impact of dark current on the receiver sensitivity in a more precise way.

Saturation Current. Whereas the shot noise and the dark current determine the lower end of the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector's dynamic range, the saturation current defines the upper end of this range. At very high optical power levels, a correspondingly high density of electron-hole pairs is produced, which results in a space charge that counteracts the bias-voltage induced drift field. The consequences are a decreased responsivity (gain compression) and a reduced bandwidth. Moreover, the power dissipated in the photodiode $\left(V_{\text {PIN }} \times I_{\text {PIN }}\right)$ causes heating, which results in high dark currents or even the destruction of the device.

For a photodiode preceded by an optical amplifier, such as an erbium-doped fiber amplifier (EDFA), its quantum efficiency and responsivity are of secondary importance (we discuss photodetectors with optical preamplifiers in Section 3.3). Low values of these parameters can be compensated for with a higher optical gain. In contrast, the bandwidth and the saturation current
are of primary importance. The saturation current, in particular, limits the voltage swing that can be obtained by driving the photocurrent directly into a $50 \Omega$ resistor. For example, the $80-\mathrm{Gb} / \mathrm{s}$ detector reviewed in [22] is capable of producing a $0.8-\mathrm{V}$ swing, which is sufficient to directly drive a decision circuit.

Photodiodes for analog applications, such as CATV/HFC, must be highly linear to minimize distortions in the sensitive analog signal (cf. Appendix D) and therefore must be operated well below their saturation current. A beam splitter, multiple photodetectors, and a power combiner can be used to increase the effective saturation current of the photodetector [23].

There are two approaches for increasing the saturation current of a photodiode. One way is to distribute the photogenerated carriers over a larger volume. In a vertically illuminated photodetector this can be done by overfilling the absorbing area such that 5 to $10 \%$ of the Gaussian beam is beyond the active region [14]. In an edge-coupled photodetector the carrier density can be reduced by making it longer, however, this measure may lower the bandwidth. The second way is to increase the carrier velocity by exploiting the fact that under certain conditions electrons (but not holes) can drift much faster (e.g., five times faster) than at their saturated velocity [3]. This fast drift velocity is known as the overshoot velocity. The latter approach led to the development of the uni-traveling-carrier (UTC) photodiode, which employs a modification of the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ structure that eliminates the (slow) holes from participating in the photodetection process [22]. UTC photodiodes come in all the flavors known from $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodiodes: vertically illuminated, waveguide, and traveling wave. Some of the highest reported saturation currents for UTC photodiodes are in the 26 to 76 mA range, whereas those for $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodiodes are in the 10 to 32 mA range [14].

### 3.2 Avalanche Photodetector

The basic structure of the avalanche photodetector (APD) is shown in Fig. 3.13. Like the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector, the avalanche photodetector is a reverse biased diode. However, in contrast to the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, it features an additional layer, the multiplication region. This layer provides internal gain through avalanche multiplication of the photogenerated carriers.

The vertically illuminated InGaAs/InP APD, shown in Fig. 3.13, is sensitive to the 1.3 and $1.55-\mu \mathrm{m}$ wavelengths common in telecommunication systems. It operates as follows. The light enters through a hole in the top electrode and passes through the transparent InP layer to the InGaAs absorption layer. Just like in the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ structure, electron-hole pairs are generated and separated by the electric field in the absorption layer. The holes move upward and enter the multiplication region. Accelerated by the strong electric field in this region the holes acquire sufficient energy to create secondary electron-hole

Figure 3.13 Avalanche photodetector (vertically illuminated structure).

pairs. This process is known as impact ionization. The figure shows one primary hole creating two secondary holes corresponding to an avalanche gain of three $(M=3)$. In InP, holes are more ionizing than electrons hence the multiplication region is placed on the side of the absorption region where the primary holes exit. (In silicon, the opposite is true and the multiplication layer is placed on the other side.) Like for the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodiode, the width of the absorption layer $W_{A}$ impacts the quantum efficiency. The width of the multiplication layer $W_{M}$ together with the bias voltage $V_{A P D}$ determines the electric field in this layer. A smaller width leads to a stronger field. The wider bandgap InP material is chosen for the multiplication region because it can sustain a higher field than InGaAs and is transparent at the wavelengths of interest.

In practice, APD structures are more complex than the one sketched in Fig. 3.13. A practical APD may include a guard ring to suppress leakage currents and edge breakdown, a grading layer between the InP and InGaAs layers to suppress slow traps, a charge layer to control the field in the multiplication region, and so forth [24].

Responsivity. The gain of the APD is called avalanche gain or multiplication factor and is designated by the letter M. A typical value for an InGaAs/InP APD is $M=10$. The optical power $P$ is converted to the electrical current $i_{A P D}$ as

$$
\begin{equation*}
i_{A P D}=M \mathcal{R} P, \tag{3.11}
\end{equation*}
$$

where $\mathcal{R}$ is the responsivity of the APD without avalanche gain. The value of $\mathcal{R}$ is similar to that of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector. Assuming $\mathcal{R}=0.8 \mathrm{~A} / \mathrm{W}$ and $M=10$, the APD generates $8 \mathrm{~A} / \mathrm{W}$. We can also say that the APD has the total responsivity $\mathcal{R}_{A P D}=M \mathcal{R}$, which is $8 \mathrm{~A} / \mathrm{W}$ in our example, but we have to be careful to avoid confusion between $\mathcal{R}_{A P D}$ and $\mathcal{R}$. The total responsivity, $\mathcal{R}_{A P D}$, of a typical InGaAs/InP APD is in the range of 5 to $20 \mathrm{~A} / \mathrm{W}$ [1].

For the avalanche multiplication process to set in, the APD must be operated at a reverse bias, $V_{A P D}$, that is significantly higher than that of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector. For a typical $2.5 \mathrm{~Gb} / \mathrm{s} \operatorname{InGaAs} / \mathrm{InP}$ APD, the reverse voltage


Figure 3.14 Avalanche gain and excess noise factor as a function of reverse voltage for a typical $2.5 \mathrm{~Gb} / \mathrm{s}$ InGaAs/InP APD.
is about 40 to 60 V (cf. Fig. 3.14). For a 10 to $40 \mathrm{~Gb} / \mathrm{s}$ InGaAs/InAlAs APD, the required voltage is in the 10 to 20 V range [24]. Faster devices require less voltage to reach the field necessary for avalanche multiplication because of their thinner layers.

Figure 3.14 shows how the avalanche gain $M$ varies with the reverse bias voltage. For small voltages, it is close to one, like for a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodiode, but when approaching the reverse-breakdown voltage it increases rapidly. Moreover, impact ionization and thus the avalanche gain also depend on the temperature. To keep the avalanche gain constant, the reverse bias voltage of an InGaAs/InP APD must be increased at a rate of about $0.2 \% /{ }^{\circ} \mathrm{C}$ to compensate for a decrease in the ionization rate. Finally, the necessary reverse voltage also varies from device to device.

APD Bias Circuits. A simple circuit for generating the APD bias voltage is shown in Fig. 3.15(a). A switch-mode power supply boosts the 5-V input voltage to the required APD bias voltage. Thermistor $R_{T}$ measures the APD temperature and an analog control loop, consisting of resistors $R_{1}$ to $R_{3}$ and an op amp, adjusts the APD bias voltage to

$$
\begin{equation*}
V_{A P D}(T)=\left(\frac{R_{1}}{R_{2}+R_{3} \| R_{T}(T)}+1\right) V_{\mathrm{REF}} \tag{3.12}
\end{equation*}
$$

With the appropriate choice of $R_{1}$ to $R_{3}$, the desired APD voltage and an approximately linear temperature dependence of $0.2 \% /{ }^{\circ} \mathrm{C}$ can be achieved.

A more sophisticated APD bias circuit with digital control is shown in Fig. 3.15(b) [25, 26]. Here, an A/D converter digitizes the value of thermistor $R_{T}$ and a digital controller determines the appropriate APD bias voltage with a look-up table. A scaled-down version of that voltage is converted back to the analog domain and subsequently boosted to its full value with the switch-mode power supply. The advantages of this approach are that the look-up table permits the bias voltage to be optimized for every temperature point and can correct for thermistor nonlinearities.

In some optical receivers, the dependence of the avalanche gain on the bias voltage is exploited to implement an automatic gain control (AGC) mechanism

(a)


Figure 3.15 Temperature-compensated APD bias circuits with (a) analog and (b) digital control.
that acts right at the detector. Controlling the avalanche gain in response to the received signal strength with an AGC loop increases the dynamic range of the receiver (cf. Section 7.4). To determine the received signal strength, the average APD current can be sensed, as shown in Fig. 3.15(b).

To avoid sensitivity degradations, it is important that the bias voltage supplied to the APD contains as little noise and ripple as possible. To that end, the voltage from the switch-mode power supply must be passed through a filter (not shown in Fig. 3.15) before it is applied to the cathode of the APD. A typical filter is comprised of a series inductor (ferrite bead) with two capacitors on each side to ground. To avoid damaging the APD during optical power transients, which can excite the LC filter, it is recommended to put a resistor (about $500 \Omega$ ) in series with the APD [13].

Bandwidth. All the bandwidth limiting mechanisms that we discussed for the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector also apply to the APD. To obtain a high speed, we must minimize the carrier transit time through the absorption layer, avoid slow diffusion currents, and keep the photodiode capacitance and package parasitics small. But in addition to those there is a new time constant associated with the avalanche region, known as the avalanche build-up time. Therefore, APDs are generally slower than $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetectors. Often, the avalanche build-up time dominates the other time constants thus determining the APD's speed.

Without going into too much detail, we state here an approximate expression for the APD bandwidth assuming it is limited by the avalanche build-up time [ $8,12,24]$

$$
\begin{equation*}
B W_{A P D} \approx \frac{1}{2 \pi} \cdot \frac{v_{c, \text { sat }}}{W_{M}} \cdot \frac{1}{M k_{A}}, \quad \text { if } \quad M k_{A}>1 \tag{3.13}
\end{equation*}
$$

where $M$ is the avalanche gain at DC and $k_{A}$ is the so-called ionizationcoefficient ratio. If electrons and holes are equally ionizing, $k_{A}$ reaches its maximum value of one. If one carrier type, say, the electrons, is much more ionizing than the other, $k_{A}$ goes to zero. In the first case, electrons and holes participate equally in the avalanche process, whereas in the second case only one carrier type (electrons or holes) participates in the avalanche process. For example, in InP holes are more ionizing than electrons and $k_{A}=0.4$ to 0.5 [24] (depending on the electric field); in silicon electrons are much more ionizing than holes and $k_{A}=0.02$ to 0.05 [1].

Examining Eq. (3.13), we see that the second factor is the reciprocal value of the transit time through the multiplication layer. Not surprisingly, to obtain a fast APD, $W_{M}$ must be made small. The third factor indicates that the bandwidth shrinks with increasing avalanche gain $M$, as illustrated in Fig. 3.16. For large gains ( $M>1 / k_{A}$ ), the gain-bandwidth product is constant, reminiscent of an electronic single-stage amplifier. At low gains $\left(M<1 / k_{A}\right)$, the bandwidth remains approximately constant. According to Eq. (3.13), a low $k_{A}$ results in a high gain-bandwidth product.

Clearly silicon would be a better choice than InP for the multiplication layer. But getting a silicon multiplication layer to cleanly bond with an InGaAs absorption layer is a challenge [24]. Good results have been achieved by combining a silicon multiplication layer with a germanium absorption layer [27] (cf. Section 3.4). Another material that has been used successfully in high-speed APDs is indium aluminum arsenide (InAlAs or more precisely $\operatorname{In}_{0.52} A l_{0.48} A s$ ), which has $k_{A}=0.3$ to 0.4 [24] and is lattice matched to both the InP substrate and the InGaAs absorption layer. Finally, a multiple quantum well (MQW) structure, which can be engineered to attain a low $k_{A}$ value, can be used for the multiplication region [24]. Incidentally, the same measures


Figure 3.16 Dependence of the APD bandwidth on the DC avalanche gain.
that improve the APD speed (small $W_{M}$ and small $k_{A}$ ) also improve its noise characteristics, which we discuss shortly.

Why does the participation of only one type of carrier in the avalanche process (small $k_{A}$ ) lead to a higher APD speed? Imagine a snow avalanche coming down from a mountain. On its way down, the amount of snow (= carriers) in the avalanche grows because the tumbling snow drags more snow with it. But once it's all down, the avalanche stops. Now, imagine a noisily rumbling snow avalanche that sends tremors (= second type of carriers) back up the mountain that in turn trigger more snow avalanches coming down. This new snow brings down more snow and rumbles enough to start another mini avalanche somewhere further up the mountain. And on and on it goes. In an analogous manner, an electron-only (or hole-only) avalanche comes to an end sooner than a mixed electron-hole avalanche [1, 12].

The equivalent AC circuit for an APD is similar to that for the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector shown in Fig. 3.4, except that the current source $i_{\text {PIN }}$ must be replaced by a current source $i_{A P D}$ that represents the multiplied photocurrent.

APDs for $10 \mathrm{~Gb} / \mathrm{s}$ and Faster. Vertically illuminated APDs (cf. Fig. 3.13) are in widespread use for receivers up to and including $2.5 \mathrm{~Gb} / \mathrm{s}$. However, at $10 \mathrm{~Gb} / \mathrm{s}$ and beyond, the necessary thin absorption layer results in a low quantum efficiency (as discussed for the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector) and edge-coupled APDs become preferable. Besides very thin absorption and multiplication regions, high-speed APDs also employ low- $k_{A}$ materials in their multiplication region.

For example, the $10-\mathrm{Gb} / \mathrm{s}$ InGaAs/InAlAs waveguide APD reported in [28] achieves a bandwidth of 11 GHz when biased for a DC avalanche gain of 10 , thus achieving a gain-bandwidth product of 110 GHz . The InGaAs absorption layer and the InAlAs multiplication layer both are $0.2 \mu \mathrm{~m}$ thick. The Ge/Si APD reported in [27] achieves a bandwidth of 11.5 GHz and a gain-bandwidth product of 340 GHz using a $1-\mu \mathrm{m}$ thick Ge absorption layer and a $0.5-\mu \mathrm{m}$ thick Si multiplication layer.

The InGaAs/InAlAs waveguide APD reported in [29] achieves a bandwidth of 28 GHz when biased for a DC avalanche gain of 6 and a gain-bandwidth product of 320 GHz at around 20 GHz , making it marginally suitable for $40-\mathrm{Gb} / \mathrm{s}$ applications. The InGaAs absorption layer of this APD is $0.2 \mu \mathrm{~m}$ and the InAlAs multiplication layer is $0.15 \mu \mathrm{~m}$ thick. A similar device with a bandwidth of 30 to 34 GHz at a DC avalanche gain of 2 to 3 and a gain-bandwidth product of 130 to 140 GHz , was successfully incorporated into a high-sensitivity $40-\mathrm{Gb} / \mathrm{s}$ receiver [30].

With APDs running out of steam at about $40 \mathrm{~Gb} / \mathrm{s}$, optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detectors, which we discuss in Section 3.3, take over. These detectors are more expensive than APDs but feature superior speed and noise performance.

Avalanche Noise. Unfortunately, the APD not only provides a stronger signal but also more noise than the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, in fact, more noise than
simply the amplified shot noise that we are already familiar with. At a microscopic level, each primary carrier created by a photon is multiplied by a random gain factor: for example, the first photon ends up producing nine electron-hole pairs, the next one 13 , and so on. The avalanche gain $M$, introduced earlier, is really just the average gain value.

The mean-square noise current of an APD illuminated by a noise-free (coherent) continuous-wave source can be written as [1, 12, 24]

$$
\begin{equation*}
\overline{i_{n, A P D}^{2}}=F M^{2} \cdot 2 q I_{P I N} \cdot B W_{n}, \tag{3.14}
\end{equation*}
$$

where $F$ is the so-called excess noise factor and $I_{P I N}$ is the primary photodetector current, that is, the current before avalanche multiplication $\left(I_{P I N}=I_{A P D} / M\right)$. Equivalently, $I_{P I N}$ can be understood as the current produced in a p-i-n photodetector with a matching responsivity $\mathcal{R}$ that receives the same amount of light as the APD under discussion. In the ideal case, the excess noise factor is one ( $F=1$ ), which corresponds to the situation of deterministically amplified shot noise. For a practical InGaAs/InP APD, the excess noise factor is more typically around $F=6$. [ $\rightarrow$ Problem 3.5.]

Just like the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector noise, the APD noise is signal dependent, leading to unequal noise for the zeros and ones. The noise currents for a DC-balanced NRZ signal with average power $\bar{P}$ and high extinction can be found with Eq. (3.14):

$$
\begin{align*}
& \overline{i_{n, A P D, 0}^{2}} \approx 0 \quad \text { and }  \tag{3.15}\\
& \overline{i_{n, A P D, 1}^{2}}=F M^{2} \cdot 4 q \mathcal{R} \bar{P} \cdot B W_{n} . \tag{3.16}
\end{align*}
$$

If incomplete extinction and the primary dark current are taken into account, $\overline{i_{n, A P D, 0}^{2}}=F M^{2} \cdot 2 q\left(\mathcal{R} P_{0}+I_{D K}\right) \cdot B W_{n}$.

As plotted in Fig. 3.14, the excess noise factor $F$ increases with increasing reverse bias, roughly tracking the avalanche gain $M$. Under certain assumptions, such as a relatively thick multiplication layer, $F$ and $M$ are related as follows [1, 12, 24]:

$$
\begin{equation*}
F=k_{A} M+\left(1-k_{A}\right)\left(2-\frac{1}{M}\right) \tag{3.17}
\end{equation*}
$$

where $k_{A}$ is the same ionization-coefficient ratio that we encountered when discussing the bandwidth. For an InGaAs/InP APD, which has a relatively large $k_{A}$, the excess noise factor increases almost proportional to $M$, as illustrated in Fig. 3.14; for a silicon APD of Ge/Si APD, which has a very small $k_{A}$, the excess noise factor increases much more slowly with $M$. Not surprisingly, an orderly one-carrier-type avalanche is less noisy than a reverberating two-carrier-type one. For very thin multiplication layers we get some unexpected help. The avalanche multiplication process becomes less random resulting in an excess noise that is lower than predicted by Eq. (3.17) [24].

Because the avalanche gain of a given APD can be increased only at the expense of more detector noise (Eq. (3.17)), there is an optimum APD gain at which the receiver becomes most sensitive. As we'll see in Section 4.4, the value of this optimum gain depends, among other things, on the APD material $\left(k_{A}\right)$.

The amplitude distribution of the avalanche noise, which is important for calculating the bit-error rate of APD receivers (cf. Section 4.2), is non-Gaussian. Like the shot noise from the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, the avalanche noise has an asymmetric distribution with a steep left tail (the detector current is always positive). Unfortunately, avalanche noise is much harder to analyze than shot noise. Not only does the primary current from the detection process have a random (Poisson) distribution, but the avalanche multiplication process also has a random distribution [31]. The latter distribution depends on the number of primary carriers, $n$, that initiate the avalanche as well as the material constant $k_{A}$ and is strongly non-Gaussian, especially for small values of $n$ and large values of $k_{A}[32,33]$. The exact mathematical form of the gain distribution is very complex but several approximations have been found $[8,31]$.

Dark Current. Just like the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, the APD also suffers from a dark current. The total dark current appearing at the APD terminals can be separated into a multiplied and an unmultiplied component [8, 34]. The multiplied dark current, $M I_{D K}$, arises from the primary dark current, $I_{D K}$, which is multiplied like a signal current. The unmultiplied dark current, results from surface leakage and is not multiplied. The unmultiplied dark current is often negligible when compared with the multiplied dark current. Dark current also produces noise. Like a signal current, the primary dark current $I_{D K}$ produces the avalanche noise $F M^{2} \cdot 2 q I_{D K} \cdot B W_{n}$.

As we know, thermally generated dark current gets worse with increasing temperature and decreasing bandgap energy. A typical high-speed InGaAs/InP APD has a primary dark current of less than 10 nA at room temperature, resulting in a total dark current of less than 100 nA for $M=10$. At elevated temperatures, the total dark current can go up into the microamps.

We can again use Eq. (3.10) to judge if a given amount of dark current is harmful. With the values $\mathcal{R}=0.8 \mathrm{~A} / \mathrm{W}$ and $I_{D K}(\max )=10 \mathrm{nA}$, we find that we are fine as long as $\bar{P} \gg-39 \mathrm{dBm}$. Most high-speed APD receivers require more signal power than this to work at an acceptable bit-error rate (cf. Section 4.4), and in this case dark current is not a concern.

## $3.3 \mathrm{p}-\mathrm{i}-\mathrm{n}$ Detector with Optical Preamplifier

An attractive alternative to the APD in direct-detection receivers is the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector with optical preamplifier or simply the optically preamplified $p-i-n$
detector. Rather than amplifying the photogenerated electrons, we amplify the photons before they reach the detector. Optical amplifiers come in various types [1, 2, 12, 35, 36] and several of them have been used as preamplifiers. For example, the semiconductor optical amplifier (SOA) is small and can be integrated together with an edge-coupled $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodiode on the same substrate [37], making it an attractive candidate for an optical preamplifier. Alternatively, the erbium-doped fiber amplifier (EDFA) features high gain and low noise and operates in the important $1.55-\mu \mathrm{m}$ band, making it a popular choice for high-performance telecommunication receivers [38, 39].

The EDFA was co-invented around 1987 by two teams, one at the University of Southampton in England and one at AT\&T Bell Laboratories in New Jersey, and has revolutionized the field of optical communication. The EDFA provides high gain over a huge bandwidth, eliminating the gain-bandwidth trade-off known from APDs. The overall detector bandwidth is limited only by the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, which can be made very large. Furthermore, the EDFA-preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector has superior noise characteristics when compared with an APD. The downsides of the EDFA are mainly its large size and high cost. In the following, we discuss the EDFA-preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector in more detail.

Erbium-Doped Fiber Amplifier. Figure 3.17 shows the operating principle of an EDFA-preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector. A WDM coupler combines the received weak optical signal with the light from a strong continuous-wave laser, known as the pump laser. The pump laser typically provides a power of about 10 mW at either the $1.48-\mu \mathrm{m}$ or $0.98-\mu \mathrm{m}$ wavelength (the $0.98-\mu \mathrm{m}$ wavelength is preferred for low-noise preamplifiers), whereas the received signal is at the $1.55-\mu \mathrm{m}$ wavelength. The signal and the pump light are sent through an erbium-doped fiber, typically 10 to 20 m long, where the amplification takes place. An optical isolator prevents reflections of the optical signal from entering back into the amplifier, which could cause instability and extra noise. An optical filter with bandwidth $B W_{O}$ reduces the optical noise of the amplified signal before it is converted to an electrical signal with a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector. (We discuss the effect of the optical filter on the electrical noise shortly.)


Figure 3.17 A p-i-n photodetector with erbium-doped fiber preamplifier.


Figure 3.18 Pumping and stimulated emission: (a) space-time diagram and (b) energy diagram.

The light amplification in the erbium-doped fiber can be explained as follows (see Fig. 3.18). The pump light is absorbed by the erbium ions $\left(\mathrm{Er}^{3+}\right)$ elevating them into an excited state. In their excitement they almost radiate a photon with a wavelength around $1.55 \mu \mathrm{~m}$, but they need a little encouragement from an incident photon. When that happens, the radiated photon, being a fashion-conscious boson, travels in the same direction, has the same wavelength, the same phase, the same polarization, and carries the same style hand bag as the incident photon. This process is known as stimulated emission. The radiated photon can stimulate the emission of further photons, and so forth, creating an avalanche of perfectly identical and coherent photons. At the end of the erbium-doped fiber, the optical signal is amplified, while much of the pump power is used up.

Occasionally, it happens that one of the excited erbium ions cannot wait and radiates a photon even without stimulation. The resulting photon has a random direction, random wavelength (within the amplifier's bandwidth), random phase, and random polarization. This process is known as spontaneous emission. Unfortunately, a small fraction of these errant photons is radiated in the same direction as the signal photons and thus gets amplified just like those. The result is an optical noise called amplified spontaneous emission (ASE) noise.

The basic EDFA preamplifier shown in Fig. 3.17 can be enhanced in a number of ways [39]. The WDM coupler can be moved to the point after the gain medium, injecting the pump light backward through the erbium-doped fiber. This variation results in a different trade-off between noise and output power. The EDFA also can be structured as a two-stage amplifier, where the first stage is optimized for low noise and the second stage for high pumping efficiency. A second isolator may be placed at the input of the amplifier to avoid the ASE noise, which exits at the input and the output of the amplifier, from being reflected back into the amplifier or from entering a preceding amplifier stage. For a packaged EDFA, see Fig. 3.19.


Figure 3.19 A packaged variable-gain two-stage erbium-doped fiber amplifier with single-mode fiber pigtails for the input, output, and interstage access ( $15 \mathrm{~cm} \times 10 \mathrm{~cm} \times 1.8 \mathrm{~cm}$ ). Source: Reprinted by permission from Finisar Corporation.

Bandwidth. A typical EDFA has a wavelength bandwidth of around 35 nm reaching from 1.530 to $1.565-\mu \mathrm{m}$, corresponding to a frequency bandwidth of over $4,000 \mathrm{GHz}$. This is more bandwidth than that of the fastest $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detectors and we do not need to worry about the bandwidth limitations introduced by the EDFA. In practice, the amplifier bandwidth is artificially reduced to $B W_{O}$ with an optical filter to minimize the optical output noise.

Where does this huge bandwidth come from? The bandwidth depends on the available energy differences, $\Delta E$, between the excited and ground state of the erbium ions. After all, the wavelength of the emitted photon $\lambda$ must satisfy $h c / \lambda=\Delta E$. For a theoretical two-state system (excited and ground state), there would be only a single energy difference, resulting in a very narrow amplifier bandwidth. However for erbium ions embedded in silica glass, the two energy states broaden into two energy bands, resulting in a range of energy differences and thus a much wider bandwidth (see Fig. 3.18(b)) [1,39]. The amplifier response can be broadened and flattened further by adding dopants besides the erbium (codopants).

Responsivity. The power gain, $G$, of an optical amplifier is the ratio of the output signal power $\left(P_{S}\right)$ to the input signal power $(P)$. The gain of an EDFA is typically in the range $G=10$ to 1,000 , corresponding to 10 to 30 dB . The current generated by the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, $i_{O A}$, expressed as a function of the optical
power at the input of the preamplifier, $P$, is

$$
\begin{equation*}
i_{O A}=\mathcal{R} G P, \tag{3.18}
\end{equation*}
$$

where $\mathcal{R}$ is the responsivity of the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector. For $\mathrm{G}=100$ and $\mathcal{R}=$ $0.8 \mathrm{~A} / \mathrm{W}$, the total responsivity of the preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector becomes an impressive $80 \mathrm{~A} / \mathrm{W}$. Whereas the APD improved the responsivity by about one order of magnitude $(M=10)$, the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector can improve the responsivity by about two orders of magnitude ( $G=100$ ) relative to an unaided $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector.

The gain of an EDFA depends among other things on the pump power and the length of the erbium-doped fiber. A higher pump power results in more erbium ions being in the excited state. To obtain a gain larger than one, the rate of stimulated emissions must exceed the rate of absorptions. This point is reached when more than about $50 \%$ of the erbium ions are in the excited state and is known as population inversion. Figure 3.20 shows how the gain increases with pump power and eventually saturates when almost all erbium ions are in their excited state. A longer fiber permits the photon avalanche to grow larger, but when most of the pump power is used up, the percentage of excited erbium ions falls below $50 \%$ and the erbium-doped fiber turns into an attenuator. Thus for a given pump power there is an optimum fiber length.

Because the gain depends sensitively on the pump power, EDFA modules typically incorporate a microcontroller, which adjusts the power of the pump laser based on feedback. The EDFA also can perform automatic gain control (AGC) in the optical domain [40]. To that end, a small amount of light is split off from the amplified output signal and the pump power is controlled such that the average power of this light sample remains constant.

ASE Noise. As we said earlier, the EDFA not only amplifies the desired input signal, but also produces an optical noise known as ASE noise. The PSD of this noise, $S_{A S E}$, is nearly white across the huge bandwidth of the EDFA. ${ }^{3}$ Thus, we

Figure 3.20 EDFA gain and noise figure as a function of the pump power (normalized to the power necessary for population inversion) [1].


[^8]can calculate the optical noise power that reaches the photodetector as $P_{A S E}=$ $S_{A S E} \cdot B W_{O}$, where $B W_{O}$ is the (noise) bandwidth of the optical filter in front of the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector. Clearly, to keep $P_{A S E}$ low, we want to use a narrow optical filter.

How does the photodetector convert this optical noise into an electrical noise? If you thought that it was odd that optical signal power is converted to a proportional electrical signal current, wait until you hear this: because the photodetector responds to the intensity, which is proportional to the square of the optical field, the optical noise gets converted into two electrical beat-noise components. Roughly speaking, we get the terms corresponding to the expansion $(\text { signal }+ \text { noise })^{2}=(\text { signal })^{2}+2($ signal $\times$ noise $)+(\text { noise })^{2}$. The first term is the desired electrical signal, the second term is known as the signal-spontaneous beat noise, and the third term is known as the spontaneous-spontaneous beat noise. A detailed analysis reveals the two electrical noise terms as [1, 41, 42]

$$
\begin{equation*}
\overline{i_{n, O A}^{2}}=2 \mathcal{R}^{2} P_{S} S_{A S E} \cdot B W_{n}+\mathcal{R}^{2} S_{A S E}^{2} \cdot B W_{O} \cdot B W_{n}, \tag{3.19}
\end{equation*}
$$

where $P_{S}$ is the optical signal power incident on the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector $\left(P_{S}=G P\right)$. Furthermore, it is assumed that $B W_{O} \gg B W_{n}$, that the optical-filter loss is negligible, and that no polarization filter is used between the amplifier and the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector. ${ }^{4}$

The first term of Eq. (3.19), the signal-spontaneous beat noise, usually is the dominant term. This noise component is proportional to the signal power $P_{S}$ (and thus also to $P$ ). Note that a signal-independent optical noise density $S_{A S E}$ generates a signal-dependent noise term in the electrical domain! Furthermore, this noise term is not affected by the optical filter bandwidth $B W_{O}$, but the electrical bandwidth $B W_{n}$ does matter. The second term of Eq. (3.19), the spontaneous-spontaneous beat noise, may be closer to your expectations. Similar to the signal component, this noise current component is proportional to the optical noise power. Moreover, the optical filter bandwidth does have a limiting effect on the spontaneous-spontaneous beat noise component.

In addition to the ASE noise in Eq (3.19), optically preamplified p-i-n detectors also produce shot noise and possibly multipath interference noise. For high-gain amplifiers, the shot noise component is small and usually can be neglected (cf. Eq. (I.4)). Multipath interference (MPI) noise occurs in amplifiers with spurious reflections (e.g., from the WDM coupler, isolator, or fiber ends). The reflected waves interfere with the signal wave producing an undesirable

[^9]intensity noise that depends on the phase noise in the signal [43]. [ $\rightarrow$ Problem 3.6.]

SNR and OSNR. Let us calculate the electrical signal-to-noise ratio (SNR) of the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector. For an optical continuous-wave signal with power $P_{S}$ and ASE noise power $P_{A S E}$ incident on the photodetector, the electrical signal power is $I_{O A}^{2}=\mathcal{R}^{2} P_{S}^{2}$ and the electrical noise power, $\overline{i_{n, O A}^{2}}$, is given by Eq. (3.19) with $S_{A S E}=P_{A S E} / B W_{O}$. Dividing $I_{O A}^{2}$ by $\overline{i_{n, O A}^{2}}$ yields

$$
\begin{equation*}
S N R=\frac{P_{S}^{2} / P_{A S E}^{2}}{P_{S} / P_{A S E}+\frac{1}{2}} \cdot \frac{B W_{O}}{2 B W_{n}} . \tag{3.20}
\end{equation*}
$$

The ratio $P_{S} / P_{A S E}$ in this equation is known as the optical signal-to-noise ratio (OSNR) measured in the optical bandwidth $B W_{O}$ at the output of the EDFA. If the OSNR is much larger than $\frac{1}{2}$ (or -3 dB ), we can neglect the $\frac{1}{2}$ in the denominator, which is due to the spontaneous-spontaneous beat noise, and we end up with the surprisingly simple result [1,44]

$$
\begin{equation*}
S N R=\frac{O S N R^{2}}{O S N R+\frac{1}{2}} \cdot \frac{B W_{O}}{2 B W_{n}} \approx O S N R \cdot \frac{B W_{O}}{2 B W_{n}} \tag{3.21}
\end{equation*}
$$

For example, for a receiver with $B W_{n}=7.5 \mathrm{GHz}$, an OSNR of 14.7 dB measured in a $0.1-\mathrm{nm}$ bandwidth ( 12.5 GHz at $\lambda=1.55 \mu \mathrm{~m}$ ) translates into an electrical SNR of 13.9 dB . Incidentally, the result in Eq. (3.21), which we derived for a continuous-wave signal, also holds for an (ideal) NRZ-modulated signal. In Section 4.6, we use this result to analyze optically amplified transmission systems. [ $\rightarrow$ Problem 3.7.]

Noise Distribution. Although the amplitude distribution of the ASE noise in the optical domain (optical field) is Gaussian, the distribution of the ASE beat noise in the electrical domain is non-Gaussian [45]. In particular, when the optical power $P_{S}$ is small, resulting in mostly spontaneous-spontaneous beat noise, the current distribution is strongly asymmetric and non-Gaussian. When the optical power is increased, making the signal-spontaneous beat noise dominant, the distribution becomes more Gaussian [46]. Figure 3.21 illustrates the distribution (probability density functions, PDF) of the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector current for the case of a weak and strong optical signal. Note that the total detector current (signal + noise) must be positive, explaining the asymmetric shapes.

The electrical ASE beat-noise can be described well by the non-central chi-square distribution [45, 47]. Given $n$ independent random variables $x_{i}$ with a Gaussian distribution (and unit variance), the random variable $y=\sum_{i=1}^{n} x_{i}^{2}$ has a chi-square distribution with $n$ degrees of freedom (the chi-square distribution is central if the mean of the Gaussian is zero and non-central if it is nonzero) [48]. The degree of freedom of the electrical beat-noise


Figure 3.21 Distribution of the p-i-n detector current for a weak and strong optical signal with ASE noise (from an optical amplifier).
distribution is determined by the ratio of the optical to electrical bandwidth: $n=B W_{O} / B W_{n}$ (for unpolarized noise). The chi-square distribution is particularly non-Gaussian for small values of $n$. (The related Rayleigh and Rician distributions describe the random variable $\sqrt{y}$ for $n=2$ when the mean of the Gaussian is zero and nonzero, respectively [48].)

Noise Figure of an Optical Amplifier. Just like electrical amplifiers, optical amplifiers are characterized by a noise figure $F$. Typical values for an EDFA noise figure are 4 to 5 dB (see Fig. 3.20). But how is the noise figure of an optical amplifier defined?

In an electrical system, the noise figure is defined as the ratio of the "total output noise power" to the "fraction of the output noise power due to the thermal noise of the source resistance." Usually, this source resistance is $50 \Omega$. Now, an optical amplifier doesn't get its signal from a $50-\Omega$ source, and so the definition of its noise figure cannot be based on thermal $50-\Omega$ noise. What fundamental noise is it based on? The quantum (shot) noise of the optical source!

The noise figure of an optical amplifier is defined as the ratio of the "total output noise power" to the "fraction of the output noise power due to the quantum (shot) noise of the optical source." The output noise power is measured with a perfectly efficient $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector $(\eta=1)$ and is quantified as the detector's mean-square noise current. ${ }^{5}$ If we write the total output noise power as $\overline{i_{n, O A}^{2}}$ and the fraction that is due to the source as $\overline{i_{n, O A, S}^{2}}$, then the noise figure is $F=\overline{i_{n, O A}^{2}} / \overline{i_{n, O A, S}^{2}}$.

Figure 3.22 illustrates the various noise quantities introduced earlier. In Fig. 3.22(a), an ideal photodetector is illuminated directly by a noise-free (coherent) continuous-wave source and produces the DC current $I_{P I N}$ and the mean-square shot-noise current $\overline{i_{n, P I N}^{2}}=2 q I_{P I N} \cdot B W_{n}$. In Fig. 3.22(b),

[^10]

Figure 3.22 Definition of the noise figure for an optical amplifier: (a) source noise, (b) output noise due to the source, and (c) total output noise.
the signal from the same optical source is amplified with a noiseless, deterministic amplifier with gain $G$. This amplifier multiplies every photon from the source into exactly $G$ photons. The ideal photodetector now produces the DC current $I_{O A}=G I_{P I N}$ and the mean-square shot-noise current $\overline{i_{n, O A, S}^{2}}=G^{2} \cdot 2 q I_{P I N} \cdot B W_{n}$ (cf. Problem 3.5). Note that this quantity represents the "output noise power due to the quantum (shot) noise of the optical source." In Fig. 3.22(c), we replaced the noiseless amplifier with a real amplifier with gain $G$ and noise figure $F$. According to the noise figure definition, the ideal photodetector now produces a mean-square noise current that is $F$ times larger than in Fig. 3.22(b):

$$
\begin{equation*}
\overline{i_{n, O A}^{2}}=F G^{2} \cdot 2 q I_{P I N} \cdot B W_{n}, \tag{3.22}
\end{equation*}
$$

where $I_{P I N}$ is the current produced by an ideal photodetector receiving the same amount of light as the optical preamplifier (cf. Fig. 3.22(a)).

With the definition of the noise figure in hand, we can now write the noise current of an optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector with preamplifier gain $G$, noise figure $F$, and $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector quantum efficiency $\eta$. This noise current is almost given by Eq. (3.22), except that the latter equation assumes an ideal detector with $\eta=1$. To take the reduced quantum efficiency of a real detector into account, we have to multiply $\overline{i_{n, O A}^{2}}$ in Eq. (3.22) by $\eta^{2}$ and replace the ideal $I_{P I N}$ in Eq. (3.22) by $I_{P I N} / \eta$. The resulting mean-square noise current is

$$
\begin{equation*}
\overline{i_{n, O A}^{2}}=\eta F G^{2} \cdot 2 q I_{P I N} \cdot B W_{n}, \tag{3.23}
\end{equation*}
$$

where $I_{\text {PIN }}=\mathcal{R} P$ is the current produced by the real $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector receiving the same amount of light as the optical preamplifier.

Like for the unamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector and the APD, the noise of the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector is signal power dependent and therefore
the noise current for zeros and ones is different. Given a DC-balanced NRZ signal with average power $\bar{P}$ and high extinction, we find with Eq. (3.23):

$$
\begin{align*}
& \overline{i_{n, O A, 0}^{2}} \approx 0 \quad \text { and }  \tag{3.24}\\
& \overline{i_{n, O A, 1}^{2}}=\eta F G^{2} \cdot 4 q \mathcal{R} \bar{P} \cdot B W_{n} . \tag{3.25}
\end{align*}
$$

If incomplete extinction, spontaneous-spontaneous beat noise, and dark current are taken into account, $\overline{i_{n, O A, 0}^{2}}=\left(\eta \tilde{F} G^{2} \cdot 2 q \mathcal{R} P_{0}+\mathcal{R}^{2} S_{A S E}^{2} \cdot B W_{O}+\right.$ $\left.2 q I_{D K}\right) \cdot B W_{n}$.

If we compare the noise expression Eq. (3.14) for the APD with Eq. (3.23) for the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector, we find that the excess noise factor $F$ of the APD plays the same role as the product $\eta F$ of the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector.

Noise Figure and ASE Noise. In Eq. (3.19), we expressed the electrical noise in terms of the optical ASE noise and in Eq. (3.23), we expressed the electrical noise in terms of the amplifier's noise figure. Now let us combine the two equations and find out how the noise figure is related to the ASE noise. Solving Eq. (3.23) for $F$ and using Eqs. (3.19) and (3.3), we find

$$
\begin{equation*}
F=\frac{S_{A S E}}{G} \cdot \frac{\lambda}{h c}+\frac{S_{A S E}^{2} \cdot B W_{O}}{2 G^{2} P} \cdot \frac{\lambda}{h c} \tag{3.26}
\end{equation*}
$$

The first term is due to the signal-spontaneous beat noise, and the second term is due to the spontaneous-spontaneous beat noise. Note that this noise figure depends on the input power $P$ and becomes infinite for $P \rightarrow 0$. The reason for this behavior is that when the signal power goes to zero, we are still left with the spontaneous-spontaneous beat noise, whereas the quantum (shot) noise due to the source does go to zero. Equation (3.26) can be extended to include shot noise terms (cf. Eq. (I.5)), but for a gain much larger than one, these terms are very small. [ $\rightarrow$ Problem 3.8.]

Sometimes it is convenient to define another type of noise figure $\tilde{F}$ that corresponds to just the first term of Eq. (3.26) [42]:

$$
\begin{equation*}
\tilde{F}=\frac{S_{A S E}}{G} \cdot \frac{\lambda}{h c} . \tag{3.27}
\end{equation*}
$$

This noise figure is known as the signal-spontaneous beat noise limited noise figure [43] or the optical noise figure. ${ }^{6}$ It has the advantages of being easier to measure [43] and being independent of the input power. For an OSNR much larger than -3 dB and a gain much larger than 0 dB , the two noise figures become approximately equal. Nevertheless, the fact that there are two similar but not identical noise figure definitions can be a source of confusion.

[^11]A detailed analysis of the ASE noise physics reveals the following expression for its PSD [1, 36, 43]:

$$
\begin{equation*}
S_{A S E}=2(G-1) \cdot \frac{N_{2}}{N_{2}-N_{1}} \cdot \frac{h c}{\lambda}, \tag{3.28}
\end{equation*}
$$

where $N_{1}$ is the number of erbium ions in the ground state and $N_{2}$ is the number of erbium ions in the excited state. The stronger the amplifier is "pumped," the more erbium ions are in the excited state. Thus for a strongly pumped amplifier, we have $N_{2} \gg N_{1}$ (full population inversion). Combining Eq. (3.27) for the optical noise figure with Eq. (3.28) and assuming $G \gg 1$, we find the following simple approximation for the EDFA noise figure(s) [1, 36, 39]:

$$
\begin{equation*}
F \approx \tilde{F} \approx 2 \cdot \frac{N_{2}}{N_{2}-N_{1}} \tag{3.29}
\end{equation*}
$$

This equation implies that increasing the pump power decreases the noise figure until it bottoms out at the theoretical limit $F=2$ (or 3 dB ), in agreement with the plot in Fig. 3.20.

Fiber Optical Parametric Amplifier and Noise Figures Below $3 d B$. Why is the minimum noise figure of an EDFA two and not one? An amplifier with $F=1$ does not require that there is zero ASE noise ( $S_{A S E}=0$ ), which would be quite impossible, but only that the ASE noise equals the amplified quantum (shot) noise. So, $F<2$ does not seem totally impossible.

Is this a flaw of the EDFA? No, it is a fundamental limit for phase-insensitive amplifiers dictated by the uncertainty principle [49]. An amplifier with high gain and $F=1$ would permit us to amplify the optical field from the quantum domain to the classical domain and measure the in-phase and quadrature components of the field accurately and simultaneously, in violation of the uncertainty principle [50].

An OOK receiver does not rely on phase information and an optical amplifier that amplifies the in-phase component but suppresses the quadrature component, a so-called phase-sensitive amplifier, is sufficient. Now, such an amplifier can reach $F=1$, because it does not bring the phase information into the classical domain. Interestingly, the fiber optical parametric amplifier (FOPA) can be configured such that it amplifies only the field component that is phase aligned with the pump field [49]. Phase-sensitive FOPAs with sub-3-dB noise figures have been demonstrated in the lab.

Raman Amplifier and Negative Noise Figures. We conclude this section with a brief look at the Raman amplifier and its noise figure. This amplifier is named after the Indian physicist Chandrasekhara Venkata Raman, who discovered the Raman effect and was awarded the Nobel Prize in 1930. Raman amplification in optical fiber was first observed and measured in the early 1970s (Roger Stolen and Erich Ippen).


Figure 3.23 Distributed Raman amplifier: (a) structure and (b) signal-power profile.

Figure 3.23(a) shows the basic distributed Raman amplifier [51, 52]. Unlike an EDFA, which provides gain at the point where the amplifier is located, this amplifier provides distributed gain in the transmission fiber itself. The fiber span is pumped from the receiver end with a strong laser ( 1 W or so) at a frequency that is about 13 THz above ( 100 nm below) the signal to be amplified. The signal-power profile depicted in Fig. 3.23(b) shows that most of the amplification occurs in the last 30 km of the span where the pump power is highest. In our example, the $100-\mathrm{km}$ span has a loss of 20 dB when the Raman pump is off. This loss reduces to 10 dB when the Raman pump is on, thus providing an on/off gain of 10 dB .

The Raman amplification in the transmission fiber can be explained as follows. Stimulated by the incident signal photons, some of the pump photons "decay" into a (lower-energy) signal photon and a molecular vibration (a phonon) as illustrated in Fig. 3.24. Like in the EDFA, the resulting signal photon is coherent to the stimulating one, thus amplifying the signal. This process is known as stimulated Raman scattering (cf. Section 2.3). The available vibrational (phonon) energy states in silica glass range from about $h \cdot 10 \mathrm{THz}$ to $h \cdot 15 \mathrm{THz}$ (see Fig. 3.24(b)), resulting in a huge amplifier bandwidth of about $5,000 \mathrm{GHz}$. This bandwidth can be made even larger by using multiple pump lasers with different wavelengths [53].

How large is the noise figure of a Raman amplifier? To answer this question, let us compare a fiber span followed by an EDFA with the same fiber span followed by a Raman pump. A fiber span with loss $1 / G$ or gain $G$, where $G<1$, has a noise figure of $1 / G$. The same fiber span followed by a lumped optical amplifier with noise figure $F$ has a combined noise figure of $1 / G \cdot F$ (cf. Eq. (I.6)). Both facts can be proven with the noise-figure definition given earlier. For example, our $100-\mathrm{km}$ fiber span with $20-\mathrm{dB}$ loss followed by an EDFA with a noise figure of 5 dB has a total noise figure of $20+5=25 \mathrm{~dB}$. [ $\rightarrow$ Problem 3.9.]


Figure 3.24 Stimulated Raman scattering: (a) space-time diagram and (b) energy diagram.
Now let us replace the EDFA with a Raman pump. With the pump off, the noise figure is 20 dB , equal to the loss. With the pump on, the loss reduces to 10 dB and ideally the noise figure also should reduce to 10 dB . But just like the EDFA, the Raman amplifier generates ASE noise and the actual noise figure is worse than that; let us say, it is 18 dB . Now, comparing the distributed Raman amplifier with the lumped EDFA amplifier, it becomes evident that the former behaves like the latter with an effective noise figure of -2 dB . Distributed Raman amplifiers can achieve negative noise figures, at least in a differential sense!

Raman amplifiers are of great practical significance, especially when used as in-line amplifiers in ultra-long-haul transmission systems. Their distributed gain permits roughly a doubling of the span length when compared to an EDFA-only solution (e.g., from 40 to 80 km ) [54], cutting the number of optical amplifiers needed in half. Moreover, the bandwidth of an advanced Raman amplifier (with multiple pump wavelengths) is about twice that of an EDFA ( 70 nm vs 35 nm ) [54], permitting a doubling of the number of WDM channels.

### 3.4 Integrated Photodetectors

Optoelectronic Integration. The speed and noise performance of a receiver depends critically on the total capacitance at its input node (cf. Chapter 6). The bonding pads, ESD protection circuits, and the TIA and photodetector packages all contribute to this capacitance. Bringing the photodetector as close as possible to the TIA and avoiding separate packages has the benefit of reducing this capacitance. In addition, such an integration results in a more compact system, potentially reducing the cost and improving the reliability. The photodetector and the TIA circuit can be integrated in a number of different ways:

- Detector and circuit chip in the same package. For high-speed optical receivers, it is common practice to copackage the photodetector and the

TIA into a receiver optical subassembly (ROSA), usually in the form of a small coaxial module (cf. Fig. 1.3). Similarly, a photonic integrated circuit (PIC) containing the photodiodes and a coherent receiver front-end [55,56] can be copackaged with the TIA chips into a multi-chip module (MCM). A digital processor chip may be copackaged with an array of photodetectors and lasers (VCSELs) into an MCM to form a high-performance processor module with optical inputs and outputs [57]. This method of integration permits the technology for the photodetectors and the technology for the circuit chip to be chosen and optimized independently. For example, the photodetector can be based on an InP substrate, whereas the TIA circuit is implemented in a standard silicon technology.

- Detector chip mounted on the circuit chip. Pushing the integration one step further, the photodetector can be mounted on the circuit chip and can be connected by means of flip-chip bonding [58-62] or wire bonding [63], thus eliminating the substrate traces of the MCM. This method still permits an independent choice of the photodetector and circuit technologies, as in the previous case. For example, in [60] an array of AlGaAs p-i-n photodetectors were flip-chip bonded on a standard CMOS chip.
- Detector and circuit monolithically integrated in an OEIC technology. The next step in integration is to put the photodetector and the receiver circuits on the same chip, resulting in a so-called optoelectronic integrated circuits (OEIC) [5, 64]. The simplest form of an OEIC is the $p-i-n ~ F E T$, which combines a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector and an FET on the same substrate. An OEIC technology is usually based on a circuit technology. Extra fabrication steps are then added to implement good-quality photodetectors (and possibly other components such as lasers, modulators, and waveguides).
Adding photodetectors to a circuit technology involves compromises. For example, to fabricate long-wavelength ( 1.3 or $1.55-\mu \mathrm{m}$ ) photodetectors in a silicon circuit technology, it is necessary to incorporate a low-bandgap material such as germanium. However, germanium layers grown on silicon are prone to defects due to a lattice mismatch of about $4 \%$ between the two materials [65]. Another problem is that the maximum temperature permitted to anneal the germanium is limited in order not to degrade the performance of the silicon devices [65]. (If the germanium is deposited on top of the circuit technology's metal stack, the maximum processing temperature is limited to about $450^{\circ} \mathrm{C}$ [57].) Yet another problem arises if the photodetector is thicker than the circuit devices (which may be necessary to obtain a decent quantum efficiency). This lack of planarity makes it difficult to contact the devices with the metal layers [65]. Even for short-wavelength $(0.85-\mu \mathrm{m})$ applications, where silicon can act as the absorber, incorporating fast photodetectors with high responsivity and low capacitance is challenging.
Nevertheless, the promise of compactness, high performance, low cost, and improved reliability has resulted in the development of many OEIC
technologies and the design of many integrated receivers. OEICs based on InP circuit technologies [66-68], GaAs circuit technologies [69-71], bipolar or BiCMOS circuit technologies [72-76], and CMOS technologies [27, 57, $65,77,78$ ] have all been reported. Of particular interest are detectors that are compatible with CMOS technology and we discuss two examples (Ge detector and Ge/Si APD) shortly.
- Detector and circuit monolithically integrated in a standard circuit technology. Naturally, it would be simpler and more cost effective, if the photodetector could be implemented in a standard, that is, unmodified, circuit technology. Indeed, this is possible if the necessary performance compromises and wavelength restrictions are acceptable.
For example, in a standard MESFET (or HFET) technology the Schottky diode formed between the gate metal and the semiconductor can be used to implement a so-called metal-semiconductor-metal (MSM) photodetector [79]. In a standard bipolar (or HBT) technology the base-collector junction may serve as a photodiode [80]. Similarly, in a standard CMOS technology the n-well to p-substrate or the $\mathrm{p}^{+}$(drain/source) to n -well junctions may serve as a photodiode [81]. We discuss some of these photodetectors (MSM and CMOS junctions) shortly.

CMOS Compatible Germanium Photodetector. The structure of a germanium waveguide $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector suitable for the $1.55-\mu \mathrm{m}$ wavelength and compatible with SOI-CMOS technology is illustrated in Fig. 3.25.

Selective heteroepitaxy is used to grow the germanium detector on top of an SOI CMOS wafer. Although the $4 \%$ lattice mismatch between germanium and silicon can result in a high concentration of dislocations and dark current, careful processing and device design can minimize the impact of the dislocations.

The device described in [78] achieves a responsivity of $0.9 \mathrm{~A} / \mathrm{W}$ at the $1.55-\mu \mathrm{m}$ wavelength and a $1-\mathrm{V}$ reverse bias. The dark current at room temperature and a $1-\mathrm{V}$ reverse bias is about 300 nA . Although this dark current is much larger than that of an InGaAs/InP photodetector, it is tolerable


Figure 3.25 CMOS compatible germanium p-i-n photodetector [78].


Figure 3.26 CMOS-compatible germanium/silicon APD [27].
for coherent receivers, where typical average photocurrents are 1 mA or higher [56].

CMOS-Compatible Germanium/Silicon APD. The structure of a germanium/silicon APD suitable for the $1.3-\mu \mathrm{m}$ wavelength and compatible with CMOS technology is illustrated in Fig. 3.26.

While InP-based optoelectronic devices are often superior to silicon-based devices, one of the exceptions is the area of APDs. As we have discussed in Section 3.2, a silicon multiplication region has important advantages over an InP or InAlAs multiplication region. The lower ionization-coefficient ratio $k_{A}$ of silicon leads to a higher gain-bandwidth product and a lower noise.

The Ge/Si APD reported in [27] achieves a gain-bandwidth product of 340 GHz . The maximum bandwidth is 11.5 GHz for gains up to 20 . The effective ionization-coefficient ratio that determines the excess noise factor (cf. $\mathrm{Eq}(3.17)$ ) is $k_{A}=0.09$. The thermal coefficient of the breakdown voltage is $0.05 \% /{ }^{\circ} \mathrm{C}$. This low thermal coefficient (lower than that for an InP- or InAlAs-based APD) is another advantage of the Ge/Si APD.

Metal-Semiconductor-Metal Photodetector (MESFET/HFET Technology). The MSM photodetector has the advantage that is can be implemented in an unmodified MESFET or HFET technology [79]. Nevertheless, specialized OEIC technologies also make use of this detector because of its simplicity (only one or two additional processing steps) and planarity [57, 69, 70, 73].

The operation of a basic MSM photodetector based on GaAs technology, which is suitable for the $0.85-\mu \mathrm{m}$ wavelength, is illustrated in Fig. 3.27. Metal in direct contact with a semiconductor forms a Schottky diode [5]. Two interdigitated metal electrodes on top of the GaAs semiconductor form two back-to-back Schottky diodes, which constitute the MSM photodetector.


Figure 3.27 MSM photodetector: (a) cross-sectional view, (b) top view (on a different scale and with more fingers), and (c) circuit symbol.

When a bias voltage is applied across the MSM detector one diode becomes forward biased and the other diode becomes reverse biased. Unlike for a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, the polarity of the bias voltage doesn't matter, as is obvious from the MSM structure's symmetry. Light that impinges on the exposed semiconductor between the metal electrodes creates electron-hole pairs, provided that the photon energy exceeds the bandgap energy of the semiconductor. Like in a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, the electron-hole pairs get separated by the electric field in the reverse-biased Schottky diode and produce the photocurrent $i_{P D}$.

An obvious drawback of the MSM photodetector is that the light impinging on the metal is blocked and does not contribute to the photocurrent [4, 8, 82]. Thus, an MSM photodetector with an electrode width equal to the electrode spacing, as shown in Fig. 3.27, has a quantum efficiency (and responsivity) that is only about half of that of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector. Less shadowing and a better efficiency can be obtained by increasing the electrode spacing relative to the width, but this measure also increases the carrier transit time and thus reduces the bandwidth of the detector. (Moreover, too much spacing results in excessive carrier recombination and fewer carriers being picked up by the electrodes, reducing the quantum efficiency.) In principle, shadowing can be avoided by using transparent conductors, but this option requires special processing steps [4].
An advantage of the MSM photodetector is its low capacitance. For a given detector area, an MSM photodetector has only about $30 \%$ of the capacitance of a comparable $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector [82]. The reason for this reduction is that the MSM detector operates on the fringe capacitance between the metal fingers, whereas the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector relies on the area capacitance between the p-layer and the n-layer. This lower capacitance can make up for some or all of the sensitivity lost because of the lower responsivity [82]. If low capacitance is not a priority, the area of the MSM photodetector can be made large (e.g., $75 \times 75 \mu \mathrm{~m}^{2}$ )
to simplify the coupling of the light from the fiber to the detector and to reduce the cost of the system [4].

The transit-time limited speed of the MSM photodetector is primarily given by the spacing between the metal fingers and the carrier velocities, which in turn are a function of the applied bias voltage. MSMs also tend to have low-field regions resulting in diffusion-limited tails. (The bandwidth calculation for an MSM is more complicated than that for a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ structure because carriers generated far away from the surface see a weaker electric field, move well below the saturation velocity, and have a longer way to travel to the electrodes [83].) A bandwidth of 105 GHz was achieved for a small $\left(15 \times 10 \mu \mathrm{~m}^{2}\right) \mathrm{GaAs}$ MSM photodetector with a finger spacing of $0.5 \mu \mathrm{~m}$ [84].

The MSM photodetector can be made sensitive to long wavelengths by using a narrow-bandgap semiconductor such as germanium or InGaAs. However, the resulting lower Schottky barrier between the metal and semiconductor leads to a larger dark current. To control this dark current, a thin layer (either a lightly doped implant or an epitaxial layer of a wide-bandgap material) can be sandwiched between the absorbing semiconductor and the metal $[4,82]$.

CMOS N-Well to P-Substrate Photodiode. Although the bandgap of silicon is narrow enough to absorb light at the $0.85-\mu \mathrm{m}$ wavelength, the indirect nature of the bandgap results in a large absorption length, measuring about $15 \mu \mathrm{~m}$ [72]. For comparison, the absorption length of GaAs is only $1 \mu \mathrm{~m}$ [72] and that of germanium is $0.3 \mu \mathrm{~m}$ [65] at the same $0.85-\mu \mathrm{m}$ wavelength. Thus, for a silicon photodetector to have a good quantum efficiency, a thick absorption layer is required, which unfortunately results in a long transit time for the photogenerated carriers.

When we restrict ourselves to building the photodetector in a standard CMOS technology, there are additional challenges. The junction between the lightly doped n-well and p-substrate provides the thickest depletion layer in a CMOS technology that can be used to absorb photons. A CMOS photodetector based on this junction is shown in Fig. 3.28. Even then, the thickness of the depletion layer, outlined with thin dashed lines, is only about $3 \mu \mathrm{~m}$ at 3 V [85], far less than the absorption length. As a result, the quantum efficiency of this photodiode is limited to about 37\% [85]. Even worse, the light that didn't get absorbed in the depletion layer penetrates into the substrate where it creates electron-hole pairs outside of the drift field. The resulting minority carriers diffuse around aimlessly and, if not lost to recombination, contribute to a slow current tail (cf. Section 3.1). (In a silicon on insulator [SOI] technology, the insulator below the n-well can be used to block the carriers from diffusing back into the drift field [72].)

In a practical implementation of this photodetector, the single n-well region schematically shown in Fig. 3.28 is replaced by several parallel n-well stripes, which are all connected together. Such a finger layout increases the junction's


Figure 3.28 CMOS n-well to p-substrate photodiode: (a) cross-sectional view and (b) circuit view.
side-wall depletion region [86], reduces the contact resistance [81, 87], and for small finger widths can increase the bandwidth by a small amount [81, 88].

Unfortunately, the relatively thin absorption layer is not the only factor limiting the responsivity of this CMOS photodiode. Reflection and refraction of the light in the dielectric stack above the silicon attenuates the incident light even before it has a chance to reach the photodiode [85, 89]. The dielectric stack consist of the field oxide, the dielectrics used between the metal layers, and the capping layer. This stack limits the transmission of the incident light to about 40 to $70 \%$ [89]. Combining this figure with the $37 \%$ (high-frequency) quantum efficiency mentioned before yields an overall quantum efficiency of only about $20 \%$, which corresponds to a paltry responsivity of $0.14 \mathrm{~A} / \mathrm{W}$ at the $0.85-\mu \mathrm{m}$ wavelength. Technology scaling makes the responsivity problem even worse: more metal layers result in a less transparent dielectric stack, increased doping levels and lower supply voltages result in a thinner and less effective depletion layer [89]. The deposition of silicide over CMOS active regions to facilitate low-resistance contacts presents another impediment. If not blocked over the photodiode, this silicide layer can absorb up to $95 \%$ of the incident light [90].

The bandwidth of the n-well/p-substrate photodiode is mostly determined by the minority carriers that are produced outside of the depletion layer, namely the holes in the n-well above and the electrons in the p-substrate below [81, 91]. Of those minority carriers, the electrons created deep in the substrate are the most troublesome. Typical bandwidth values are between 1 and 10 MHz [81, 92], well below what is needed for a $\mathrm{Gb} / \mathrm{s}$ optical receiver. But finally there is some good news: the frequency roll-off of the responsivity at high frequencies is relatively slow. Typical values range from -3 to $-5 \mathrm{~dB} /$ decade [81], compared with $-20 \mathrm{~dB} /$ decade for a first-order low-pass filter. This slow roll-off can be compensated quite effectively with a simple analog equalizer. Integrated $3-\mathrm{Gb} / \mathrm{s}$ receivers with an n-well/p-substrate photodiode followed by such an equalizer have been demonstrated [81, 87]. In [81], the equalizer, which needs
to have a slow frequency "roll-up," has been realized by summing the outputs of four frequency-staggered first-order high-pass filters.

CMOS $P^{+}$to $N$-Well Photodiode. Another CMOS junction suitable for photodetection is the $\mathrm{p}^{+}$(drain or source) to n-well junction, shown in Fig. 3.29. Because the $\mathrm{p}^{+}$material is more heavily doped than the p -substrate, the resulting depletion layer is thinner and the responsivity lower than that of the n-well/p-substrate photodiode. On the plus side, the n-well/p-substrate photodiode can now be used to collect the carriers that are generated below the $\mathrm{p}^{+} / \mathrm{n}$-well photodiode thus removing the slow current tail from the upper photodiode [93]. Figure 3.29 illustrates how the photocurrent collected by the n-well/p-substrate photodiode is dumped to ground, whereas the photocurrent collected by the $\mathrm{p}^{+} / \mathrm{n}$-well photodiode is fed to the TIA.

In a practical implementation, the single $\mathrm{p}^{+}$region, schematically shown in Fig. 3.29, is replaced by several parallel $\mathrm{p}^{+}$stripes (fingers) located in a joint n-well [93]. The advantages of this geometry are similar to those given for the n-well/p-substrate photodetector. In a deep n-well technology, where it is possible to create an isolated p-well, the structure shown in Fig. 3.29 can be "inverted" to produce an $\mathrm{n}^{+} / \mathrm{p}$-well photodiode located inside the deep n-well [94].

The $\mathrm{p}^{+} / \mathrm{n}$-well photodiode and the n-well/p-substrate photodiode have been compared to each other extensively [81, 92]. It has been found that the $\mathrm{p}^{+} / \mathrm{n}$-well photodiode has a bandwidth of about 1 to 3 GHz , an improvement of almost three orders of magnitude over the n-well/p-substrate photodiode. However, the responsivity of the $\mathrm{p}^{+} / \mathrm{n}$-well photodiode is about 10 to 20 times smaller than that of the n-well/p-substrate photodiode. Moreover, owing to the thinner depletion layer, the capacitance per area of the $\mathrm{p}^{+} / \mathrm{n}$-well photodiode is about twice that of the n-well/p-substrate photodiode.

An integrated $1-\mathrm{Gb} / \mathrm{s}$ receiver using a $\mathrm{p}^{+} / \mathrm{n}$-well photodiode has been reported in [93]. The photodiode by itself has a responsivity ranging from 0.01 to $0.04 \mathrm{~A} / \mathrm{W}$ at the $0.85-\mu \mathrm{m}$ wavelength, where the larger value corresponds to a bias voltage near the junction breakdown ( 10 V ). A larger reverse bias


Figure 3.29 CMOS $\mathrm{p}^{+}$to n -well photodiode: (a) cross-sectional view and (b) circuit view.
voltage increases the thickness of the depletion layer and hence the fraction of photons absorbed there. An integrated $2.5-\mathrm{Gb} / \mathrm{s}$ receiver with a similar photodiode type biased at 6 V has been presented in [94]. Both receivers reach the stated bit rate without the use of an equalizer.

CMOS Spatially Modulated Light (SML) Detector. An innovative approach is taken by the spatially modulated light (SML) detector [85, 91]. This detector, which is shown schematically in Fig. 3.30, is based on the CMOS n-well/p-substrate photodiode. But instead of exposing all the n-well fingers to the light, every second finger is blocked by a layer of metal (usually layer-2 metal). All the illuminated junctions are connected together and all the dark junctions are connected together. Figure 3.30 (a) shows the cross-sectional view of two such n-well/p-substrate junctions, one illuminated and one dark. The idea is that the troublesome carriers generated deep in the substrate have an approximately equal chance of diffusing to an illuminated junction or a dark junction. Thus, the slow current tail appears at both junctions and can be suppressed by subtracting the photocurrent of the dark junctions $i_{P D, D}$ from the photocurrent of the illuminated junctions $i_{P D, I}$. A differential TIA, which we discuss in Section 7.2, can be used to perform the subtraction $i_{P D, I}-i_{P D, D}$. The currents from the illuminated and dark junctions, $i_{P D, I}$ and $i_{P D, D}$, are sometimes called the immediate and the deferred currents, respectively. Conveniently, the indices I and D permit either interpretation.

After the current subtraction, the bandwidth of the SML detector is typically in the range from 0.6 to $1 \mathrm{GHz}[86,88,92]$, not far from that of a $\mathrm{p}^{+} / n$-well photodiode. This bandwidth is believed to increase with technology scaling because more closely spaced n-well/p-substrate photodiodes will pick up the diffusing carriers more evenly [91]. The SML detector's responsivity is typically in the range from 0.05 to $0.07 \mathrm{~A} / \mathrm{W}$ at the $0.85-\mu \mathrm{m}$ wavelength [86, 88, 92], better


Figure 3.30 CMOS spatially modulated light detector: (a) cross-sectional view and (b) circuit view.
than that of a $\mathrm{p}^{+} / \mathrm{n}$-well photodiode. The capacitance per photodiode area is similar to that of the n-well/p-substrate photodiode and lower than that of the $\mathrm{p}^{+} / \mathrm{n}$-well photodiode. The matched photodiode capacitances combined with the fact that the signal is represented by the difference of two currents results in a superior noise immunity (cf. Section 7.2). Overall, the SML detector is a very attractive solution for integrated CMOS receivers.

The alternating pattern of dark and illuminated n-well stripes described before can be replaced by other geometrical patterns in order to increase the side-wall depletion region (better responsivity) and to collect the diffusing carriers more evenly between the two junctions (higher bandwidth). It has been found that a checker-board pattern of dark and illuminated photodiodes can improve the bandwidth at the expense of a lower responsivity [86, 95, 96]. An integrated $10-\mathrm{Gb} / \mathrm{s}$ receiver based on such an SML detector biased at 14.2 V has been reported in [95, 96]. The bandwidth can be boosted further by following the SML detector with an equalizer [86, 88, 97]. An integrated $8.5-\mathrm{Gb} / \mathrm{s}$ receiver with adaptive equalizer operating from a single $1.5-\mathrm{V}$ supply has been reported in [97].

### 3.5 Detectors for Phase-Modulated Optical Signals

How can we detect phase-modulated optical signals? The difficulty is, of course, that all the photodetectors we discussed so far are insensitive to the optical phase and only respond to the light intensity. The solution is to let the received optical signal interfere with another optical signal in a so-called interferometer. If the phases of the two optical signals are aligned, constructive interference results in a high intensity; if the phases of the two optical signals are $180^{\circ}$ apart, destructive interference results in a low intensity. The interferometer makes the phase modulation visible to the intensity detector.

Detection of DPSK. Let us focus first on the differential phase-shift keying (DPSK) modulation format (cf. Chapter 1), which has the advantage that the phase of the received bits can be demodulated by taking the phase of the previous bit as a reference [98, 99].

A detector for DPSK signals is shown schematically in Fig. 3.31 and the corresponding RZ-DPSK waveforms are shown in Fig. 3.32. Usually (but not necessarily) the input signal is optically preamplified. Then, the optical path branches into two arms, the delay of the first arm is one bit period longer than the delay of the second arm. At the end of the two arms the current and previous bits are available simultaneously and are brought to interfere in a $2 \times 2$ coupler. The upper output port produces the difference of the two optical signals and thus lights up when the DPSK signal encodes a one $\left(180^{\circ}\right.$ phase difference). The lower output port produces the sum and thus lights up when


Figure 3.31 Self-coherent DPSK demodulator followed by a balanced photodetector connected to (a) a single-ended and (b) a differential TIA.
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Figure 3.32 Detection of an optical RZ-DPSK signal.
the DPSK signal encodes a zero (no phase difference). This delay interferometer is followed by two $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetectors, which convert the optical intensities into proportional currents. This arrangement is know as a balanced detector. Although it is sufficient to detect only one of the two outputs (the two outputs are complementary), detecting both outputs results in a better performance (lower required OSNR). Finally, the two currents are subtracted to produce the bipolar output current $i_{B D}=i_{P I N 1}-i_{P I N 0}$.

In Fig. 3.31(a) the subtraction is done by means of Kirchhoff's current law [100], whereas in Fig. 3.31(b) the subtraction is done by means of a differential TIA [101-103]. The single-ended-TIA arrangement has the advantage of requiring only one connection from the detector to the TIA.

The differential-TIA arrangement, however, may achieve a lower capacitance per input (only one photodetector per input) and thus a higher bandwidth [102]. Moreover, the differential-TIA arrangement requires only a single photodetector bias voltage, which can be lower than in the case of two stacked photodetectors.

The delay interferometer must be very precise. For two 1,550-nm light waves to be phase aligned within a couple of degrees at the coupler, the relative length of the two arms must be accurate to about 10 nm or better. To meet this high accuracy, the delay of one arm is made tunable and a feedback mechanism controls the delay (indicated by the dashed delay control loop in Fig. 3.31) [100]. The delay can be fine tuned by either a fiber heater or a piezoelectric fiber stretcher. The error signal for the feedback control can be derived, for example, from the DC current through one of the photodiodes [100].

Signal and Noise. Neglecting losses in the delay interferometer, we find with Eq. (3.18) that the current in each photodetector swings between approximately 0 and $\mathcal{R G P}$ where $\mathcal{R}$ is the responsivity of the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detectors, G is the gain of the optical preamplifier, and $P$ is the on power of the optical input signal ( $P=2 \bar{P}$ for $50 \%$ RZ-DPSK).

The balanced detector subtracts the currents of the two photodetectors and produces the bipolar current $i_{B D}$ swinging between $-\mathcal{R G P}$ and $+\mathcal{R G P}$ (cf. Fig. 3.32).

The balanced DPSK detector generates the same amount of noise for the zeros and the ones. The amplitude distribution of the noise from a balanced detector with optical amplifier(s) is significantly non Gaussian, especially in its tails [104]. The noise currents from the individual $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodiodes, $i_{n, P I N 0}$ and $i_{n, P I N 1}$, have chi-square distributions, as we know from Section 3.3. The distribution of the "dark" photodiode is strongly non-Gaussian, whereas the illuminated photodiode is closer to Gaussian. The total noise from the balanced detector, $i_{n, B D}$, is the difference of the two individual and independent noise currents, $i_{n, \text { PIN } 1}-i_{n, P I N O}$. Hence the distribution of $i_{n, B D}$ is the convolution of the distribution of $i_{n, P I N 1}$ with the distribution of $-i_{n, P I N 0}$.

Detection of DQPSK. A more accurate term for DPSK would be differential binary phase-shift keying (DBPSK) because the phase difference between two successive symbols takes on one of two values $\left(0^{\circ}\right.$ or $\left.180^{\circ}\right)$. DPSK can be generalized to more than two phase values. In particular, for four values the format is known as differential quadrature phase-shift keying (DQPSK).

A detector for the DQPSK format with two delay interferometers and two balanced detectors is shown in Fig. 3.33 [105, 106]. The incoming optical signal is split into two identical copies, each one feeding a seperate delay interferometer. Because each DQPSK symbol encodes two bits, the differential delay must now be set to two bit periods (one symbol period). Moreover, instead of fine


Figure 3.33 Self-coherent DQPSK demodulator followed by two balanced detectors.
tuning the interferometer arms for a $0^{\circ}$ phase difference, one interferometer must be tuned for $+45^{\circ}$ and the other must be tuned for $-45^{\circ}$.
How are the four phase differences of the DQPSK signal, $0^{\circ}, 90^{\circ}, 180^{\circ}$, and $270^{\circ}$, detected with this arrangement? Before attempting to answer this question, let us go back to the DBPSK detector in Fig. 3.31 and look at it in a more general way. Figure 3.34(a) shows all possible phase differences between the previous and the current symbol, $\phi$, as points on a circle. The $0^{\circ}$ phase, corresponding to a zero bit, is marked by a white dot and the $180^{\circ}$ phase, corresponding to a one bit, is marked by a black dot. We know that for these two points the balanced detector produces a negative and a positive current, $i_{B D}$, respectively. What happens for the phases in between? For the entire right half circle, the lower photodiode receives more light than the upper one and the total output current is negative; conversely, for the entire left half circle, the


Figure 3.34 Detector currents as a function of the phase difference between successive symbols: (a) DBPSK and (b) DQPSK.
upper photodiode receives more light than the lower one and the total output current is positive.

Now we are ready to analyze the DQPSK detector. Figure 3.34(b) shows the polarity of the output currents from the upper and lower balanced detectors as a function of the symbol phase difference. Because the interferometers are offset by $+45^{\circ}$ and $-45^{\circ}$, the decision boundaries are rotated by $45^{\circ}$ counter-clockwise and $45^{\circ}$ clockwise, respectively. As a result, each of the four phases is assigned a unique two-bit code. The $0^{\circ}$ and $180^{\circ}$ phases, corresponding to the DBPSK constellation, are assigned 00 and 11 and the new $90^{\circ}$ and $270^{\circ}$ phases are assigned 01 and 10 , respectively (note that this is a Gray code).

Detection of BPSK and QPSK. How can we demodulate and detect phasemodulated optical signals that do not encode the information differentially? Examples of such modulation formats are binary phase-shift keying (BPSK) and quadrature phase-shift keying (QPSK).

The key idea is to use a local-oscillator (LO) laser that provides a reference against which the phase of the received signal can be measured. A receiver that makes use of interference between the received signal and an LO is known as a coherent receiver (cf. Fig. 3.9). In contrast, the DBPSK and DQPSK receivers discussed earlier make use of interference between the received signal and (a delayed copy of) itself and are known as self-coherent receivers.

Some advanced modulation formats, such as dual-polarization quadrature phase-shift keying (DP-QPSK), encode information in both polarization states, requiring a detector that can recover both polarization states.

Coherent Detector with Phase and Polarization Diversity. Figure 3.35 shows the basic structure of a detector that can recover the phase and polarization information. The received optical signal and the LO wave each pass through a polarization splitter separating the $x$-polarized component (upper path) from the $y$-polarized component (lower path). Then, the received signal and the LO wave pass through an array of four interferometers converting phase information to intensity information. Two of the interferometers have equal input path lengths, extracting the in-phase information, and the other two have path lengths that differ by a $90^{\circ}$ phase shift, extracting the quadrature information. The four interferometers are followed by four balanced photodetectors providing electrical signals for the in-phase $x$-polarized component (IX), quadrature $x$-polarized component ( QX ), in-phase $y$-polarized component (IY), and quadrature $y$-polarized component (QY).

If the LO laser in Fig. 3.35 is phase (and frequency) locked to the transmitting laser, the coherent detector directly outputs the demodulated baseband signal. The phase locking can be achieved with an optical phase-locked loop (PLL). This approach, which is known as a homodyne receiver, however, is difficult to implement in practice [1, 107].


Figure 3.35 Coherent detector with phase and polarization diversity.
A better approach is to use a free-running LO laser operating at a frequency that is slightly different from the transmitter frequency (cf. Fig. 3.9). The coherent detector then outputs a phase-modulated electrical signal at a lower frequency known as the intermediate frequency (IF). The IF is given by the difference between the transmitter and LO frequency. This approach is known as a heterodyne receiver or, if the IF is so low that it falls within the signal bandwidth, as an intradyne receiver [1, 107]. The demodulation of the IF signal is done in the electrical domain, preferably with a digital signal processor (DSP) after A/D conversion (cf. Fig. 1.4) [108].

Figure 3.36 shows a packaged coherent receiver suitable for $100-\mathrm{Gb} / \mathrm{s}$ DP-QPSK. A PIC implementing a coherent receiver front-end including the fiber couplers, splitters, interferometers, and photodetectors is described in [56].

Signal and Noise: Single Photodetector. Before analyzing the signal and noise of a coherent receiver with balanced detectors, as shown in Fig. 3.35, let us go back to the simpler situation of a coherent receiver with a single photodetector, as illustrated in Fig. 3.9.

Because of the square-law characteristic of the photodetector, we expect to get three electrical beat components from the two optical sources: $(\mathrm{LO}+\text { signal })^{2}=(\mathrm{LO})^{2}+2(\mathrm{LO} \times$ signal $)+(\text { signal })^{2}$. Working out the details

Figure 3.36 A packaged coherent receiver with four TIAs suitable for $100-\mathrm{Gb} / \mathrm{s}$ DP-QPSK ( $2.5 \mathrm{~cm} \times 2.2 \mathrm{~cm} \times 0.4 \mathrm{~cm}$ ). One fiber pig tail is for the input signal, the other is for the local-oscillator laser. Source: Reprinted by permission from Finisar Corporation.
and assuming that the polarization of the LO and the signal are aligned, we find [1]

$$
\begin{equation*}
i_{P I N, \text { het }}=\mathcal{R}\left(P_{L O}+2 \sqrt{P_{L O} P} \sin (\Delta \omega t+\Delta \phi)+P\right) \tag{3.30}
\end{equation*}
$$

where $P$ is the received power, $P_{L O}$ is the LO power, $\Delta \omega$ is the (angular) intermediate frequency (IF), and $\Delta \phi$ is the phase difference between the received signal and the LO.
The first term, $\mathcal{R} P_{L O}$, represents a DC current. For example, with an LO power of 2 mW and $\mathcal{R}=0.8 \mathrm{~A} / \mathrm{W}$, a constant current of 1.6 mA flows through the detector. With the usual large LO power, the third term, $\mathcal{R P}$, is small compared with the first term ( $P \ll P_{L O}$ ) and can be neglected. The second term is the desired IF signal that contains the phase information $\Delta \phi$. This term increases with $P_{L O}$, which means that a larger LO power results in a stronger IF signal. In a sense, the LO provides gain, but we cannot compare this gain directly with the gain of an APD or an optical preamplifier because the LO gain acts on $\sqrt{P}$ whereas the APD gain and the optical-preamplifier gain act on $P$.
Assuming that the received optical signal is noise free (no ASE noise from optical amplifiers), the noise current after detection is mostly shot noise due to the LO laser. A secondary noise component is the relative intensity noise (RIN), also due to the LO laser. Neglecting the dark current of the detector, the mean-square noise current is [1]

$$
\begin{equation*}
\overline{i_{n, P I N, \text { het }}^{2}}=2 q \mathcal{R} P_{L O} \cdot B W_{n}+2 R I N \cdot \mathcal{R}^{2} P_{L O}^{2} \cdot B W_{n}, \tag{3.31}
\end{equation*}
$$

where RIN is the RIN noise of the LO. Note that this noise current does not depend on the received signal strength $P$. With the usual large LO power, the noise distribution is close to Gaussian.


Figure 3.37 Coherent receiver with balanced photodetector.
Signal and Noise: Balanced Photodetector. Now, let us move on to the balanced detector shown in Fig. 3.37. The optical coupler produces the sum and difference of the fields from the LO and the received signal. Each output provides half of the total optical power. The currents from the two photodetectors are subtracted at the common node producing the difference $i_{B D, \text { het }}=i_{\text {PIN0,het }}-$ $i_{\text {PIN 1,het }}$.

Given perfect symmetry between the two optical paths and the two detectors, the balanced output current contains only the desired second term of Eq. (3.30):

$$
\begin{equation*}
i_{B D, \text { het }}=2 \mathcal{R} \sqrt{P_{L O} P} \sin (\Delta \omega t+\Delta \phi) \tag{3.32}
\end{equation*}
$$

The first and third terms of Eq. (3.30) make the same current contributions to both detectors and thus cancel out. Similarly, the RIN noise current from Eq. (3.31) appears equally at both detectors and cancels out [1, 12]. The two shot-noise currents, however, are uncorrelated and do not cancel:

$$
\begin{equation*}
\overline{i_{n, B D, \text { het }}^{2}}=2 q \mathcal{R} P_{L O} \cdot B W_{n} . \tag{3.33}
\end{equation*}
$$

The balanced detector thus has the important advantages of getting rid of the RIN noise and using the signal and LO power efficiently.

The subtraction of the two photocurrents can be done by means of Kirchhoff's current law, as shown in Fig. 3.37 [109], or by means of a differential TIA (cf. Fig. 3.31(b)) [110]. The pros and cons are similar to those discussed earlier for the DPSK detector.

Common-Mode Rejection. In practice, the symmetry of a balanced detector is not perfect, which means that the RIN noise and the DC current are not completely canceled. The asymmetry is quantified by the common-mode rejection ratio (CMRR), which is determined by applying equal optical signals to both detectors and measuring the ratio $[111,112]$

$$
\begin{equation*}
C M R R=\frac{i_{P I N 0}-i_{P I N 1}}{i_{P I N 0}+i_{P I N 1}}=\frac{i_{B D}}{i_{P I N 0}+i_{P I N 1}} . \tag{3.34}
\end{equation*}
$$

Typically, $C M R R<0.1$ or less than -20 dB . (Note that with the definition Eq. (3.34) a smaller value for $C M R R$ corresponds to a better rejection.) An
imbalance in power or a mismatch in delay both result in a nonzero CMRR. A power imbalance can result from a deviation in the 50/50 splitting ratio of the coupler or unequal responsivities of the detectors. A delay mismatch can result from differences in the path length from the output of the coupler to the two photodetectors [113].

Advantages of Coherent Detection. The self-coherent detector for DQPSK in Fig. 3.33 and the coherent detector for DP-QPSK in Fig. 3.35 both use interference to demodulate the phase information. But there is an important difference: The self-coherent detector compares the phase of a received symbol to a noisy reference (a previously received symbol), whereas the coherent detector compares the phase of a received symbol to an essentially noise-free reference (the local oscillator). For this reason the coherent receiver requires less OSNR to operate at the desired BER.

We introduced the coherent detector with phase and polarization diversity as a means for detecting phase modulated signal. However, this is only one of its advantages over the simple intensity detector. Other important advantages are:

- The phase and polarization information that is now available in the electrical domain permits the near perfect compensation of propagation impairments, such as chromatic dispersion and polarization mode dispersion [108, 114].
- The coherent detector can be tuned to a specific wavelength by tuning the LO laser while achieving a high level of signal rejection of neighboring channels without the need for optical filters [108].
- The coherent detector features a high optical sensitivity (minimum signal power that can be detected; cf. Section 4.4), which extends the reach of unamplified transmission systems [113].


### 3.6 Summary

The most common photodetectors for optical receivers are:

- The $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, which has a typical responsivity in the range of 0.6 to $0.9 \mathrm{~A} / \mathrm{W}$ (at $\lambda=1.3$ to $1.55 \mu \mathrm{~m}$ ). Vertically illuminated $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detectors are suitable for speeds up to about $10 \mathrm{~Gb} / \mathrm{s}$ and edge-coupled $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detectors (waveguide and traveling-wave detectors) are suitable for speeds from 40 to more than $100 \mathrm{~Gb} / \mathrm{s}$. The primary noise mechanism is shot noise.
- The avalanche photodetector (APD), which has a typical total responsivity in the range of 5 to $20 \mathrm{~A} / \mathrm{W}$ (at $\lambda=1.3$ to $1.55 \mu \mathrm{~m}$ ). Fast APDs are suitable for $10 \mathrm{~Gb} / \mathrm{s}$ but do not provide much internal gain at $40 \mathrm{~Gb} / \mathrm{s}$. The primary noise mechanism is avalanche noise, quantified by the excess noise factor $F$.
- The optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector, which can have a total responsivity of several hundreds A/W. The optical preamplifier usually is an
erbium-doped fiber amplifier (EDFA). This detector is suitable for applications from 10 to more than $100 \mathrm{~Gb} / \mathrm{s}$, with the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector being the speed-limiting device. The primary noise mechanism of the optical preamplifier is amplified spontaneous emission (ASE), quantified by the noise figure $F$. The $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector converts the optical ASE noise into two electrical noise components: signal-spontaneous and spontaneous-spontaneous beat noise.
- The coherent detector, which in its basic form consists of a local-oscillator laser, a beam combiner, and a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector. When adding phase and polarization diversity it can demodulate advanced modulation formats such as DP-QPSK. This detector is suitable for applications up to more than $100 \mathrm{~Gb} / \mathrm{s}$, with the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector being the speed-limiting device. The primary noise mechanism is shot noise due to the local oscillator.

The first three detectors are characterized by:

- A photocurrent $i_{P D}$ that is proportional to the received optical power $P$. Therefore, a $3-\mathrm{dB}$ change in optical power results in a $6-\mathrm{dB}$ change in current.
- A signal-dependent noise current. Specifically, the mean-square noise current $\overline{i_{n, P D}^{2}}$ grows proportional to the signal current $i_{P D}$ (neglecting darkcurrent noise and spontaneous-spontaneous beat noise). Received one bits contain more noise than zero bits; the noise is not additive.
- A non-Gaussian noise distribution with a steep roll-off toward zero (left side). The skew is most pronounced for small optical powers.

In contrast, the coherent detector generates a current that is proportional to the square root of the received optical power $\sqrt{P}$. Under typical conditions, the noise is signal independent and approximately Gaussian.

Optoelectronic integrated circuits (OEIC) combine optical devices, such as detectors, with electronic circuits, such as TIAs. Of particular interest are optical devices that are compatible with CMOS technology (silicon photonics). Examples of detectors that are suitable for integration with a circuit technology are:

- The germanium detector, which is compatible with CMOS technology.
- The metal-semiconductor-metal (MSM) detector, which can be implemented, in a standard MESFET or HFET technology.
- The spatially modulated light (SML) detector, which can be implemented in a standard CMOS technology.

To make an intensity detector sensitive to optically phase-modulated signals, the phase information must be converted to intensity information by means of optical interference. A differential phase-shift keying (DPSK) signal can be detected with a delay interferometer followed by a balanced detector.

A phase-shift keying (PSK) or quadrature amplitude modulation (QAM) signal can be detected with a coherent detector with phase diversity. A signal utilizing both polarization modes (e.g., DP-QPSK) can be detected with a coherent detector with phase and polarization diversity.

## Problems

3.1 Optical versus Electrical dBs. A p-i-n photodetector in a $1.55-\mu \mathrm{m}$ transmission system converts the received optical signal to an electrical signal. By how many dBs is the latter signal attenuated if we splice an additional 40 km of standard SMF into the system?
3.2 Power Conservation in the Photodiode. The $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector produces a current that is proportional to the received optical power $P$. When this current passes through a resistor, it produces a voltage drop that is also proportional to the received optical power. Thus, the electrical power dissipated in the resistor is proportional to $P^{2}$. We conclude that for large values of $P$, the electrical power will exceed the received optical power! Is energy conservation violated?
3.3 Sensitivity of an Antenna. An antenna is exposed to the signal power $P$ and thermal background radiation at the temperature $T$. (a) Calculate the power level $P$ at which the rms signal from the antenna becomes equal to the rms value of the noise in the bandwidth $B W_{n}$ (sensitivity at $S N R=1$ ). Tip: the noise from the antenna is equal to that of the resistor $R_{\text {ANT }}$ (the radiation resistance) at temperature $T$ [115]. (b) Evaluate the sensitivity of a receiver operating at frequency $f=1 \mathrm{GHz}$ with noise bandwidth $B W_{n}=100 \mathrm{MHz}$ and background temperature $T=300 \mathrm{~K}$. (c) Compare the sensitivity in (a) to the fundamental sensitivity limit given in [17]:

$$
\begin{equation*}
P=\left[\frac{h f}{\exp (h f / k T)-1}+\frac{h f}{2}\right] B W_{n} . \tag{3.35}
\end{equation*}
$$

3.4 Shot Noise Versus Thermal Noise. The current generated in a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector consists of a stream of randomly arriving electrons and thus exhibits shot noise. Does the current from a battery loaded by a resistor also exhibit shot noise?
3.5 Amplified Shot Noise. An APD with deterministic amplification (every primary carrier generates precisely $M$ secondary carriers) produces the mean-square noise $\overline{i_{n, A P D}^{2}}=M^{2} \cdot 2 q I_{P I N} \cdot B W_{n}$ (Eq. (3.14)). Now, we could argue that the DC current produced by the APD is $M I_{P I N}$ and thus
the associated shot noise should be $\overline{i_{n, A P D}^{2}}=2 q \cdot\left(M I_{P I N}\right) \cdot B W_{n}$. What is wrong with this argument?
3.6 Optically Preamplified $\mathbf{p}-\mathbf{i}-\mathbf{n}$ Detector. Extend Eq. (3.19) for $\overline{i_{n, O A}^{2}}$ to include the shot noise due to the signal power, shot noise due to the ASE power, and shot noise due to the detector dark current.
3.7 Optical Signal-to-Noise Ratio. Equations (3.20) and (3.21) state the relationship between SNR and OSNR for a continuous-wave signal with power $P_{S}$. How does this expression change for a DC-balanced ideal NRZ-modulated signal with high extinction and an average power $\bar{P}_{S}$ ?
3.8 Noise Figure of an Optical Amplifier. (a) Extend Eq. (3.26) for the noise figure $F$ to include the shot noise due to the signal power, shot noise due to the ASE power, and shot noise due to the detector dark current. (b) How large is the noise figure for $S_{A S E}=0$, assuming $I_{D K} \ll \mathcal{R} P_{S}$ ? (c) How large must $S_{A S E}$ be for $F=1$, assuming $P_{A S E} \ll P_{S}$ and $I_{D K} \ll \mathcal{R} P_{S}$ ?
3.9 Noise Figure of a Fiber. (a) Calculate the noise figure $F$ of an optical fiber with loss $1 / G_{1}\left(G_{1}<1\right)$. (b) Calculate the noise figure $F$ of an optical system consisting of an optical fiber with loss $1 / G_{1}\left(G_{1}<1\right)$ followed by an EDFA with gain $G_{2}$ and noise figure $F_{2}$. (c) Calculate the noise figure $F$ of an optical system with $n$ segments, where each segment consists of an optical fiber with loss $G(G>1)$ followed by an EDFA with compensating gain $G$ and noise figure $F_{2}$.
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## 4

## Receiver Fundamentals

In this chapter, we examine the optical receiver at the system level and discuss how its performance is affected by the noise and bandwidth of receiver circuits such as the TIA. We start by analyzing how noise in the receiver causes bit errors. This leads to the definition of receiver sensitivity. We calculate and compare the sensitivity of different types of receivers ( $\mathrm{p}-\mathrm{i}-\mathrm{n}, \mathrm{APD}$, optically preamplified, coherent, and analog receivers). We discuss how to measure the bit-error rate (BER) and the sensitivity. Then, we introduce the concept of noise bandwidth and apply it to calculate the total input-referred noise. Next, we define the required optical signal-to-noise ratio (required OSNR), which is important for receivers in amplified lightwave systems. After that, we introduce the concept of power penalty, which is useful to quantify receiver impairments such as intersymbol interference (ISI). Finally, we look at the trade-off between noise and ISI in NRZ and RZ receivers and draw conclusions about the best choice of the receiver's bandwidth and frequency response.

Additional receiver impairments are discussed in Appendix C: Timing Jitter and Appendix D: Nonlinearity. The mitigation of ISI is discussed in Appendix E: Adaptive Equalizers and Appendix F: Decision Point Control. The correction of bit errors is addressed in Appendix G: Forward Error Correction.

### 4.1 Receiver Model

The basic receiver model used for this chapter is shown in Fig. 4.1. It consists of (i) a photodetector model, (ii) a linear-channel model that comprises the transimpedance amplifier (TIA), the main amplifier (MA), and optionally a low-pass filter, and (iii) a decision circuit with the threshold voltage $V_{D T H}$.

This basic model can be extended in a number of ways: an adaptive equalizer can be added to the linear channel to compensate for signal distortions (see Appendix E). The threshold of the decision circuit can be made adaptive to optimize the BER performance (see Appendix F). A multilevel decision circuit


Figure 4.1 Basic receiver model.
can be used to demodulate higher-order modulation formats or to obtain soft-decision information. Forward error correction (FEC) can be used to lower the raw BER from the decision circuit (see Appendix G). In coherent heterodyne (or intradyne) receivers, a demodulator is needed to translates the intermediate-frequency (IF) signal at the output of the linear channel to a baseband signal.

In DSP-based implementations, the analog signal at the output of the linear channel is digitized and processed in the digital domain (equalization, carrier recovery, etc.). The analog decision circuit shown in Fig. 4.1 is then replaced by numerical comparators inside the DSP.

Photodetector. The detector model consist of a signal current source $i_{P D}$ and a noise current source $i_{n, P D}$. The characteristics of these two current sources were discussed in Chapter 3 for the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, the avalanche photodetector (APD), the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector, and the coherent detector. Note that in our model $i_{n, P D}$ also includes noise contributions from the transmitter and optical amplifiers, if present.

Linear Channel. The linear channel can be modeled with the complex frequency response $H(f)$ that relates the amplitude and phase of the output voltage $v_{O}$ to those of the input current $i_{P D}$. This frequency response can be decomposed into a product of three frequency responses: one for the TIA, one for the filter, and one for the MA.

The noise characteristics of the linear channel are modeled by a single equivalent noise current generator $i_{n, \text { ckt }}$ at the input of the channel. ${ }^{1}$ This noise is called the circuit noise or amplifier noise to distinguish it from the detector noise. (Sometimes the term thermal noise is used, but because bipolar circuits also produce shot noise, this is not quite accurate.) In practice, the circuit noise is determined almost exclusively by the TIA, which is the first element of the linear channel.

[^12]Whereas the detector noise, $i_{n, P D}$, is approximately white (frequencyindependent spectrum), the circuit noise, $i_{n, \mathrm{ckt}}$, usually is not white. In Section 6.3, we calculate the PSD of the input-referred TIA noise (Eqs. (6.45) and (6.48)) and we find that its two main components are a constant part (white noise) and a part that increases with frequency like $f^{2}$. This is the case regardless whether the receiver front-end is implemented with an FET or BJT. The PSD of the circuit noise current therefore can be written in the general form

$$
\begin{equation*}
I_{n, \mathrm{ckt}}^{2}(f)=\alpha_{0}+\alpha_{2} f^{2}+\ldots \tag{4.1}
\end{equation*}
$$

where $\alpha_{0}$ and $\alpha_{2}$ are parameters.
Whereas the detector noise in direct-detection receivers is nonstationary (rms value varies with time) and its amplitude distribution is non-Gaussian, especially for small optical powers, the circuit noise is stationary and its amplitude distribution is close to Gaussian.

How appropriate is a linear model for the TIA and MA, in particular when the MA is implemented as a limiting amplifier, which becomes strongly nonlinear for large input signals? Fortunately, for noise and sensitivity calculations, the signal levels are small enough such that nonlinear effects can be ignored.

Decision Circuit. The last block in our receiver model, the decision circuit, compares the output voltage from the linear channel, $v_{O}$, with a decision threshold voltage, $V_{D T H}$. If the output voltage is larger than the threshold, a one bit is detected; if it is smaller, a zero bit is detected. The result of the comparison is sampled, usually by the clock from a clock-recovery circuit, and held during the bit period. The accurate placement of the sampling instant at the center of the bit period (more precisely, at the center of the eye opening) is important. In contrast to the linear channel, the decision circuit is nonlinear.

The decision circuit can be implemented as a voltage comparator followed by a flip-flop or as a flip-flop with differential inputs. In DSP-based implementations, the digitized and equalized baseband signal is compared against a numerical threshold to decide the bit value.

### 4.2 Noise and Bit-Error Rate

The voltage $v_{O}$ at the output of the linear channel is a superposition of the desired signal voltage $v_{S}$ and the undesired noise voltage $v_{n}: v_{O}=v_{S}+v_{n}$. The noise voltage $v_{n}$ originates from the receiver circuits, the detector, optical amplifiers, and so forth. Occasionally, the instantaneous noise voltage $v_{n}(t)$ becomes so large compared with the received signal $v_{S}(t)$ that a decision error or bit error occurs. In this section, we first calculate the rms value of the output noise voltage, $v_{n}^{r m s}$, and then derive the bit-error rate, $B E R$, resulting from this noise.

Output Noise. The output noise voltage PSD can be written as a sum of two components, one caused by the circuits and one caused by the detector. Let us start with the circuit noise, which is stationary and therefore easier to deal with. Given the input-referred circuit noise current PSD $I_{n, \text { ckt }}^{2}(f)$ and the frequency response of the linear channel $H(f)$, we can easily calculate the output noise voltage PSD:

$$
\begin{equation*}
V_{n, \mathrm{ckt}}^{2}(f)=|H(f)|^{2} \cdot I_{n, \mathrm{ckt}}^{2}(f) \tag{4.2}
\end{equation*}
$$

To keep the equations "lean," we omit indices distinguishing input and output quantities. We know from our model that a current indicates an input signal to the linear channel and a voltage indicates an output signal. Integrating the (one-sided) noise voltage PSD in Eq. (4.2) over the bandwidth of the decision circuit, $B W_{D}$, gives us the total mean-square noise voltage due to the receiver circuits experienced by the decision circuit:

$$
\begin{equation*}
\overline{v_{n, \mathrm{ckt}}^{2}}=\int_{0}^{B W_{D}}|H(f)|^{2} \cdot I_{n, \mathrm{ckt}}^{2}(f) d f . \tag{4.3}
\end{equation*}
$$

Next, we have to deal with the detector noise, which may be nonstationary. We can visualize a time-dependent input noise current PSD, $I_{n, P D}^{2}(f, t)$, as a two-dimensional warped surface floating above the time and frequency coordinates. It can be shown [1] that this time-dependent spectrum results in the following PSD at the output of the linear channel:

$$
\begin{equation*}
V_{n, P D}^{2}(f, t)=H(f) \cdot \int_{-\infty}^{\infty} I_{n, P D}^{2}\left(f, t-t^{\prime}\right) \cdot h\left(t^{\prime}\right) \cdot e^{j 2 \pi f t^{\prime}} d t^{\prime}, \tag{4.4}
\end{equation*}
$$

where $h(t)$ is the impulse response of the linear channel. This means that the spectrum does not only get "shaped" along the frequency axis, but it also gets "smeared out" along the time axis! Figure 4.2 illustrates this operation for a white input noise spectrum that has a " 101 " time dependence. After passing through the linear channel, the noise spectrum rolls off at high frequencies and the noise, which at the input was fully contained within the two one bits, now spills over into the zero bit.


Figure 4.2 Effect of the linear channel on the time-dependent detector-noise PSD.

This spillover effect potentially complicates the noise calculations because the output noise during the $n$th bit period (or, more generally, the $n$th symbol period) depends not only on the input noise during this same period, but also on the input noise during the preceding and (possibly) the succeeding bit periods. Fortunately, the spilled noise usually decays rapidly within each bit period such that it is negligible at the sampling instant. It can be shown (cf. solution to Problem 4.1 on p .502 ) that if the duration of the impulse response $h(t)$ is short compared to the bit period, Eq. (4.4) simplifies to $V_{n, P D}^{2}(f, t)=|H(f)|^{2} \cdot I_{n, P D}^{2}(f, t)$. This equation has the same form as Eq. (4.2), except for the added time dependence. Integrating $V_{n, P D}^{2}(f, t)$ up to $B W_{D}$ results in the following total mean-square output noise voltage due to the photodetector

$$
\begin{equation*}
\overline{v_{n, P D}^{2}}(t)=\int_{0}^{B W_{D}}|H(f)|^{2} \cdot I_{n, P D}^{2}(f, t) d f . \tag{4.5}
\end{equation*}
$$

This approximate detector-noise equation provides excellent accuracy in most applications [2]. (To further analyze the noise spillover effect [2-4] it is common to consider only the worst case: If all preceding and succeeding bits are one, i.e., if they are in their noisy state, the noise at the sampling instant can be calculated uniquely; cf. Eqs. (I.9) and (I.10).) [ $\rightarrow$ Problems 4.1 and 4.2.]

The rms noise voltage at the output of the linear channel due to both noise sources is obtained by adding the (uncorrelated) mean-square noise voltages of Eqs. (4.3) and (4.5) under the square root:

$$
\begin{align*}
v_{n}^{r m s}(t) & =\sqrt{\overline{v_{n, P D}^{2}}(t)+\overline{v_{n, \mathrm{ckt}}^{2}}}  \tag{4.6}\\
& =\sqrt{\int_{0}^{B W_{D}}|H(f)|^{2}\left[I_{n, P D}^{2}(f, t)+I_{n, \mathrm{ckt}}^{2}(f)\right] d f .}
\end{align*}
$$

The latter equation is illustrated by Fig. 4.3. The input-referred noise current PSD, $I_{n}^{2}(f, t)=I_{n, P D}^{2}(f, t)+I_{n, \text { ckt }}^{2}(f)$, which increases with frequency as a result of the $f^{2}$ component of the circuit noise, is shaped by the frequency response $|H(f)|^{2}$, producing the output noise voltage $\operatorname{PSD} V_{n}^{2}(f, t)$, which rolls off rapidly at high frequencies. The shaded area under the curve corresponds to the integral, the square root of which represents the total output-referred rms noise voltage $v_{n}^{r m s}(t)$. Because the output spectrum rolls off rapidly, the precise value of the upper integration bound $\left(B W_{D}\right)$ is uncritical and can be set to infinity.

For binary modulation formats (e.g., NRZ or RZ), assuming ideal waveforms and neglecting noise spillover, the time-dependent output rms noise voltage $v_{n}^{r m s}(t)$ at the sampling instant can be described by just two values: $v_{n, 0}^{r m s}$ when a zero is received and $v_{n, 1}^{r m s}$ when a one is received.

Signal, Noise, and Bit-Error Rate. Now that we have derived the output rms noise voltage, how is it related to the bit-error rate? Figure 4.4 illustrates the situation


Figure 4.3 Calculation of the total output-referred noise.


Figure 4.4 Relationship between signal, noise, and bit-error rate.
at the input of the decision circuit, where we have the non-return-to-zero (NRZ) signal $v_{S}(t)$ characterized by the peak-to-peak voltage $v_{S}^{p p}$ and the noise $v_{n}(t)$ characterized by the rms voltage $v_{n}^{r m s}$. For now, we assume that the NRZ signal is free of distortions (intersymbol interference) and that the noise is Gaussian ${ }^{2}$ and signal independent; later, we generalize. The noisy signal is sampled at the center of each bit period (vertical dashed lines), producing the statistical distributions shown on the right-hand side. Both distributions are Gaussian and have a standard deviation that is equal to the rms value of the noise voltage, $v_{n}^{r m s}$, which we calculated in Eq. (4.6).

The decision circuit determines whether a bit is a zero or a one by comparing the sampled output voltage $v_{O}$ with the decision threshold voltage $V_{D T H}$, which is located at the midpoint between the zero and one levels. Setting the threshold voltage to the crossover point of the two distributions results in the fewest bit

[^13]errors (assuming zeros and ones are equally probable). Now we can define the bit-error rate (BER) as the probability that a zero is misinterpreted as a one or that a one is misinterpreted as a zero. ${ }^{3}$

Given the above model, we can derive a mathematical expression for the BER. The error probabilities are given by the shaded areas under the Gaussian tails. The area of the tails has to be weighted by $\frac{1}{2}$ before summing because zeros and ones are assumed to occur with probability $\frac{1}{2}$. The two tails are symmetric and thus have the same area. So, we can calculate just the tail above the decision threshold and take it with a weight of one:

$$
\begin{equation*}
B E R=\int_{V_{\text {DTH }}}^{\infty} \frac{1}{v_{n}^{r m s}} \cdot \text { Gauss }\left(\frac{v_{O}}{v_{n}^{r m s}}\right) d v_{O}, \tag{4.7}
\end{equation*}
$$

where $\operatorname{Gauss}(x)$ is the normalized Gaussian distribution (average $=0$, standard deviation $=1$, area $=1$ ). The expression under the integral is a Gaussian with a standard deviation equal to $v_{n}^{r m s}$ centered at zero. Setting the decision threshold voltage to the midpoint, $V_{D T H}=v_{S}^{p p} / 2$, and introducing the normalized variable $x=v_{O} / v_{n}^{r m s}$, we can rewrite the above equation in the more elegant form:

$$
\begin{equation*}
B E R=\int_{\mathcal{Q}}^{\infty} \operatorname{Gauss}(x) d x \quad \text { with } \quad \mathcal{Q}=\frac{v_{S}^{p p}}{2 v_{n}^{r m s}} \tag{4.8}
\end{equation*}
$$

The lower bound of this integral, is known as the Q parameter or the Personick $Q$ in honor of Stewart Personick who introduced this notation in 1973 [3].4 The Personick Q is a measure of the ratio between signal and noise, but there are some subtle differences between $\mathcal{Q}$ and the common meaning of signal-to-noise ratio (SNR), which we discuss in Section 4.3. The Gaussian integral in the above equation can be expanded and approximated as follows:

$$
\begin{align*}
\int_{\mathcal{Q}}^{\infty} \operatorname{Gauss}(x) d x & =\frac{1}{\sqrt{2 \pi}} \int_{\mathcal{Q}}^{\infty} e^{-\frac{x^{2}}{2}} d x \\
& =\frac{1}{2} \operatorname{erfc}\left(\frac{\mathcal{Q}}{\sqrt{2}}\right) \approx \frac{1}{\sqrt{2 \pi}} \cdot \frac{\exp \left(-\mathcal{Q}^{2} / 2\right)}{\mathcal{Q}} \tag{4.9}
\end{align*}
$$

The approximation on the far right is correct within $10 \%$ for $\mathcal{Q}>3$. The precise numerical values for the integral are listed in Table 4.1 for some round BER numbers.

For example, if the signal swing at the decision circuit is 500 mV peak-to-peak and the noise is 40 mV rms , we find $\mathcal{Q}=6.25$ with the right part of Eq. (4.8).

[^14]Table 4.1 Numerical relationship between $\mathcal{Q}$ and bit-error rate.

| $\boldsymbol{Q}$ | $B E R$ |
| :--- | :--- |
| 0.0 | $\frac{1}{2}$ |
| 1.282 | $10^{-1}$ |
| 2.326 | $10^{-2}$ |
| 3.090 | $10^{-3}$ |
| 3.719 | $10^{-4}$ |
| 4.265 | $10^{-5}$ |
| 4.753 | $10^{-6}$ |
| 5.199 | $10^{-7}$ |


| $\mathcal{Q}$ | $B E R$ |
| :--- | :--- |
| 5.612 | $10^{-8}$ |
| 5.998 | $10^{-9}$ |
| 6.361 | $10^{-10}$ |
| 6.706 | $10^{-11}$ |
| 7.034 | $10^{-12}$ |
| 7.349 | $10^{-13}$ |
| 7.651 | $10^{-14}$ |
| 7.941 | $10^{-15}$ |

Consulting Table 4.1, we can predict a BER of just over $10^{-10}$. With the same swing, but $25 \%$ less noise ( 30 mV ), we obtain $\mathcal{Q}=8.33$, corresponding to a BER of better than $10^{-15}$ ! This example illustrates that a small change in noise can cause the BER to change over several orders of magnitude.

An alternative and maybe more intuitive derivation of Eq. (4.8) goes as follows. With the decision threshold set to the midpoint, the distance from the center of either Gaussian to the beginning of the tail that we want to integrate is $v_{S}^{p p} / 2$ (see Fig. 4.4). Normalizing this distance to the standard deviation of the Gaussian permits us to integrate a normalized Gaussian, that is, one with a standard deviation of one. Now referring to Eq. (4.8), the BER expression on the left is just the integral of the normalized Gaussian and the Personick Q expression on the right is just the normalized distance to the tail.

A Generalization: Unequal Noise Distributions. Now, we drop the assumption that the noise is signal independent. We know that in many receivers the noise on the ones is larger than the noise on the zeros. Given the simplified noise model introduced earlier, the rms noise alternates between the values $v_{n, 0}^{r m s}$ and $v_{n, 1}^{r m s}$, depending on whether the received bit is a zero or a one. In terms of the noise statistics, we now have two different Gaussians, a narrow one with standard deviation $v_{n, 0}^{r m s}$ for the zeros and a wide one with standard deviation $v_{n, 1}^{r m s}$ for the ones. This situation is illustrated in Fig. 4.5. The distribution for the zeros is taller than the one for the ones because both probability distributions must have a total area of one. The crossover point is now located below the midpoint and hence the optimum decision threshold voltage is shifted downward as well. The error tails are no longer symmetric.


Figure 4.5 Relationship between signal, noise, and bit-error rate for unequal noise distributions.

By determining the optimum decision threshold, integrating the two error tails, and summing them with a weight of $\frac{1}{2}$ each, it can be shown (cf. solution to Problem 4.3 on p. 503) that the BER is [7]

$$
\begin{equation*}
B E R=\int_{\mathcal{Q}}^{\infty} \operatorname{Gauss}(x) d x \quad \text { with } \quad \mathcal{Q}=\frac{v_{S}^{p p}}{v_{n, 0}^{r m s}+v_{n, 1}^{r m s}} \tag{4.10}
\end{equation*}
$$

For example, with a signal swing of 500 mV peak-to-peak, a noise of 10 mV rms for the zeros and a noise of 70 mV rms for the ones, we find $\mathcal{Q}=6.25$, corresponding to a BER of just over $10^{-10}$. As expected, Eq. (4.10) simplifies to Eq. (4.8) when the noise distributions are equal, $v_{n}^{r m s}=v_{n, 0}^{r m s}=v_{n, 1}^{r m s}$. [ $\rightarrow$ Problem 4.3.]

Another Generalization: Noise Corrupted Threshold. So far, we assumed that the decision threshold is located at its optimum value, that is, where the two probability distributions cross over. Although this is a reasonable assumption for continuous-mode receivers, it is not accurate for burst-mode receivers [8-11]. The problem arises because the burst-mode receiver must acquire a new threshold for each individual burst based on a short and noisy preamble (cf. Chapter 1). Figure 4.6 illustrates the situation for two consecutive bursts, each with a two-bit preamble consisting of a one followed by a zero. The noise on the zeros and ones is assumed to be equal. The threshold, $V_{D T H}$, is established by sampling the preamble bits and taking the average (shown with the up and down arrows). Because these bits are noisy, the threshold fluctuates from burst to burst. In our example, the threshold for the first burst is too low and the threshold for the second burst is just about right due to a lucky coincidence of the noise pattern on the preamble bits. The fluctuating threshold, in turn, results in a fluctuating BER. The system BER is found by averaging the BER over many bursts.


Figure 4.6 Decision-threshold acquisition from a noisy two-bit preamble.

To calculate the average BER, we first determine the probability distribution of the decision threshold (shown on the far right of Fig. 4.6), then we calculate the BER for each possible threshold and, finally, we determine the weighted average of these BERs using the threshold distribution as the weighting function [8]. It can be shown [9] that this calculation is equivalent to the following, simpler procedure: First, we convolve the noise distribution with the threshold distribution resulting in a wider noise distribution and then we use this new noise distribution together with a noise-free threshold to calculate the BER. Given the distributions for the noise and threshold, the variance of their convolution is simply the sum of the individual variances.

How large is the standard deviation of the threshold distribution, $V_{D T H}^{r m s}$ ? If we take only one sample of the signal, it is equal to $v_{n}^{r m s}$. But as we average over more preamble bits, the threshold becomes more sharply defined and its standard deviation shrinks to $v_{n}^{r m s} / \sqrt{n}$, where $n$ is the number of preamble bits [8]. Summing the variances of the noise and the threshold and inserting the result into Eq. (4.8) yields the average BER for a burst-mode receiver:

$$
\begin{equation*}
B E R=\int_{\mathcal{Q}}^{\infty} \operatorname{Gauss}(x) d x \quad \text { with } \quad \mathcal{Q}=\frac{1}{\sqrt{1+1 / n}} \cdot \frac{v_{S}^{p p}}{2 v_{n}^{r m s}} . \tag{4.11}
\end{equation*}
$$

For example, with a signal swing of 500 mV peak-to-peak, a noise of 40 mV rms , and a two-bit preamble, we find $\mathcal{Q}=5.10$, corresponding to a BER of just over $10^{-7}$. Compared with a continuous-mode receiver having the same signal and noise, the BER is a thousand times larger, which suggests the use of a preamble with more than two bits.

A continuous-mode receiver extracts the decision threshold from a large number of received bits, which corresponds to a burst-mode receiver with a very long preamble, that is, $n \rightarrow \infty$. In this case, Eq. (4.11) simplifies to Eq. (4.8), as expected. Equation (4.11) can be generalized for burst-mode receivers with APDs, that is, for signals with unequal noise on the zeros and ones $[9,10]$.

### 4.3 Signal-to-Noise Ratio

Any measure of signal strength divided by any measure of noise may be called signal-to-noise ratio (SNR). In this sense, the Q parameter is an SNR. However to avoid confusion, we define SNR here as the mean-free average signal power divided by the average noise power. (Caution: Not all authors define SNR in the same way.)

The SNR can be calculated in the continuous-time domain, before the signal is sampled by the decision circuit, or in the sampled domain (cf. Fig. 4.7). The $Q$ parameter, in contrast, is always calculated in the sampled domain. In general, the continuous-time and sampled SNR are not the same (although they happen to coincide for an ideal NRZ signal).

Now, let us calculate the SNR for an ideal NRZ signal with unequal noise on the zeros and ones. The mean-free average signal power is calculated as $\overline{v_{S}^{2}(t)}-{\overline{v_{S}(t)}}^{2}$, which is $\left(v_{S}^{p p} / 2\right)^{2}$ for a DC-balanced (same number of zeros and ones), ideal NRZ signal with swing $v_{S}^{p p}$ (cf. Appendix A.1). The noise power is calculated as $\overline{v_{n}^{2}(t)}$, which can be written as $\frac{1}{2}\left(\overline{v_{n, 0}^{2}}+\overline{v_{n, 1}^{2}}\right)$, given equal probabilities for zeros and ones. Thus, the SNR follows as

$$
\begin{equation*}
S N R=\frac{\left(v_{S}^{p p}\right)^{2}}{2\left(\overline{v_{n, 0}^{2}}+\overline{v_{n, 1}^{2}}\right)} . \tag{4.12}
\end{equation*}
$$

SNR and Q. Comparing Eqs. (4.10) and (4.12), we realize that we cannot generally convert $\mathcal{Q}$ into SNR , or vice versa, unless we have additional knowledge of the noise ratio $v_{n, 0}^{r m s} / v_{n, 1}^{r m s}$ (cf. Eq. (I.11)). There are two important special cases: (i) if the noise on the zeros and ones are equal (additive noise) and (ii) if the noise on the ones is much larger than that on the zeros (multiplicative noise):

$$
\begin{array}{lcc}
S N R=\mathcal{Q}^{2}, & \text { if } & v_{n, 1}^{r m s}=v_{n, 0}^{r m s} \\
S N R=\frac{1}{2} \mathcal{Q}^{2}, & \text { if } & v_{n, 1}^{r m s} \gg v_{n, 0}^{r m s} . \tag{4.14}
\end{array}
$$



Figure 4.7 Various performance measures in an optical receiver.

For example, to achieve a BER of $10^{-12}(\mathcal{Q}=7.03)$, we need an SNR of 16.9 dB in the first case and 13.9 dB in the second case. [ $\rightarrow$ Problems 4.4 and 4.5.]

When expressing $\mathcal{Q}$ in decibels, should we use $10 \log \mathcal{Q}$ or $20 \log \mathcal{Q}$ ? The discussion of the electrical SNR suggests $20 \log \mathcal{Q}\left(=10 \log \mathcal{Q}^{2}\right)$. But in the next section, when we discuss optical sensitivity, we find that an equally strong argument can be made for $10 \log \mathcal{Q}$ (e.g., see Eq. (4.21)). To avoid confusion, it is best to express $\mathcal{Q}$ on a linear scale or else to clarify the used dB-conversion rule. Sometimes decibels resulting from the $20 \log Q$ rule are called electrical $d B s$ and those resulting from the $10 \log \mathcal{Q}$ rule are called optical $d B s$. $[\rightarrow$ Problem 4.6.]

SNR for TV Signals. Although our focus is on digital transmission systems, a comparison with analog transmission systems is instructive and provides some perspective. A good example is the CATV/HFC system, where multiple TV signals are combined into a single analog broadband signal, which is then transmitted over an optical fiber (cf. Chapter 1 and Appendix A). To provide a good picture quality, this analog signal must have an SNR in the range of 27 to 51 dB , depending on the modulation format (cf. Appendix A. 4 and A.5). This SNR is much higher than the 14 to 17 dB typically needed for an NRZ signal!

To be more precise, we should have used the term carrier-to-noise ratio (CNR) instead of SNR in the previous paragraph. Cable-television engineers use the term CNR for RF-modulated signals such as the TV signals in an SCM system and reserve the term SNR for baseband signals such as the NRZ signal [12].

SNR per Bit: $E_{b} / N_{0}$. There is yet another SNR-like quantity called $E_{b} / N_{0}$, often pronounced "ebno." Sometimes this quantity is referred to as SNR per bit [13]. $E_{b} / N_{0}$ is mostly used in wireless applications, but occasionally, it appears in the optical communication literature, especially when error-correcting codes are discussed. (We use it in Appendix G.) What is it about? $E_{b}$ is the average energy per information bit and $N_{0}$ is the (one-sided) noise PSD. The $E_{b} / N_{0}$ concept only applies to situations where the noise is white, so that the noise PSD can be characterized by the single number $N_{0}$. This situation is most closely approximated at the input of the receiver, as shown in Fig. 4.7, before any filtering is performed, and the noise can be assumed to be approximately white.

The SNR of a (finite) signal with white noise is always zero. Meaningful SNR and $\mathcal{Q}$ values can be calculated only after the white noise is bandlimited with a low-pass filter. In contrast, the $E_{b} / N_{0}$ of a (finite) signal with white noise does have a meaningful nonzero value.

How is $E_{b}$ related to the voltage swing $v_{S}^{p p}$ at the output of the linear channel? The energy per bit is the average signal power multiplied by the bit period. Let us assume that the linear channel has a midband gain of one and does not attenuate the signal power. Then, we find the average energy per information bit at
the input of the channel as $E_{b}=\left(\overline{v_{S}^{2}(t)}-{\overline{v_{S}(t)}}^{2}\right) \cdot T^{\prime}$, where $T^{\prime}$ is the duration of the information bit. For a DC-balanced, ideal NRZ signal with swing $v_{S}^{p p}$, this is $E_{b}=\left(v_{S}^{p p} / 2\right)^{2} \cdot T^{\prime}$ (cf. Appendix A.1).

Why this emphasis on information bit? Because the transmission system may use a coding scheme such as $8 \mathrm{~B} / 10 \mathrm{~B}$, where groups of 8 information bits are coded into 10 channel bits before they are transmitted over the fiber. In this case, the period of an information bit is somewhat longer than the period of a channel bit. Mathematically, we can write $T^{\prime}=T / r=1 /(r B)$, where $B$ is the channel bit rate and $r$ is the so-called code rate. For example, the $8 \mathrm{~B} / 10 \mathrm{~B}$ code has the code rate $r=0.8$. Using the code rate, we can rewrite $E_{b}=\left(v_{S}^{p p} / 2\right)^{2} /(r B)$.

Next, how is $N_{0}$ related to the rms noise $v_{n}^{r m s}$ at the output of the linear channel? Assuming additive white noise with the PSD $N_{0}$ at the input, we find the mean-square noise voltage at the output as $\left(v_{n}^{r m s}\right)^{2}=N_{0} \cdot B W_{n}$, where $B W_{n}$ is the noise bandwidth of the linear channel. Thus, we have $N_{0}=\left(v_{n}^{r m s}\right)^{2} / B W_{n}$.

Dividing $E_{b}$ by $N_{0}$ reveals the following relationship with $\mathcal{Q}$ :

$$
\begin{equation*}
\frac{E_{b}}{N_{0}}=\left(\frac{v_{S}^{p p}}{2 v_{n}^{r m s}}\right)^{2} \cdot \frac{B W_{n}}{r B}=\mathcal{Q}^{2} \cdot \frac{B W_{n}}{r B} . \tag{4.15}
\end{equation*}
$$

In words, $E_{b} / N_{0}$ is equal to $\mathcal{Q}^{2}$ scaled by the ratio of the noise bandwidth and the information bit rate. The latter ratio is related to the spectral efficiency of the used modulation scheme. Thus, the main difference between $E_{b} / N_{0}$ and $\mathcal{Q}$ (or SNR) is that $E_{b} / N_{0}$ takes the spectral efficiency of the modulation scheme into account. In texts on communication systems and forward error correction, it is often assumed that a matched-filter receiver is used. For NRZ modulation, this implies that the noise bandwidth is half of the bit rate, $B W_{n}=B / 2$ (cf. Section 4.9), leading to the simpler relationship

$$
\begin{equation*}
\frac{E_{b}}{N_{0}}=\frac{\mathcal{Q}^{2}}{2 r} \tag{4.16}
\end{equation*}
$$

For example, to achieve a BER of $10^{-12}(\mathcal{Q}=7.03)$ with $8 \mathrm{~B} / 10 \mathrm{~B}$ coding $(r=0.8)$, we need $E_{b} / N_{0}=14.9 \mathrm{~dB}$. [ $\rightarrow$ Problem 4.7.]

For a DC-balanced NRZ signal with no coding, signal-independent white noise, and a matched-filter receiver, we find $10 \log E_{b} / N_{0}=20 \log \mathcal{Q}-3 \mathrm{~dB}$. But these are a lot of assumptions and, as in the case of SNR, we have to be careful when converting $E_{b} / N_{0}$ to $\mathcal{Q}$ !

Comparison. Let us put all the SNR-like quantities that we discussed in perspective (see Fig. 4.7). The primary performance measure for a digital communication system is the BER, which is measured at the output of the decision circuit. To design and test the system, we would like to relate the BER to quantities that can be measured in the analog domain before the decision circuit. The
first and most direct predictor of the BER is the Q parameter, which is determined from the sampled values at the input of the decision circuit. If we assume that the noise is Gaussian, that the two signal levels occur with equal probability, and that the decision threshold is set to its optimum value, we can easily calculate the BER from $\mathcal{Q}$. In particular, we do not need to make any assumptions about the spectral distribution and additiveness of the noise, neither does the shape and duration of the data pulses matter (e.g., NRZ vs RZ modulation). This makes $\mathcal{Q}$ an excellent performance measure.

The sampled SNR measured at the input of the decision circuit is another, less direct predictor of the BER. To calculate the BER from the sampled SNR, we need additional information about the ratio of the noise on the zeros and ones. To calculate the BER from the continuous-time SNR, we need additional information about the shape of the data pulses. To calculate the BER from the $E_{b} / N_{0}$ at the input of the receiver, we need additional information about the receiver's noise bandwidth and code rate. We discuss the relationship between the optical signal-to-noise ratio OSNR and BER in Section 4.6.

### 4.4 Sensitivity

Rather than asking "What is the bit-error rate given a certain signal strength?," we could ask the other way round, "What is the minimum signal strength needed to achieve a given bit-error rate?" This minimum signal strength, when referred back to the input of the receiver, is known as the sensitivity. The sensitivity is one of the key characteristics of optical receivers. It tells us to what level the transmitted signal can become attenuated by the fiber and still be detected reliably by the receiver.

In the following, we define sensitivity in the electrical and the optical domain. Then, we calculate and compare the optical sensitivity of different types of receivers. Finally, we discuss the measurement of BER and sensitivity.
Electrical Sensitivity. The electrical receiver sensitivity, $i_{\text {sens }}^{p p}$, is defined as the minimum peak-to-peak signal current, $i_{S}^{p p}$, at the input of the receiver necessary to achieve a specified BER $\left(i_{\text {sens }}^{p p}=i_{S}^{p p} @ B E R\right)$.

Let us relate this sensitivity to the noise of the receiver. The current swing $i_{s}^{p p}$ at the input of the linear channel causes the output voltage swing $v_{S}^{p p}=H_{0} i_{S}^{p p}$, where $H_{0}$ is the low-frequency value of $H(f)$ or, if the linear channel has a low-frequency cutoff, its midband value (see Fig. 4.3). We know from Eq. (4.8) that this swing and the output noise $v_{n}^{r m s}$ determine the BER: $\mathcal{Q}=v_{S}^{p p} /\left(2 v_{n}^{r m s}\right)$. Thus, solving this equation for $v_{S}^{p p}$ and dividing the result by $H_{0}$, we find the electrical sensitivity

$$
\begin{equation*}
i_{\mathrm{sens}}^{p p}=\frac{2 \mathcal{Q} v_{n}^{r m s}}{H_{0}} \tag{4.17}
\end{equation*}
$$

Let us define the input-referred rms noise current as the rms noise voltage at the output of the linear channel divided by $H_{0}$ :

$$
\begin{equation*}
i_{n}^{r m s}=\frac{v_{n}^{r m s}}{H_{0}} \tag{4.18}
\end{equation*}
$$

Then, we can rewrite the electrical sensitivity from Eq. (4.17) in the more compact form

$$
\begin{equation*}
i_{\text {sens }}^{p p}=2 \mathcal{Q} i_{n}^{r m s} . \tag{4.19}
\end{equation*}
$$

For example, given an input-referred rms noise current of $1 \mu \mathrm{~A}$ and a required BER of $10^{-12}$, the electrical sensitivity is $14.07 \cdot 1 \mu \mathrm{~A}=14.07 \mu \mathrm{~A}$.

In situations with unequal amounts of noise on the zeros and ones, we can use Eq. (4.10) to obtain the more general electrical sensitivity expression

$$
\begin{equation*}
i_{\mathrm{sens}}^{p p}=\mathcal{Q}\left(i_{n, 0}^{r m s}+i_{n, 1}^{r m s}\right) \tag{4.20}
\end{equation*}
$$

where $i_{n, 0}^{r m s}=v_{n, 0}^{r m s} / H_{0}$ and $i_{n, 1}^{r m s}=v_{n, 1}^{r m s} / H_{0}$ are the input-referred rms noise for zeros and ones, respectively. Note that this equation simplifies to Eq. (4.19) for the case of equal noise, $i_{n}^{r m s}=i_{n, 0}^{r m s}=i_{n, 1}^{r m s}$.

Optical Sensitivity. The optical receiver sensitivity, $\bar{P}_{\text {sens }}$, is defined as the minimum optical power, averaged over time, $\bar{P}_{S}$, necessary to achieve a specified $\operatorname{BER}\left(\bar{P}_{\text {sens }}=\bar{P}_{S} @ B E R\right)$.

How does the optical sensitivity relate to the noise of the receiver? For an ideal NRZ signal, we have $\bar{i}_{S}=i_{S}^{p p} / 2$, and with Eq. (3.3), we find $\bar{P}_{S}=i_{S}^{p p} /(2 \mathcal{R})$, where $\mathcal{R}$ is the responsivity of the photodetector. With Eq. (4.19), we can express the optical sensitivity as

$$
\begin{equation*}
\bar{P}_{\mathrm{sens}}=\frac{\mathcal{Q} i_{n}^{r m s}}{\mathcal{R}}, \tag{4.21}
\end{equation*}
$$

or, with Eq. (4.20), more generally as

$$
\begin{equation*}
\bar{P}_{\text {sens }}=\frac{\mathcal{Q}\left(i_{n, 0}^{r m s}+i_{n, 1}^{r m s}\right)}{2 \mathcal{R}} \tag{4.22}
\end{equation*}
$$

For example, given an input-referred rms noise current of $1 \mu \mathrm{~A}$, a responsivity of $0.8 \mathrm{~A} / \mathrm{W}$, and a required BER of $10^{-12}$, the optical sensitivity is 7.03 . $1 \mu \mathrm{~A} /(0.8 \mathrm{~A} / \mathrm{W})=8.79 \mu \mathrm{~W}$, corresponding to -20.6 dBm .

Note that the optical sensitivity is based on the average signal value, whereas the electrical sensitivity is based on the peak-to-peak signal value. Thus, the optical sensitivity depends on the pulse width of the signal. For an ideal NRZ signal the average value is $\bar{i}_{S}=i_{S}^{p p} / 2$, but for an ideal return-to-zero (RZ) signal with $50 \%$ duty cycle the average value is only $\bar{i}_{S}=i_{S}^{p p} / 4$. This means that given an RZ and an NRZ receiver with identical electrical sensitivities, the optical sensitivity of the $R Z$ receiver is 3 dB better than that of the NRZ receiver. (When
comparing receivers with the same finite bandwidth, the RZ advantage is less than 3 dB because the RZ signal becomes more distorted than the NRZ signal. In Section 4.8, we discuss the sensitivity of receivers with a finite bandwidth.)

Optical Sensitivity with Ideal Detector. The optical sensitivity of a receiver with an ideal photodetector is written as $\eta \bar{P}_{\text {sens }}$. This notation, which refers to the quantum efficiency $\eta$, signifies that only the fraction $\eta$ of the received power $\bar{P}$ is detected by the "internal" ideal detector. Hence $\eta \bar{P}$ is also known as the detected optical power [14]. This measure is useful to compare the electrical performance of different receivers while excluding the quantum efficiency of the photodetector from the comparison. With Eqs. (4.21) and (3.3), we can express this sensitivity as

$$
\begin{equation*}
\eta \bar{P}_{\mathrm{sens}}=\frac{h c}{\lambda q} \cdot \mathcal{Q} i_{n}^{r m s} \tag{4.23}
\end{equation*}
$$

or, with Eq. (4.22), more generally as

$$
\begin{equation*}
\eta \bar{P}_{\mathrm{sens}}=\frac{h c}{\lambda q} \cdot \frac{\mathcal{Q}\left(i_{n, 0}^{r m s}+i_{n, 1}^{r m s}\right)}{2} \tag{4.24}
\end{equation*}
$$

For example, given an input-referred rms noise current of $1 \mu \mathrm{~A}$, a wavelength of $1.55 \mu \mathrm{~m}$, and a required $\operatorname{BER}$ of $10^{-12}$, the optical sensitivity of a receiver with an ideal photodetector is $7.03 \cdot 1 \mu \mathrm{~A} /(1.25 \mathrm{~A} / \mathrm{W})=5.62 \mu \mathrm{~W}$, corresponding to -22.5 dBm .

OMA Sensitivity. Some standards, such as 10-Gigabit Ethernet IEEE 802.3ae-2002, define the optical sensitivity as the minimum peak-to-peak optical power, rather than the averaged optical power, necessary to achieve a specified BER $\left(P_{\text {sens }}^{O M A}=P_{S}^{p p} @ B E R\right)$. The peak-to-peak optical power, that is, the difference between the power of the ones and the power of the zeros, is known as the optical modulation amplitude (OMA) [15]. Thus, this sensitivity measure is referred to as the OMA sensitivity. With Eq. (4.19), we can express the OMA sensitivity as

$$
\begin{equation*}
P_{\mathrm{sens}}^{O M A}=\frac{2 \mathcal{Q} i_{n}^{r m s}}{\mathcal{R}} \tag{4.25}
\end{equation*}
$$

or, with Eq. (4.20), more generally as

$$
\begin{equation*}
P_{\mathrm{sens}}^{O M A}=\frac{\mathcal{Q}\left(i_{n, 0}^{r m s}+i_{n, 1}^{r m s}\right)}{\mathcal{R}} \tag{4.26}
\end{equation*}
$$

For example, given an input-referred rms noise current of $1 \mu \mathrm{~A}$, a responsivity of $0.8 \mathrm{~A} / \mathrm{W}$, and a required BER of $10^{-12}$, the OMA sensitivity is $2 \cdot 7.03$. $1 \mu \mathrm{~A} /(0.8 \mathrm{~A} / \mathrm{W})=17.58 \mu \mathrm{~W}$, corresponding to -17.6 dBm .
Compared with the average-based optical sensitivity, $\bar{P}_{\text {sens }}$, the OMA sensitivity corresponds more closely to the electrical sensitivity, $i_{\text {sens }}^{p p}$. The OMA
measure was introduced to grant more flexibility to the transmitter design. An OMA specification permits the transmitter to be designed with a low or high extinction ratio, as long as it does not overload the receiver and meets eye safety. In contrast, an average-power specification usually comes together with a particular extinction-ratio requirement.

Sensitivity Degradations. All of the aforementioned sensitivity expressions assume an optimally set decision threshold (the same assumption as for Eqs. (4.8) and (4.10)). Moreover, the average-based sensitivity expressions $\left(\bar{P}_{\text {sens }}\right.$ and $\eta \bar{P}_{\text {sens }}$, but not $\left.P_{\text {sens }}^{O M A}\right)$ assume a high extinction ratio, that is, a negligible optical power level for the zeros.

In Section 4.7, we discuss how a decision-threshold offset and a finite extinction ratio degrade the sensitivity. The (average-based) optical receiver sensitivity defined in regulatory standards usually assumes the worst permissible extinction ratio. [ $\rightarrow$ Problem 4.8.]

Reference Bit-Error Rates. When specifying an (electrical or optical) receiver sensitivity, we must do so with respect to a reference BER. The most common reference BER is $10^{-12}$, which corresponds to $\mathcal{Q}=7.03$. Older standards, such as SONET OC-48, used higher reference BERs, such as $10^{-10}$. Component manufacturers usually aim at lower BERs, such as $10^{-15}(\mathcal{Q}=7.94)$, to meet the required system BER.

Advanced receivers make use of forward error correction (FEC) to digitally correct decision errors (cf. Appendix G). A typical FEC decoder can turn a bit stream with $B E R=10^{-4}$ into a corrected bit stream with $B E R=10^{-12}$. In this case, the system BER can be satisfied with a BER of only $10^{-4}$ at the decision circuit. Thus, the sensitivity of receivers with FEC is often specified for a reference BER of $10^{-4}(\mathcal{Q}=3.72)$ or even $10^{-3}(\mathcal{Q}=3.09)$ before FEC.

Dynamic Range. As we have seen, bit errors occur when the received signal is so weak that it becomes corrupted by the receiver's noise. Bit errors also occur when the received signal is very strong. Strong signals can overload the receiver resulting in excessive pulse-width distortion and jitter (cf. Section 5.2). Thus, besides the minimum signal level, known as the sensitivity or the sensitivity limit, there is a maximum signal level, known as the overload limit, beyond which the required BER cannot be met. In analogy to the sensitivity, we define the input overload current, $i_{o v l}^{p p}$, as the maximum peak-to-peak signal current for which a specified BER can just be met. Similarly, we define the optical overload power, $\bar{P}_{\text {oll }}$, as the maximum time-averaged optical power for which a specified BER can just be met.

The dynamic range of a receiver extends from the sensitivity limit to the overload limit and is defined as the ratio of these two limits. (In some applications the dynamic range ends before the overload limit is reached; cf. Section 5.3.)

Thus, the electrical dynamic range is $i_{o v l}^{p p} / i_{\text {sens }}^{p p}$, whereas the optical dynamic range is $\bar{P}_{\text {ool }} / \bar{P}_{\text {sens }}$. When expressed in decibels, the electrical dynamic range is $20 \log \left(i_{o v l}^{p p} / i_{\text {sens }}^{p p}\right)$, whereas the optical dynamic range is $10 \log \left(\bar{P}_{\text {ovl }} / \bar{P}_{\text {sens }}\right)$.

Power Budget. Clearly, a receiver with a better sensitivity permits a longer reach (assuming fiber dispersion is not a limiting factor). How long the optical link can be made is best discussed in terms of the power budget (or link budget) [2,7]. The difference between the transmitted power (in dBm ) and the receiver sensitivity (in dBm ) is the system gain that we can spend on various system losses, such as the fiber loss. For example, with a $1-\mathrm{mW}$ transmitter ( 0 dBm ) and a receiver with a sensitivity of -24 dBm , we have a system gain of 24 dB . We may consider spending this gain on a $120-\mathrm{km}$ long single-mode fiber (SMF) with $0.2 \mathrm{~dB} / \mathrm{km}$ having a total loss of 24 dB . Unfortunately, there are other losses and margins that we have to budget for and not all the gain can be spent on the fiber loss alone. Table 4.2 shows an example of a more realistic power budget. It includes losses for fiber connectors, a penalty for fiber dispersion, a margin for component aging, and finally a system (or safety) margin. After all these deductions, a gain of 16 dB is left to spend on the fiber loss, which translates into a link length of 80 km .

How significant is a $1-\mathrm{dB}$ difference in receiver sensitivity? The aforementioned example shows that every dB of sensitivity gained extends the link by about 5 km . This extension is a significant fraction of the total link length and therefore system designers care about small sensitivity improvements (or degradations) such as 0.05 dB .

The power-budget example in Table 4.2 is for an unamplified optical link. Much longer links can be built when optical in-line amplifiers are used. These amplifiers add to the system gain, making it relatively easy to meet the power budget. However, they also add noise requiring us to meet another kind of budget, the OSNR budget, which we discuss in Section 4.6.

Table 4.2 Power budget for an unamplified optical link.

| Parameter | Symbol | Value |
| :--- | :--- | ---: |
| Transmitter power | $\bar{P}_{\text {out }}$ | 0.0 dBm |
| Fiber connector loss (at transmitter) |  | -0.5 dB |
| Fiber attenuation (80 km of SMF at $1.55 \mu \mathrm{~m})$ |  | -16.0 dB |
| Fiber dispersion penalty | -1.0 dB |  |
| Fiber connector loss (at receiver) | -0.5 dB |  |
| Margin for aging |  | -3.0 dB |
| System margin | -3.0 dB |  |
| Receiver sensitivity (at actual extinction ratio) | $\bar{P}_{\text {sens }}$ | -24.0 dBm |

Sensitivity Analysis Based on Circuit Noise Only. For the following initial calculations, we ignore the detector noise and use Eq. (4.21) with $i_{n}^{r m s}=i_{n, \mathrm{ckt}}^{r m s}$ to estimate the sensitivity based on the circuit noise alone. Later we improve on these calculations.

The sensitivity of a receiver with a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector comes out as $[4,16]$

$$
\begin{equation*}
\bar{P}_{\mathrm{sens}, P I N}=\frac{\mathcal{Q} i_{n, \mathrm{ckt}}^{r m s}}{\mathcal{R}} \tag{4.27}
\end{equation*}
$$

The APD with avalanche gain $M$ has an $M$ times higher responsivity (cf. Eq. (3.11)), which leads to an $M$ times better receiver sensitivity:

$$
\begin{equation*}
\bar{P}_{\text {sens }, A P D}=\frac{1}{M} \cdot \frac{\mathcal{Q} i_{n, \text { ckt }}^{r m s}}{\mathcal{R}} \tag{4.28}
\end{equation*}
$$

Similarly, the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector with amplifier gain G has a $G$ times higher responsivity (cf. Eq. (3.18)), which leads to a $G$ times better receiver sensitivity:

$$
\begin{equation*}
\bar{P}_{\text {sens }, O A}=\frac{1}{G} \cdot \frac{\mathcal{Q} i_{n, \text { ckt }}^{r m s}}{\mathcal{R}} . \tag{4.29}
\end{equation*}
$$

The input-referred rms noise current $i_{n, \text { ckt }}^{r m s}$, which appears in all of the aforementioned sensitivity expressions, is defined in Eq. (4.18) and its calculation is discussed in Section 4.5.

Let us plug in some numbers. With the values $i_{n, \mathrm{ckt}}^{r m s}=250 \mathrm{nA}$ at $2.5 \mathrm{~Gb} / \mathrm{s}$, $1 \mu \mathrm{~A}$ at $10 \mathrm{~Gb} / \mathrm{s}, 4 \mu \mathrm{~A}$ at $40 \mathrm{~Gb} / \mathrm{s}, \mathcal{R}=0.8 \mathrm{~A} / \mathrm{W}, M=10, G=100$ (cf. Chapter 3), and $B E R=10^{-12}$, we find the sensitivity values listed in Table 4.3. We see how the sensitivities improve in proportion to the detector responsivities as we go from the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector to the APD and finally to the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector ( $\mathrm{OA}+\mathrm{p}-\mathrm{i}-\mathrm{n}$ ). [ $\rightarrow$ Problem 4.9.]

Sensitivity Analysis Including Detector Noise. Next, we repeat the sensitivity calculations, but this time taking the photodetector noise, $\overline{i_{n, P D}^{2}}(t)$, into account. This exercise reveals the significance of the detector noise relative to the circuit

Table 4.3 Approximate receiver sensitivities at $B E R=10^{-12}$ for various photodetectors. Only the circuit noise is taken into account.

| Parameter | Symbol | $2.5 \mathrm{~Gb} / \mathrm{s}$ | $10 \mathrm{~Gb} / \mathrm{s}$ | $40 \mathrm{~Gb} / \mathrm{s}$ |
| :--- | :--- | :--- | :--- | :--- |
| Circuit noise (rms) | $i_{n, \mathrm{ckt}}$ | 250 nA | $1 \mu \mathrm{~A}$ | $4 \mu \mathrm{~A}$ |
| Signal (pp) @ $B E R=10^{-12}$ | $i_{\text {sens }}$ | $3.5 \mu \mathrm{~A}$ | $14.1 \mu \mathrm{~A}$ | $56.3 \mu \mathrm{~A}$ |
| Sensitivity (p-i-n) | $\bar{P}_{\text {sens }, P I N}$ | -26.6 dBm | -20.6 dBm | -14.5 dBm |
| Sensitivity (APD) | $\bar{P}_{\text {sens }, A P D}$ | -36.6 dBm | -30.6 dBm | -24.5 dBm |
| Sensitivity (OA + p-i-n) | $\bar{P}_{\text {sens }, O A}$ | -46.6 dBm | -40.6 dBm | -34.5 dBm |

noise. Now, because the detector noise is signal dependent, we have to consider two different noise values, one for the zeros and one for the ones. The total input-referred mean-square noise current (detector noise plus circuit noise) can be written as $\overline{i_{n, 0}^{2}}=\overline{i_{n, P D, 0}^{2}}+\overline{i_{n, \mathrm{ckt}}^{2}}$ for the zeros and $\overline{i_{n, 1}^{2}}=\overline{i_{n, P D, 1}^{2}}+\overline{i_{n, \mathrm{ckt}}^{2}}$ for the ones.

The input-referred mean-square noise current of the detector, $\overline{i_{n, P D}^{2}}$, is defined as the mean-square noise voltage due to the detector at the output of the linear channel divided by $H_{0}^{2}$ (cf. Eq. (4.18)). We see in Section 4.5 that this is equivalent to $\overline{i_{n, P D}^{2}}=I_{n, P D}^{2} \cdot B W_{n}$, where $B W_{n}$ is the noise bandwidth of the linear channel. (The same expression does not work for the frequency-dependent circuit noise PSD.)

With the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector noise expressions $\overline{i_{n, P I N, 0}^{2}} \approx 0$ and $\overline{i_{n, P I N, 1}^{2}}=4 q \mathcal{R} \bar{P}$. $B W_{n}$ from Eqs. (3.8) and (3.9), we find the total noise on the zeros, $i_{n, 0}^{r m s}=i_{n, \mathrm{ckt}}^{r m s}$, and ones, $i_{n, 1}^{r m s}=\sqrt{4 q \mathcal{R} \bar{P}_{\text {sens }} \cdot B W_{n}+\left(i_{n, \mathrm{ckt}}^{r m s}\right)^{2}}$. Inserting these expressions into $\bar{P}_{\text {sens }}=\mathcal{Q}\left(i_{n, 0}^{r m s}+i_{n, 1}^{r m s}\right) /(2 \mathcal{R})$ from Eq. (4.22) and solving for $\bar{P}_{\text {sens }}$ reveals the sensitivity of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver [17]:

$$
\begin{equation*}
\bar{P}_{\mathrm{sens}, P I N}=\frac{\mathcal{Q} i_{n, \mathrm{ckt}}^{r m s}}{\mathcal{R}}+\frac{\mathcal{Q}^{2} q \cdot B W_{n}}{\mathcal{R}} \tag{4.30}
\end{equation*}
$$

The first term of this equation is due to the circuit noise and is identical to Eq. (4.27); the second term is due to the shot noise of the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector and is new. Using the APD noise expressions Eqs. (3.15) and (3.16) instead of the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ noise expressions, we find the sensitivity of an APD receiver [4, 16, 17]:

$$
\begin{equation*}
\bar{P}_{\mathrm{sens}, A P D}=\frac{1}{M} \cdot \frac{\mathcal{Q} i_{n, \mathrm{ckt}}^{r m s}}{\mathcal{R}}+F \cdot \frac{\mathcal{Q}^{2} q \cdot B W_{n}}{\mathcal{R}} \tag{4.31}
\end{equation*}
$$

Finally, the sensitivity of a receiver with an optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector can be derived from Eqs. (3.24) and (3.25):

$$
\begin{equation*}
\bar{P}_{\mathrm{sens}, O A}=\frac{1}{G} \cdot \frac{\mathcal{Q} i_{n, \mathrm{ckt}}^{r m s}}{\mathcal{R}}+\eta F \cdot \frac{\mathcal{Q}^{2} q \cdot B W_{n}}{\mathcal{R}} \tag{4.32}
\end{equation*}
$$

Note that Eq. (4.32), like the equations it was derived from, only takes the signal-spontaneous beat noise into account; for a more accurate expression that also accounts for the spontaneous-spontaneous beat noise, see Eq. (I.15) or [18].

Comparing the aforementioned three sensitivity expressions, we observe that the first term, due to the circuit noise, is suppressed with increasing detector gain ( $\mathrm{p}-\mathrm{i}-\mathrm{n} \rightarrow \mathrm{APD} \rightarrow \mathrm{OA}+\mathrm{p}-\mathrm{i}-\mathrm{n}$ ). The second term, due to the detector noise, increases with the detector noise figure (or excess noise factor) and thus is larger for the APD and the $\mathrm{OA}+\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector than for the simple $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector. [ $\rightarrow$ Problem 4.10.]

Table 4.4 Receiver sensitivities at $B E R=10^{-12}$ for various photodetectors. Circuit and detector noise are taken into account.

| Parameter | Symbol | $2.5 \mathrm{~Gb} / \mathrm{s}$ | $10 \mathrm{~Gb} / \mathrm{s}$ | $\mathbf{4 0 \mathrm { Gb } / \mathrm { s }}$ |
| :--- | :--- | :--- | :--- | :--- |
| Circuit noise (rms) | $i_{n \text {,ckt }}^{r m s}$ | 250 nA | $1 \mu \mathrm{~A}$ | $4 \mu \mathrm{~A}$ |
| Sensitivity (p-i-n) | $\bar{P}_{\text {sens }, P I N}$ | -26.5 dBm | -20.5 dBm | -14.5 dBm |
| Sensitivity (APD) | $\bar{P}_{\text {sens, } A P D}$ | -34.8 dBm | -28.8 dBm | -22.8 dBm |
| Sensitivity (OA + p-i-n) | $\bar{P}_{\text {sens, } O A}$ | -42.3 dBm | -36.2 dBm | -30.2 dBm |

Let us evaluate these equations for some example values. For the APD, we use $F=6$ corresponding to 7.8 dB ; for the $\mathrm{OA}+\mathrm{p}-\mathrm{i}-\mathrm{n}$, we use $\eta=0.64$ and $F=$ 3.16 corresponding to 5 dB (cf. Chapter 3 ). With these numbers and assuming that the noise bandwidth is $75 \%$ of the bit rate (see Sections 4.5 and 4.8 for a justification), we obtain the sensitivity numbers shown in Table 4.4.

When comparing these numbers with the approximations in Table 4.3, we note the following:

- The sensitivity of the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver hardly changed at all. This means that the shot noise contributed by the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector is negligible compared with the circuit noise.
- The sensitivity of the APD receiver degraded by about 1.8 dB . This means that the avalanche noise makes a significant contribution to the total noise.
- The sensitivity of the receiver with optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector degraded by about 4.3 dB . This means that the noise of the optical amplifier has a larger impact than the circuit noise.

Table 4.5 lists sensitivity numbers reported in the literature that were measured under back-to-back conditions. Compared with our example numbers in Table 4.4, the $10-\mathrm{Gb} / \mathrm{s}$ numbers are fairly close while the $40-\mathrm{Gb} / \mathrm{s}$ numbers

Table 4.5 Receiver sensitivities at $B E R=10^{-12}$ for various photodetectors. Measured in a back-to-back configuration.

| Bit rate (Gb/s) | Photodetector | Sensitivity (dBm) | Reference |
| :--- | :--- | :--- | :--- |
| 10 | $\mathrm{p}-\mathrm{i}-\mathrm{n}$ | -21.5 | $[19]$ |
| 10 | APD | -27.7 | $[19]$ |
| 10 | OA $+\mathrm{p}-\mathrm{i}-\mathrm{n}$ | -35.5 | $[20]$ |
| 40 | $\mathrm{p}-\mathrm{i}-\mathrm{n}$ | -9.1 | $[21]$ |
| 40 | APD | -17.8 | $[22]$ |
| 40 | OA $+\mathrm{p}-\mathrm{i}-\mathrm{n}$ | -28.5 | $[23]$ |

are several decibels worse, indicating that our $40-\mathrm{Gb} / \mathrm{s}$ example values were too optimistic.

Effects of Non-Gaussian Detector Noise. At the outset of our discussion, we made the assumption that the noise follows a Gaussian distribution. Although this is a good assumption for the circuit noise, the photodetector noise in direct-detection receivers typically has a distinctly non-Gaussian distribution (cf. Chapter 3). The deviation from the Gaussian distribution becomes most pronounced at the sensitivity limit where the optical power levels are small. Therefore, the sensitivity results in Eqs. (4.30)-(4.32) lose in accuracy when the detector noise becomes a significant fraction of the circuit noise.

Our analysis of the unamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver is good because the Gaussian circuit noise dominates the non-Gaussian detector noise, but the analysis of the APD receiver and the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver needs to be revisited. In those cases, the noise at the decision circuit must be taken as a superposition of the non-Gaussian detector noise and the Gaussian circuit noise. The total bit-error-determining noise distribution is obtained by convolving the two noise distributions.

A non-Gaussian analysis of the APD receiver reveals that the Gaussian approximation estimates the sensitivity within about 1 dB , but underestimates the optimum decision threshold (finds it too far below the midpoint) [24].

A non-Gaussian analysis of the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver finds that the Gaussian approximation estimates the sensitivity pretty accurately, within about 0.3 dB , but significantly underestimates the optimum decision threshold [25]. The closeness of the sensitivity approximation is due to a lucky mathematical coincidence [26]; the actual chi-square distributions are not close to the Gaussian distributions as is evident from the discrepancy in the optimum decision threshold. Moreover, the mathematical coincidence does not extend to optically amplified receivers with balanced detectors (cf. Section 3.5). For such receivers a non-Gaussian noise treatment is mandatory to avoid errors of several decibels [26].

Optimum APD Gain. We observed in Section 3.2 that there must be an optimum APD gain, because the avalanche gain $M$ can be increased only at the expense of a higher excess noise factor $F$ (cf. Eq. (3.17)). Now with Eq. (4.31) for the APD receiver sensitivity in our possession, we can derive a mathematical expression for the optimum APD gain, $M_{\text {opt }}$, that yields the best sensitivity. Intuitively, if $M$ is chosen too low, the first term in Eq. (4.31) containing $1 / M$ limits the sensitivity; conversely, if $M$ is chosen too high, the second term containing $F$ limits the sensitivity.

Combining Eqs. (4.31) and (3.17) and solving for the $M$ that minimizes $\bar{P}_{\text {sens }, A P D}$, we find $[2,4,16]$

$$
\begin{equation*}
M_{\mathrm{opt}}=\sqrt{\frac{i_{n, \mathrm{ckt}}^{r m s}}{\mathcal{Q} k_{A} q \cdot B W_{n}}-\frac{1-k_{A}}{k_{A}}} \tag{4.33}
\end{equation*}
$$

We see that $M_{\text {opt }}$ increases with increasing circuit noise, $i_{n, \text { ckt }}^{r m s}$, which makes sense because the APD gain helps to suppress this noise. Furthermore, $M_{\text {opt }}$ decreases with increasing $k_{A}$, which means that the optimum gain for a relatively noisy detector, such as an InGaAs APD ( $k_{A} \approx 0.6$ ), is smaller than that for a comparatively quiet detector, such as a silicon APD ( $k_{A} \approx 0.03$ ).

When taking the non-Gaussian distribution of the APD noise into account, the optimum gain is somewhat lower than given in Eq. (4.33) [24]. The noise corrupted decision threshold in burst-mode receivers (cf. Section 4.2) also affects the optimum gain. Specifically, the optimum gain is lower for short preambles but approaches the optimum gain of continuous-mode receivers for long preambles [10].

Interestingly, there is no corresponding optimum gain for an optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector. As we know, the noise figure $F$ of the optical amplifier decreases with increasing gain $G$ (cf. Fig. 3.20). Therefore, a higher gain always improves the sensitivity and there is no (finite) optimum gain.

Sensitivity of Coherent Receivers. So far we have been focusing on directdetection receivers. Now, let us analyze a coherent heterodyne (or intradyne) receiver for binary phase-shift keying (BPSK) (cf. Section 3.5). BPSK, like NRZ, is a two-valued format, but unlike NRZ, the optical power of a BPSK signal is constant while the optical phase flips back and forth between $0^{\circ}$ and $180^{\circ}$ (cf. Chapter 1).
To demodulate the IF signal from the coherent receiver front-end, we recover the IF carrier and multiply (mix) it with the incoming IF signal. This method is known as synchronous or coherent demodulation. It can be shown [7] that for a coherent BPSK receiver with synchronous demodulation the BER relates to the SNR as $\mathcal{Q}=\sqrt{S N R}$. Note that this is the same relationship as for a direct-detection NRZ receiver with additive noise (cf. Eq. (4.13)).

The signal and noise of a coherent receiver with balanced detector was discussed in Section 3.5. From Eq. (3.32), the mean-square value of the sinusoidal IF signal is $\overline{i_{S}^{2}}=\frac{1}{2}\left(2 \mathcal{R} \sqrt{P_{L O} \bar{P}_{S}}\right)^{2}=2 \mathcal{R}^{2} P_{L O} \bar{P}_{S}$, where $P_{L O}$ is the power of the local oscillator (LO). From Eq. (3.33), the mean-square noise of the detector is $2 q \mathcal{R} P_{L O} \cdot B W_{n}$, where it was assumed that the incoming optical signal is free of ASE noise (no optical amplifiers) and the relative intensity noise (RIN) from
the LO laser is fully suppressed by the balanced detector. Including the circuit noise, the total noise becomes $\overline{i_{n}^{2}}=\overline{i_{n, \mathrm{ckt}}^{2}}+2 q \mathcal{R} P_{L O} \cdot B W_{n}$. Dividing the signal power by the noise power reveals [7]

$$
\begin{equation*}
S N R=\frac{2 \mathcal{R}^{2} P_{L O} \bar{P}_{S}}{\overline{i_{n, \mathrm{ckt}}^{2}}+2 q \mathcal{R} P_{L O} \cdot B W_{n}} . \tag{4.34}
\end{equation*}
$$

Using $\mathcal{Q}=\sqrt{S N R}$ and solving for $\bar{P}_{S}$, we find the sensitivity of the heterodyne receiver for a BPSK signal:

$$
\begin{equation*}
\bar{P}_{\text {sens,het }}=\frac{1}{2 P_{L O}} \cdot\left(\frac{\mathcal{Q} i_{n, \mathrm{ckt}}^{r m s}}{\mathcal{R}}\right)^{2}+\frac{\mathcal{Q}^{2} q \cdot B W_{n}}{\mathcal{R}} \tag{4.35}
\end{equation*}
$$

Comparing this sensitivity to that of the simple p-i-n receiver in Eq. (4.30), we see that the first term due to the circuit noise is suppressed by $P_{L O}$, while the second term due to the shot noise is the same. Thus, by choosing a strong enough LO, we can make the first term small compared with the second term. When this condition is met, the coherent receiver is said to be shot-noise limited.

Evaluating Eq. (4.35) for the example values $\mathcal{R}=0.8 \mathrm{~A} / \mathrm{W}, B W_{n}=0.75 B$, and $P_{L O}=2 \mathrm{~mW}$, we obtain the sensitivities shown in Table 4.6. The coherent receiver turns out to be even more sensitive than the optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver (cf. Table 4.4).

In practice, the common-mode rejection (CMRR) of the balanced detector is not perfect (cf. Eq. (3.34)) and some RIN noise from the LO laser (cf. Eq. (3.31)) leaks through. This effect adds another term to the sensitivity expression in Eq. (4.35) that is proportional to $P_{L O}$. As a result, the sensitivity does not improve indefinitely with increasing LO power, but reaches an optimum, which occurs when the residual RIN noise is balanced with the circuit noise [27]. Other sensitivity degradations not accounted for in Eq. (4.35) are caused by the intrinsic loss when phase and polarization diversity is used and the excess loss of the interferometers [27].

Coherent receivers for higher-order modulation formats such as QPSK or 16-QAM require a higher SNR than the BPSK receiver in our example and thus have a lower sensitivity [28].

Table 4.6 Receiver sensitivity at $B E R=10^{-12}$ for coherent heterodyne detection of a BPSK signal. Circuit and detector shot noise are taken into account.

| Parameter | Symbol | $2.5 \mathrm{~Gb} / \mathrm{s}$ | $\mathbf{1 0 G b} / \mathbf{s}$ | $40 \mathrm{~Gb} / \mathrm{s}$ |
| :--- | :--- | :--- | :--- | :--- |
| Circuit noise (rms) | $i_{n \text {,ckt }}^{r m s}$ | 250 nA | $1 \mu \mathrm{~A}$ | $4 \mu \mathrm{~A}$ |
| Sensitivity (coherent) | $\bar{P}_{\text {sens,het }}$ | -47.0 dBm | -40.3 dBm | -32.2 dBm |

Sensitivity of Analog Receivers. To add some perspective, let us have a brief look at analog receivers and what mechanisms determine their sensitivity.

Assuming a transmitter with sinusoidal modulation and a receiver with a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, we can calculate the CNR as follows (cf. Section 4.2). The average photocurrent is $\mathcal{R} \bar{P}_{S}$. The amplitude of the AC photocurrent is $m \mathcal{R} \bar{P}_{S}$, where $m$ is the modulation index. Because the AC signal is a sine wave, its mean-square value is $\overline{i_{s}^{2}}=\frac{1}{2}\left(m \mathcal{R} \bar{P}_{S}\right)^{2}$. As for the noise, we have to account for three major components: the input-referred circuit noise $\overline{i_{n, \mathrm{ckt}}^{2}}$, the shot noise of the photodetector, which follows from Eq. (3.7) as $\overline{i_{n, P I N}^{2}}=2 q \mathcal{R} \bar{P}_{S} \cdot B W_{n}$, and the RIN noise of the laser in the transmitter, $\overline{i_{n, R I N}^{2}}=2 R I N \cdot \mathcal{R}^{2} \bar{P}_{S}^{2} \cdot B W_{n}$ [7]. Dividing the signal power by the sum of the three noise powers reveals [7]:

$$
\begin{equation*}
C N R=\frac{\frac{1}{2} m^{2} \mathcal{R}^{2} \bar{P}_{S}^{2}}{\overline{i_{n, \mathrm{ckt}}^{2}}+2 q \mathcal{R} \bar{P}_{S} \cdot B W_{n}+2 R I N \cdot \mathcal{R}^{2} \bar{P}_{S}^{2} \cdot B W_{n}} . \tag{4.36}
\end{equation*}
$$

The CNR given in Eq. (4.36) can be approximated by three asymptotes, each one corresponding to one dominating noise component. If circuit noise dominates, we have $C N R \approx m^{2} \mathcal{R}^{2} \bar{P}_{S}^{2} /\left(2 \overline{i_{n, \mathrm{ckt}}^{2}}\right)$; if shot noise dominates, we have $C N R \approx m^{2} \mathcal{R} \bar{P}_{S} /\left(4 q \cdot B W_{n}\right)$; and if RIN noise dominates, we have $C N R \approx m^{2} /\left(4 R I N \cdot B W_{n}\right)$. Figure 4.8 shows the total CNR (solid line) together with the three asymptotes (dashed lines) for a typical analog CATV application $\left(m=5 \%, \mathcal{R}=0.9 \mathrm{~A} / \mathrm{W}, i_{n, \text { ckt }}^{r m s}=12 \mathrm{nA}, B W_{n}=4 \mathrm{MHz}\right.$, and RIN $=-153 \mathrm{~dB} / \mathrm{Hz})$. Each asymptote has a different dependence on the received optical power $\bar{P}_{S}$ : the CNR due to the circuit noise increases with $\bar{P}_{S}^{2}$, the CNR due to the shot noise increases with $\bar{P}_{S}$, and the CNR due to the RIN noise is independent of $\bar{P}_{S}$. We can see that as we increase $\bar{P}_{S}$, the RIN noise, which increases proportional to the signal, becomes the ultimate limit for the CNR.

Figure 4.8 CNR as a function of received optical power for an analog CATV receiver.


The sensitivity of an analog receiver is the minimum optical power necessary to achieve the required CNR. In the case of an analog CATV application, a CNR of about 50 dB is required (cf. Appendix A) and based on Fig. 4.8 an input power of at least -6 dBm is necessary. Thus, the receiver operates in the shot-noise or RIN noise dominated regime. For more information on analog receivers, see Refs [12, 29].

BER Plots. The sensitivity and dynamic range of a digital optical receiver is determined by measuring the BER as a function of the received power and comparing it against the reference BER. A graph of the BER against the received optical power is known as a $B E R$ plot.

What do we expect these plots to look like? For a p-i-n receiver and an NRZ signal, we expect the curves to follow the theoretical result in Eq. (4.30), as long as the receiver is operated far away from its overload limit. Thus, the $\mathcal{Q}$ value calculated from the measured BER should be a linear function of the received optical power $\bar{P}_{S}$ (shot noise is assumed to be negligible). It is convenient to plot the BER values on a graph paper (coordinate system) that represents this relationship by a straight line. One possibility, illustrated in Fig. 4.9, is to choose $\bar{P}_{S}$ for the $x$-axis and $-\mathcal{Q}$ for the $y$-axis (the minus sign makes the $B E R$ go up with $y$ ). To make the graph more legible, we label the $y$-axis with BER values rather than $\mathcal{Q}$ values. This results in what may look like a logarithmic $B E R$ scale, but it is not logarithmic. Alternatively, if we prefer to represent the power in dBm rather than in mW , we can choose $10 \log \bar{P}_{S}$ (the power in dB ) for the $x$-axis and $-10 \log \mathcal{Q}$ for the $y$-axis [30]. The linear relationship between $\mathcal{Q}$ and $\bar{P}_{S}$ is still represented by a straight line in these logarithmic coordinates. Figure 4.10 shows an example of that type of BER plot. Note that both BER-plot examples show the same BER data. The second BER-plot type is more common because its logarithmic $x$-axis can represent a larger power range.


Figure 4.9 BER plot in the linear $\left(\bar{P}_{S},-Q\right)$ coordinate system. For small power values, the plot follows a straight line down to $B E R=10^{-15}$, where the sensitivity is $1 \mu \mathrm{~W}$.

Figure 4.10 BER plot in the $\left(10 \log \bar{P}_{s}\right.$, $-10 \log \mathcal{Q}$ coordinate system. For small power values, the plot follows a straight line down to $B E R=10^{-15}$, where the sensitivity is -30 dBm .


Data points plotted in this way can easily be extrapolated down to very low BERs. For example, Figs 4.9 and 4.10 show data points at $B E R=10^{-3}, 10^{-6}$, and $10^{-9}$ that can be extrapolated down to $10^{-15}$, revealing a sensitivity of $1 \mu \mathrm{~W}$ (or -30 dBm ) at this reference BER. Such extrapolations are very convenient because they avoid time-consuming low-BER measurements. However, the extrapolation is only correct if the following conditions are met: (i) the receiver noise must closely follow a Gaussian distribution over a range of many sigmas, (ii) the noise must not depend on the received power level, and (iii) the signal must not become distorted at high received power levels.

If the noise does increase with the received power level, the BER curves on our graph paper deviate from a straight line, becoming flatter with increasing power. Such a deviation happens for APD receivers and optically preamplified receivers and is a consequence of the $\mathcal{Q}^{2}$ term in Eqs. (4.31) and (4.32). In the extreme case, the BER curve flattens out completely, that is, even for high received power levels, the BER never goes below a certain value. This minimum BER value is known as the BER floor. Note that a BER floor limits the validity of BER extrapolations.

At very high power levels, the receiver front-end tends to overload, which means that the signal distortions become so severe that the BER increases rapidly with $\bar{P}_{S}$. Figures 4.9 and 4.10 show BER plots with an optical overload power of 1 mW (or 0 dBm ). The dynamic range, defined by the sensitivity and overload limits, is also indicated in the plots.

BER plots can be helpful to diagnose problems with the receiver. For example, from a few measured data points, we can see if they are on a straight line or not. A divergence from a straight line may indicate a BER floor. Moreover, from the slope of the plot in the linear coordinate system, we can infer the circuit noise $i_{n, \text { ckt }}^{r m s}$, assuming $\mathcal{R}$ is known and the detector noise is negligible.

The BER plot depends on the modulation format used. In our earlier example NRZ modulation was assumed. For higher-order modulation formats, such as


Figure 4.11 Bit-error rate test set (BERT) to measure the BER of an optical receiver.

4-PAM, QPSK, and 16-QAM, the BER for a given optical power is higher than that of a two-valued format, such as NRZ or BPSK.

BER Measurement. Figure 4.11 shows a typical measurement setup to characterize an optical receiver. The setup consists of a pulse pattern generator, an optical transmitter, an optical attenuator with power meter, the device under test (DUT), and an error detector. The pulse pattern generator and the error detector together are known as a bit-error rate test set (BERT).

The pulse pattern generator produces a pattern, such as a pseudorandom bit sequence (PRBS), in the form of an electrical NRZ signal. This signal is converted to an optical signal by means of a high-quality optical transmitter (a.k.a. electrical-to-optical converter). The optical signal then passes through an adjustable attenuator with a built-in power meter that measures the optical output power. The attenuated optical signal is fed to the receiver to be characterized, that is, to the DUT. The electrical output signal from the receiver is checked with an error detector, a test instrument that detects bit errors by comparing the received bit sequence with the expected sequence. To synchronize the error detector with the incoming bits, the error detector can recover the clock from the received signal or it can get the bit clock directly from the pulse pattern generator (as shown in Fig. 4.11). The sampling instant $t_{S}$ (phase offset) and the decision threshold voltage $V_{D T H}$ at the error detector must be adjusted until the lowest BER is found. Modern error detectors can find the optimum decision point automatically.

To make a BER plot, we proceed as follows. With the attenuator, we set the optical power for the DUT to a few decibels below the expected receiver sensitivity and measure the BER. This measurement can be done quickly because the BER is high (much higher than the reference BER). Then, we increase the optical power by a small amount (e.g., 0.2 dB ) and measure the BER again. We repeat this step until we reach BER values below the reference BER (or we run out of patience). Next, we take measurements near the overload limit. Finally, we plot the measured BER values against the set power values on the appropriate graph paper.

Low BER Issues. At very low BERs, such as $10^{-15}$, it becomes extremely time consuming to obtain an accurate BER reading. For example, to collect 10 errors at a BER of $10^{-15}$ and a bit rate of $10 \mathrm{~Gb} / \mathrm{s}$, we have to wait an average of $10^{6}$ seconds, which amounts to about 12 days! Even then, we have to wonder if 10 errors are enough for an accurate reading. Assuming the error count during a given time interval follows the Poisson distribution, we can estimate the uncertainty after collecting $n$ errors as $\sqrt{n}$. (A Poisson distribution with mean $n$ has a standard deviation of $\sqrt{n}$.) Thus, for 10 collected errors, the uncertainty is 3.2 or $32 \%$; for 100 errors, this uncertainty shrinks to $10 \%$, and so forth.

In some situations, it may be too tedious to collect even a single error. Fortunately, it is often not necessary to determine the exact BER value, but it is sufficient to be reasonably certain that the BER is below a certain value. For example, we may not care if the exact BER is $0.5 \cdot 10^{-12}$ or $10^{-15}$, but we would like to have $95 \%$ confidence that the BER is below $10^{-12}$. Again making use of the Poisson distribution, it can be shown [31] that receiving $3 n$ bits without an error is sufficient to conclude with a $95 \%$ confidence level that the BER is below $1 / n$. For example, if we measured $3 \cdot 10^{12}$ bits without an error, we are $95 \%$ sure that $B E R<10^{-12}$.

### 4.5 Noise Bandwidths and Personick Integrals

Total Input-Referred Noise. We saw in Section 4.4 that the input-referred rms noise current, $i_{n}^{r m s}$, plays a key role in determining the receiver sensitivity. Can this noise be calculated from the input-referred noise current PSD $I_{n}^{2}(f)$ ? It is tempting to integrate the input-referred noise PSD over all frequencies and write

$$
\begin{equation*}
\overline{i_{n}^{2}} \stackrel{?}{=} \int_{0}^{\infty} I_{n}^{2}(f) d f . \tag{4.37}
\end{equation*}
$$

But this cannot be right, because the integral does not converge if $I_{n}^{2}(f)$ contains the usual white or $f^{2}$-noise components (or both), leading to an unbounded noise current. Maybe we should integrate only up to the receiver's bandwidth:

$$
\begin{equation*}
\overline{i_{n}^{2}} \stackrel{?}{=} \int_{0}^{B W} I_{n}^{2}(f) d f \tag{4.38}
\end{equation*}
$$

At least, now we get a finite noise current. But note that the result is very sensitive to the upper bound of the integration because it is located in the rising part of the spectrum. Moreover, should that upper bound be the $3-\mathrm{dB}$ bandwidth or the noise bandwidth or something else? Unfortunately, all of our guesses are wrong!

Let us take a step back. Equation (4.18) defines the total input-referred noise as the total output noise divided by the midband value of $H(f)$. In squared
form, this is $\overline{i_{n}^{2}}=\overline{v_{n}^{2}} / H_{0}^{2}$. In turn, the mean-square output noise is obtained by integrating the output noise PSD. Working our way backward, the output noise PSD is obtained by shaping the input-referred noise PSD with $|H(f)|^{2}$ (cf. Eq. (4.6)). Putting these steps together, we find the correct equation for the total input-referred mean-square noise:

$$
\begin{equation*}
\overline{i_{n}^{2}}=\frac{1}{H_{0}^{2}} \int_{0}^{B W_{D}}|H(f)|^{2} I_{n}^{2}(f) d f \tag{4.39}
\end{equation*}
$$

where $H(f)$ is the frequency response of the linear channel, $H_{0}$ is its midband value, $B W_{D}$ is the bandwidth of the decision circuit, and $I_{n}^{2}(f)=I_{n, P D}^{2}(f)+$ $I_{n, \mathrm{ckt}}^{2}(f)$ is the input-referred noise current PSD of the detector and receiver circuits combined.

Noise Bandwidths. Equation (4.39) can be simplified, if we make suitable assumptions about the noise spectrum. We know from Section 4.1 that the input-referred noise current PSD can be approximated as (cf. Eq. (4.1))

$$
\begin{equation*}
I_{n}^{2}(f)=\alpha_{0}+\alpha_{2} f^{2} \tag{4.40}
\end{equation*}
$$

Parameter $\alpha_{0}$ describes the white part of the spectrum (due to the circuit and detector noise), and parameter $\alpha_{2}$ describes the $f^{2}$-noise part (we are neglecting possible $1 / f$ and $f$-noise for now). Now, we plug this PSD into Eq. (4.39):

$$
\begin{equation*}
\overline{i_{n}^{2}}=\frac{1}{H_{0}^{2}} \int_{0}^{B W_{D}}|H(f)|^{2}\left(\alpha_{0}+\alpha_{2} f^{2}\right) d f \tag{4.41}
\end{equation*}
$$

expand it as

$$
\begin{equation*}
\overline{i_{n}^{2}}=\alpha_{0} \cdot \frac{1}{H_{0}^{2}} \int_{0}^{B W_{D}}|H(f)|^{2} d f+\alpha_{2} \cdot \frac{1}{H_{0}^{2}} \int_{0}^{B W_{D}}|H(f)|^{2} f^{2} d f \tag{4.42}
\end{equation*}
$$

and rewrite it in the form (we will see why in a moment)

$$
\begin{equation*}
\overline{i_{n}^{2}}=\alpha_{0} \cdot B W_{n}+\frac{\alpha_{2}}{3} \cdot B W_{n 2}^{3}, \tag{4.43}
\end{equation*}
$$

where

$$
\begin{align*}
& B W_{n}=\frac{1}{H_{0}^{2}} \int_{0}^{B W_{D}}|H(f)|^{2} d f  \tag{4.44}\\
& B W_{n 2}^{3}=\frac{3}{H_{0}^{2}} \int_{0}^{B W_{D}}|H(f)|^{2} f^{2} d f \tag{4.45}
\end{align*}
$$

The bandwidths $B W_{n}$ and $B W_{n 2}$ depend only on the receiver's frequency response $|H(f)|$ and the decision circuit's bandwidth $B W_{D}$. The latter is uncritical as long as it is larger than the receiver bandwidth and the receiver

Table 4.7 Numerical values for $B W_{n}$ and $B W_{n 2}$.

| $\boldsymbol{H}(\boldsymbol{f})$ | $B W_{n}$ | $B W_{n 2}$ |
| :--- | :--- | :--- |
| 1st-order low pass | $1.57 \cdot B W_{3 \mathrm{~dB}}$ | $\infty$ |
| 2nd-order low pass, crit. damped $(Q=0.500)$ | $1.22 \cdot B W_{3 \mathrm{~dB}}$ | $2.07 \cdot B W_{3 \mathrm{~dB}}$ |
| 2nd-order low pass, Bessel $(Q=0.577)$ | $1.15 \cdot B W_{3 \mathrm{~dB}}$ | $1.78 \cdot B W_{3 \mathrm{~dB}}$ |
| 2nd-order low pass, Butterworth $(Q=0.707)$ | $1.11 \cdot B W_{3 \mathrm{~dB}}$ | $1.49 \cdot B W_{3 \mathrm{~dB}}$ |
| Brick-wall low pass | $1.00 \cdot B W_{3 \mathrm{~dB}}$ | $1.00 \cdot B W_{3 \mathrm{~dB}}$ |
| Rectangular (impulse response) filter | $0.500 \cdot B$ | $\infty$ |
| NRZ to full raised-cosine filter | $0.564 \cdot B$ | $0.639 \cdot B$ |

response rolls off rapidly. Because these conditions usually are met and to keep things simple, we subsequently use $B W_{D} \rightarrow \infty$. Numerical values for the bandwidths $B W_{n}$ and $B W_{n 2}$ for some simple receiver responses are listed in Table 4.7 (cf. Eqs. (H.8) and (H.9)). As soon as these bandwidths and the noise parameters $\alpha_{0}$ and $\alpha_{2}$ are known, we can easily calculate the total input-referred noise current with Eq. (4.43).

Why did we choose this peculiar form for Eq. (4.43)? Because it leads to a neat interpretation of the bandwidths $B W_{n}$ and $B W_{n 2}$. If we were to integrate the input-referred noise current PSD Eq. (4.40) up to the bandwidth $B W$, as suggested by the incorrect Eq. (4.38), we would get

$$
\begin{equation*}
\overline{i_{n}^{2}}=\alpha_{0} \cdot B W+\frac{\alpha_{2}}{3} \cdot B W^{3} . \tag{4.46}
\end{equation*}
$$

By comparing this result with Eq. (4.43), we realize that the latter equation can be interpreted as the result of integrating the white-noise component of the input-referred noise current PSD up to $B W_{n}$ and the $f^{2}$-noise component up to $B W_{n 2}$. This interpretation is illustrated by Fig. 4.12. You probably guessed it: $B W_{n}$ is the noise bandwidth (a.k.a., noise equivalent bandwidth) of the receiver's frequency response [32,33]; $B W_{n 2}$ could be called the second-order noise bandwidth, because it plays the same role as the (zeroth-order) noise bandwidth $B W_{n}$, when we replace the white $\left(f^{0}\right)$ noise with $f^{2}$ noise $[34,35]$.

Now let us go back and see how far off a simple integration of the input-referred noise current PSD up to the 3-dB bandwidth would be. Integrating up to the $3-\mathrm{dB}$ point means that we set $B W_{n}=B W_{n 2}=B W_{3 \mathrm{~dB}}$. Consulting Table 4.7, we find that this is the right thing to do in the case of the brick-wall low-pass response, but in all other cases, we incur an error. For example, in the case of the second-order Butterworth response, we underestimate the white-noise power by a factor 1.11 and the $f^{2}$-noise power by a factor $1.49^{3}=3.33$. If we integrate the input-referred noise current PSD up to the noise bandwidth $B W_{n}$, we get the correct white-noise power contribution,


Figure 4.12 Interpretation of $B W_{n}$ and $B W_{n 2}$ as integration bounds.
but we still underestimate the $f^{2}$-noise power by a factor $(1.49 / 1.11)^{3}=2.43$. These are significant differences and, if ignored, leave us scratching our heads over why the measured receiver sensitivity is not as good as the predicted one!

Earlier (in Chapter 3 and Section 4.4), we calculated the mean-square noise currents of various photodetectors by multiplying the noise current PSD with the noise bandwidth of the receiver: $\overline{i_{n, P D}^{2}}=I_{n, P D}^{2} \cdot B W_{n}$. We now understand that this is correct because the detector noise is white ( $\alpha_{2}=0$ ). In Chapter 6, we calculate the input-referred mean-square noise current of transimpedance amplifiers, $\overline{i_{n, T I A}^{2}}$. Since the latter amplifiers have a colored input-referred noise spectrum ( $\alpha_{2} \neq 0$ ), both terms in Eq. (4.43) must be taken into account.

Personick Integrals. For an electrical engineer, the noise bandwidths $B W_{n}$ and $B W_{n 2}$ have an intuitive meaning, and this is why we introduced them first. In the optical receiver literature, however, we often find the so-called Personick integrals instead of the noise bandwidths (named after the same Personick who gave us the Personick Q) $[2-4,14,16,36]$. These integrals are designated with $I_{1}, I_{2}$, and $I_{3}$ and are defined such that the input-referred mean-square noise current can be written as

$$
\begin{equation*}
\overline{i_{n}^{2}}=\alpha_{0} \cdot I_{2} B+\alpha_{2} \cdot I_{3} B^{3}, \tag{4.47}
\end{equation*}
$$

where $B$ is the bit rate. Thus, by comparing this equation with Eqs. (4.43)-(4.45), the second and third Personick integrals can be identified as

$$
\begin{align*}
& I_{2}=\frac{1}{H_{0}^{2} B} \int_{0}^{\infty}|H(f)|^{2} d f=\frac{B W_{n}}{B}  \tag{4.48}\\
& I_{3}=\frac{1}{H_{0}^{2} B} \int_{0}^{\infty}|H(f)|^{2}\left(\frac{f}{B}\right)^{2} d f=\frac{1}{3}\left(\frac{B W_{n 2}}{B}\right)^{3} . \tag{4.49}
\end{align*}
$$

In other words, the Personick integrals $I_{2}$ and $I_{3}$ are normalized noise bandwidths. For example, if the receiver has a second-order Butterworth frequency response with a $3-\mathrm{dB}$ bandwidth equal to $\frac{2}{3}$ of the bit rate (we justify this choice in Section 4.8), we find with the help of Table 4.7 the values $I_{2}=0.740$ and $I_{3}=0.329$ for the Personick integrals (cf. Eqs. (H.10) and (H.11)).

What happened to the first Personick integral? This integral, $I_{1}$, as well as a sum $\sum_{1}$ (also introduced by Personick) relate to the noise spillover that occurs when the nonstationary detector noise passes through the linear channel. If we neglect this effect, as we did in Section 4.2, $I_{1}$ and $\sum_{1}$ are not needed.

A receiver model often used for theoretical considerations transforms ideal NRZ pulses at the input into pulses with a full raised-cosine spectrum at the output (we discuss this frequency response in Section 4.9). The Personick integrals for this case have the often-seen values $I_{2}=0.564$ and $I_{3}=0.087$ (corresponding to the last entry of Table 4.7). Most practical receivers, however, have $I_{2}$ and $I_{3}$ values that are larger than that [37].

Generalized Noise Bandwidths and Personick Integrals. It is straightforward to generalize the concept of noise bandwidths for an input-referred noise current PSD of the general form $I_{n}^{2}(f)=\sum_{i=0}^{k} \alpha_{i} f^{i}$. Now there are $k+1$ noise bandwidths, $B W_{n 0}, B W_{n 1}, B W_{n 2}, \ldots, B W_{n k}$, one for each power of $f$ [35]:

$$
\begin{equation*}
B W_{n i}^{i+1}=\frac{i+1}{H_{0}^{2}} \int_{0}^{\infty}|H(f)|^{2} f^{i} d f \tag{4.50}
\end{equation*}
$$

where, of course, $B W_{n 0}=B W_{n}$. Similarly, the concept of Personick integrals can be generalized for an arbitrary spectrum in the form of a power series [38-40].

In particular, the noise bandwidth $B W_{n 1}$, which relates to an input-referred noise PSD that increases linearly with frequency, is of significance in systems with strong flicker noise (cf. Section 6.3). The corresponding Personick integral is designated with $I_{f}$ [39] (although $I_{2.5}$ would have been a more logical choice) and is defined as:

$$
\begin{equation*}
I_{f}=\frac{1}{H_{0}^{2} B} \int_{0}^{\infty}|H(f)|^{2} \frac{f}{B} d f=\frac{1}{2}\left(\frac{B W_{n 1}}{B}\right)^{2} \tag{4.51}
\end{equation*}
$$

### 4.6 Optical Signal-to-Noise Ratio

Cascade of Optical Amplifiers. Ultra-long-haul fiber links without electrical regenerators became possible with the development of reliable optical in-line amplifiers in the 1990s. These amplifiers are inserted into the fiber link at regular intervals to boost the optical signal. Let us consider a $10,000-\mathrm{km}$ long fiber link connecting two continents as an example. With a fiber loss of $0.2 \mathrm{~dB} / \mathrm{km}$, we need to compensate a total link loss of $2,000 \mathrm{~dB}$. One way to


Figure 4.13 A cascade of optical amplifiers followed by a p-i-n receiver.
accomplish this is by inserting 200 optical amplifiers with gain $G=10 \mathrm{~dB}$ at intervals of 50 km (see Fig. 4.13). Although the optical signal at the output of this amplified link is as strong as at the input, the accumulated noise from the 200 amplifiers is a potential problem.

In the following, we analyze the BER of the aforementioned link. We take two approaches: in the first (and unconventional) approach, we regard the whole fiber link including all the amplifiers as part of the detector, which leads to an analysis very similar to our previous sensitivity calculations. In the second approach, we give up the notion of sensitivity and do the calculations in terms of OSNR. The two approaches are equivalent and lead to the same results.

First, let us consider the whole $10,000-\mathrm{km}$ link, including all the optical amplifiers to be part of the detector. In other words, the input of our extended receiver is at the transmitter's end. To derive the "sensitivity" of this system, we regard the whole amplified link as a single equivalent optical amplifier with gain $G^{\prime}$ and noise figure $F^{\prime}$. If we assume that the fiber loss is exactly balanced by the optical amplifier gain $G$, we have $G^{\prime}=1$. It can be shown (cf. solution to Problem 3.9 on p. 501) that the noise figure of a fiber with loss $G$ is $G$. With the amplifier noise figure $F$, the total noise figure of the link becomes $F^{\prime}=n G F$, where $n$ is the number of amplifiers and $G$ is the gain of each amplifier (cf. Eq. (I.7)). Substituting $G^{\prime}$ and $F^{\prime}$ into Eq. (4.32) for the sensitivity of an optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver yields

$$
\begin{equation*}
\bar{P}_{\mathrm{sens}, O A C}=\frac{\mathcal{Q} i_{n, \mathrm{ckt}}^{r m s}}{\mathcal{R}}+\eta n G F \cdot \frac{\mathcal{Q}^{2} q \cdot B W_{n}}{\mathcal{R}} . \tag{4.52}
\end{equation*}
$$

For example, with 200 amplifiers, $G=10 \mathrm{~dB}$, and $F=5 \mathrm{~dB}$, we get the compound noise figure $F^{\prime}=38 \mathrm{~dB}$. The "sensitivity" $\bar{P}_{\text {sens }, O A C}$ for a $10-\mathrm{Gb} / \mathrm{s}$ system $\left(B W_{n}=7.5 \mathrm{GHz}, i_{n, \mathrm{ckt}}^{r m s}=1 \mu \mathrm{~A}, \mathcal{R}=0.8 \mathrm{~A} / \mathrm{W}, \eta=0.64, B E R=10^{-12}\right)$ comes out as -5.3 dBm , essentially regardless of the circuit noise $i_{n, \mathrm{ckt}}^{r m s}$. This "sensitivity" is very low, but recall that it refers to the far end of the fiber link. So all this means is that the transmitter must launch a power of at least $\bar{P}_{\text {out }}=-5.3 \mathrm{dBm}$ into the fiber to get the desired BER.

We can draw two conclusions from this example. First, it is indeed possible to send bits over a $10,000-\mathrm{km}$ fiber link with 200 erbium-doped fiber amplifiers (EDFAs) and receive them with a low BER such as $10^{-12}$ ! This fact is also
demonstrated by commercial transpacific undersea cables such as the $8,600-\mathrm{km}$ long TPC-5, Segment J connecting the United Stated with Japan, which contains 260 EDFA-type repeaters spaced 33 km apart [41].

The second conclusion is that the concept of receiver sensitivity loses its meaning in situations where many in-line amplifiers contribute most of the system noise. Remember, receiver sensitivity is the minimum optical power required to achieve a certain BER based on detector and circuit noise but no incoming optical noise. In optically amplified long-haul and ultra-log-haul systems, the concept of sensitivity must be replaced by the concept of required OSNR, which we discuss next.

Optical Signal-to-Noise Ratio. OSNR, like SNR, can be defined in more than one way. To avoid confusion, let us define it here as the average optical signal power divided by the average optical noise power, $\bar{P} / P_{A S E}$. The average optical noise power is measured in the optical (noise) bandwidth $B W_{O}$ and can be written as $P_{A S E}=S_{A S E} \cdot B W_{O}$, where $S_{A S E}$ is the optical noise PSD in both polarization modes (cf. Section 3.3).

The designer of optically amplified transmission systems is interested in the minimum OSNR required at the receiver rather than the sensitivity of the receiver. The transmit power, the spacing of the optical amplifiers, their gain and noise figure are then selected such that the required OSNR at the receiver is met. To illustrate this method, let us repeat the previous calculation but now thinking in terms of OSNR.

First, we want to know what OSNR is required at the receiver to meet the desired BER. This OSNR is known as the required $O S N R, O S N R_{\text {req }}$. To keep things simple at this point, we consider a direct-detection receiver with signal-spontaneous beat noise only (no spontaneous-spontaneous beat noise and no circuit noise) and an NRZ signal with zero optical power for the zeros (high extinction). With these assumptions, the input-referred noise for the zeros is $i_{n, 0}^{r m s}=0$ and the noise for the ones is $i_{n, 1}^{r m s}=\mathcal{R} \sqrt{4 \bar{P} \cdot P_{A S E}} \cdot \sqrt{B W_{n} / B W_{O}}$, where we have used Eq. (3.19) and $P_{A S E}=S_{A S E} \cdot B W_{O}$. The signal swing for an ideal NRZ signal at the photodetector is $i_{S}^{p p}=2 \mathcal{R} \bar{P}$. Inserting these expression into $\mathcal{Q}=i_{S}^{p p} /\left(i_{n, 0}^{r m s}+i_{n, 1}^{r m s}\right)$ and solving for $O S N R_{\text {req }}=\bar{P} / P_{A S E}$, we find $[42,43]$

$$
\begin{equation*}
O S N R_{\mathrm{req}}=\mathcal{Q}^{2} \cdot \frac{B W_{n}}{B W_{O}} \tag{4.53}
\end{equation*}
$$

For example, a $10-\mathrm{Gb} / \mathrm{s}$ receiver with $B W_{n}=7.5 \mathrm{GHz}$ operating at the $1.55-\mu \mathrm{m}$ wavelength needs an OSNR of 14.7 dB measured in a $0.1-\mathrm{nm}$ optical bandwidth $\left(B W_{O}=12.5 \mathrm{GHz}\right.$ at $\left.\lambda=1.55 \mu \mathrm{~m}\right)$ to achieve a BER of $10^{-12}$.

Next, we want to know what OSNR we get at the end of a chain of $n$ amplifiers. The optical signal power at the end is $\bar{P}_{\text {out }}$, the same as the launch power of
the transmitter because the amplifier gain and the fiber loss are balanced. The optical noise power at the end of the chain is the sum of the noise from all $n$ amplifiers, $P_{A S E}=n S_{A S E} \cdot B W_{O}$, because the gain from each EDFA output to the link output is one. Thus, we have [44]

$$
\begin{equation*}
O S N R=\frac{\bar{P}_{\text {out }}}{n S_{A S E} \cdot B W_{O}} \approx \frac{\bar{P}_{\text {out }}}{n G F \cdot h c / \lambda \cdot B W_{O}}, \tag{4.54}
\end{equation*}
$$

where, on the right-hand side, we expressed $S_{A S E}$ in terms of the amplifier noise figure, $F \approx \tilde{F}$, using Eq. (3.27). If we transform Eq. (4.54) into the log domain and specialize it for $\lambda=1.55 \mu \mathrm{~m}$ and a $B W_{O}$ corresponding to 0.1 nm , we obtain the engineering rule [45]

$$
\begin{equation*}
\text { OSNR }(\mathrm{dB}) \approx 58 \mathrm{~dB}+\bar{P}_{\mathrm{out}}(\mathrm{dBm})-G(\mathrm{~dB})-F(\mathrm{~dB})-10 \log n . \tag{4.55}
\end{equation*}
$$

For example, with the familiar values $n=200, F=5 \mathrm{~dB}$, and $G=10 \mathrm{~dB}$, we find that we need $\bar{P}_{\text {out }}=-5.3 \mathrm{dBm}$ to achieve the required OSNR of 14.7 dB in a $0.1-\mathrm{nm}$ optical bandwidth. This is same transmit power that we found earlier with the extended receiver argument! [ $\rightarrow$ Problem 4.11.]

OSNR Budget. The aforementioned example glosses over several issues that are important in practical systems. Similar to our power budget in Table 4.2, we need to account for system penalties and margins [44, 46, 47]. Table 4.8 shows a more realistic OSNR budget. After calculating the OSNR in the first six lines with Eq. (4.55), starting with a transmit power of 4 dBm , we deduct various OSNR penalties and margins. The OSNR penalties account for propagation

Table 4.8 OSNR budget for an amplified optical link.

| Parameter | Symbol | Value |
| :--- | :--- | ---: |
| Transmitter power | $\bar{P}_{\text {out }}$ | 4.0 dBm |
| Constant in Eq. (4.55) | $G$ | +58.0 dB |
| Amplifier gain (or span loss) | $F$ | -10.0 dB |
| Amplifier noise figure | $n$ | -5.0 dB |
| Number of amplifiers (10 log $n$ in dB) | $O S N R$ | 24.0 dB |
| OSNR according to Eq. (4.55) |  | -3.0 dB |
| Penalty for dispersion, nonlinearity, crosstalk, etc. | -3.0 dB |  |
| Penalty for manufacturing and time variations |  | -1.0 dB |
| Margin for aging and repair |  | -1.0 dB |
| System margin | $O S N R$ | 16.0 dB |
| Worst-case OSNR at the receiver |  |  |

impairments (fiber dispersion, fiber nonlinearity, and crosstalk in WDM systems), manufacturing variations, and time variations. The margins account for aging, repair, and added system reliability. After these deductions we obtain the worst-case OSNR at the receiver. To recover the data from the received optical signal at the desired BER, this OSNR must match (or exceed) $O S N R_{\text {req }}$.
In practice, the required OSNR is also quite a bit higher than suggested by the simple Eq. (4.53). A finite extinction ratio and spontaneous-spontaneous beat noise both degrade the required OSNR. Forward error correction (FEC) can be used to counteract these degradation (cf. Appendix G). The 16-dB OSNR at the bottom of Table 4.8 is just about enough for a practical 10-Gb/s NRZ receiver with FEC to operate at $B E R=10^{-12}$. Measured values for the required OSNR are listed in Table 4.11.

As a practical matter it is important to ascertain that the transmission system operates with the margins it has been designed for. For our example in Table 4.8 we expect a received OSNR of 18 dB at the beginning of the system life, slowly degrading to 17 dB over its lifetime. Although it is possible to measure the received OSNR to confirm the margin, it is more accurate and more direct to measure the Q parameter with the receiver itself [44, 46]. This measurement can be performed by sweeping the decision threshold of the receiver while observing the BER [48].

To bring the link analysis in line with this practice, the OSNR budget in Table 4.8 can be recast in terms of Q parameters, in this context often called Q factors $[44,46]$ (cf. the table on p .505 ). When these Q factors are expressed in decibels using the conversion rule $20 \log \mathcal{Q}$, OSNR penalties become equal to Q penalties and OSNR margins become equal to Q margins because $\mathcal{Q}^{2}$ is proportional to OSNR (cf. Eq. (4.53)). The Q-factor budget starts out the same way as the OSNR budget, but then the OSNR value in line 6 is converted to the so-called ideal Q factor. After all penalties and margins are deducted from the ideal Q factor, the resulting worst-case Q factor must match (or exceed) the value required for the desired BER. [ $\rightarrow$ Problem 4.12.]

OSNR Limit and BER Plots. To make a connection between the receiver sensitivity and the required OSNR, let us consider a graph that shows the received OSNR on the $x$-axis and the received optical power, $\bar{P}_{S}$, on the $y$-axis. Such a graph contains a region for which the BER is less that the reference BER. Figure 4.14 shows an example region for which $B E R<10^{-12}$.

On the far right, where the OSNR is high, the graph represents the situation of an unamplified transmission system. Imagine that we follow a vertical line, located in this region, from low to high power levels. The BER starts out high, but decreases with increasing power. When we pass the sensitivity limit, it falls below $10^{-12}$. Eventually the BER reaches a minimum (BER floor) and then starts to increase again. When we cross the overload limit, the BER climbs back


Figure 4.14 OSNR, sensitivity, and overload limits.
above $10^{-12}$. Of course, this BER profile is just what we discussed in Section 4.4 and illustrated with the BER plots in Figs 4.9 and 4.10.

Now, if we move our vertical line further and further to the left, which means that we decrease the OSNR (increase the optical noise), the corresponding BER plot changes its shape. The BER floor rises and the dynamic range shrinks, up to the point where it becomes zero. At this point, we have reached the OSNR limit. Beyond this limit, we cannot meet the BER, regardless of the optical power available (cf. Eq. (I.16)). It is near this OSNR limit that transmission systems with many in-line amplifiers operate. [ $\rightarrow$ Problem 4.13.]

In Section 4.4 we became accustomed to plot the BER against the received optical power (cf. Figs 4.9 and 4.10). For amplified systems, however, we are interested in a plot that shows the BER against the received OSNR [49]. An example of such a plot is shown in Fig. 4.15. Whereas the conventional BER plot corresponds to a vertical slice through Fig. 4.14, this plot corresponds to a horizontal slice through the same figure. The required OSNR for a given reference BER can be read directly from this BER plot. From Fig. 4.15, we find $O S N R_{\text {req }}=20.7 \mathrm{~dB}$ at $B E R=10^{-12}$.


Equation (4.53) suggests that for an NRZ direct-detection receiver $\mathcal{Q}$ is proportional to $\sqrt{O S N R}$. As before, we can take advantage of this knowledge and choose a coordinate system (or graph paper) in which this relationship is represented by a straight line. Choosing $10 \log O S N R(O S N R$ in dB$)$ for the $x$-axis and $-10 \log \mathcal{Q}$ for the $y$-axis does the trick (cf. Fig. 4.15). The main differences between this BER plot and the conventional BER plot are that the $x$-axis represents OSNR instead of power, that the expected slope of the plot is halved (because of the square root), and that the plot has no rising part (a high OSNR does not cause overload).

Noise-Loaded BER Measurement. To measure the BER as a function of the OSNR, we need to extend the setup in Fig. 4.11 by adding an optical noise source with variable output power. This extra noise is added to the signal from the transmitter with an optical coupler. The resulting noisy optical signal passes through an attenuator with power meter feeding the receiver under test [47]. By adjusting the power of the optical noise relative to the transmitted signal, we can set the OSNR and by adjusting the attenuator in front of the receiver we can set the received optical power. Thus, we can measure the BER for any combination of OSNR and $\bar{P}_{S}$, that is, for any point in the plane of Fig. 4.14. The BER measured in this way is known as the noise-loaded BER.

Optical Reference Bandwidth. Earlier in this section, we defined OSNR as the optical signal power divided by the optical ASE noise power in the bandwidth $B W_{O}$. Clearly, the choice of this bandwidth affects the OSNR value. With the ASE noise being approximately white, a doubling of this bandwidth reduces the OSNR by 3 dB . In practice, a $0.1-\mathrm{nm}$ optical bandwidth, which corresponds to $B W_{O}=12.5 \mathrm{GHz}$ at $\lambda=1.55 \mu \mathrm{~m}$, has become a common choice, regardless of the bit rate [50].

Figure 4.16 illustrates the spectrum of the NRZ signal and the noise relative to the $0.1-\mathrm{nm}$ optical bandwidth. Whereas the signal spectrum of a $2.5 \mathrm{~Gb} / \mathrm{s}$


Figure 4.16 Definition of OSNR in a 0.1-nm optical bandwidth for (a) a $2.5 \mathrm{~Gb} / \mathrm{s}$ and (b) a $10 \mathrm{~Gb} / \mathrm{s}$ NRZ signal.

Table 4.9 Required optical signal-to-noise ratio (in 0.1 nm ). Only signal-spontaneous beat noise is taken into account and high extinction is assumed (Eq. (4.53)).

| Parameter | Symbol | $10 \mathrm{~Gb} / \mathrm{s}$ | $40 \mathrm{~Gb} / \mathrm{s}$ | $160 \mathrm{~Gb} / \mathrm{s}$ |
| :--- | :--- | :--- | :--- | :--- |
| OSNR w/o FEC | $O S N R_{\text {req }} @ B E R=10^{-12}$ | 14.7 dB | 20.7 dB | 26.8 dB |
| OSNR with FEC | $O S N R_{\text {req }} @ B E R=10^{-4}$ | 9.2 dB | 15.2 dB | 21.2 dB |

signal fits mostly into the $0.1-\mathrm{nm}$ bandwidth, a large part of the $10-\mathrm{Gb} / \mathrm{s}$ spectrum (and an even larger part of the $40-\mathrm{Gb} / \mathrm{s}$ spectrum) is truncated. To avoid this truncation, the signal power for the OSNR calculation is defined as the total power, not restricted to the $0.1-\mathrm{nm}$ bandwidth; only the noise power is restricted to the $0.1-\mathrm{nm}$ optical (noise) bandwidth. Thus, OSNR is not so much a signal-to-noise ratio but rather a signal-to-noise density ratio [50].

Bit-Rate Dependence. Let us evaluate the simple expression for $O S N R_{\text {req }}$ in Eq. (4.53) for three different bit rates and two different reference BERs to get a better feeling for the numerical values. The results are shown in Table 4.9. For this example we assume that a system without error correction requires $B E R=10^{-12}$, whereas a system with error correction is happy with $B E R=10^{-4}$ at the decision circuit, which is then boosted to $B E R=10^{-12}$ after error correction. As before, the noise bandwidth of the receiver is taken to be $0.75 B$.

Table 4.9 makes clear that the required OSNR depends on the bit rate, increasing by 6 dB for every quadrupling in speed. This dependence is a direct consequence of the convention to measure OSNR in a fixed optical bandwidth, regardless of the bit rate. In contrast, the required electrical SNR at the decision circuit is bit-rate independent and is measured over a bandwidth that is large compared with the receiver bandwidth.

Required-OSNR Degradations. The required OSNR, as calculated with Eq. (4.53), is rather optimistic. In practice, the received signal has a finite extinction ratio, that is, the zeros have a non-zero power. This results in a reduced signal swing and in signal-spontaneous beat noise for the zeros. Both effects push the required OSNR to a higher value (cf. Eq. (I.17)). [ $\rightarrow$ Problem 4.14.]

Another effect neglected in Eq. (4.53) is the spontaneous-spontaneous beat noise, which adds to the noise of the zeros, even (and especially) when the extinction is high. When including this effect, the required OSNR goes up further $[6,44,46]$ (cf. Eqs. (I.18) and (I.19)). Table 4.10 lists example values calculated for an extinction ratio of 10 and taking spontaneous-spontaneous beat noise into account. To further improve the accuracy of the required-OSNR calculations, the non-Gaussian noise statistics must be taken into account [51,52]. [ $\rightarrow$ Problems 4.15 and 4.16.]

Table 4.10 Required optical signal-to-noise ratio (in 0.1 nm ). Signal-spontaneous and spontaneous-spontaneous beat noise are taken into account and $E R=10$ (Eq. (I.19)).

| Parameter | Symbol | $10 \mathrm{~Gb} / \mathrm{s}$ | $40 \mathrm{~Gb} / \mathrm{s}$ | $160 \mathrm{~Gb} / \mathrm{s}$ |
| :--- | :--- | :--- | :--- | :--- |
| OSNR w/o FEC | $O S N R_{\text {req }} @ B E R=10^{-12}$ | 18.5 dB | 24.5 dB | 30.5 dB |
| OSNR with FEC | $O S N R_{\text {req }} @ B E R=10^{-4}$ | 13.1 dB | 19.0 dB | 25.0 dB |

Table 4.11 Required optical signal-to-noise ratio (in 0.1 nm ). Measured in a back-to-back configuration.

| Bit rate <br> (Gb/s) | BER | Required <br> OSNR (dB) | Reference |
| :--- | :--- | :--- | :--- |
| 10 | $10^{-12}$ | 22.4 | $[20]$ |
| 10 | $10^{-12}$ | 20.6 | $[20]$ |
| 10 | $10^{-4}$ | 15.6 | $[20]$ |
| 10 | $10^{-4}$ | 15.9 | $[20]$ |
| 40 | $10^{-9}$ | 24.0 | $[43]$ |
| 160 | $10^{-9}$ | 28.0 | $[43]$ |

Table 4.11 lists required-OSNR values reported in the literature that were measured under back-to-back conditions. These values are a couple of decibels higher than those in Table 4.10.

Required OSNR and Modulation Formats. The required OSNR also depends on the modulation format. The NRZ format and a direct-detection receiver were assumed thus far. In comparison, the RZ format requires less OSNR because the ones carry more optical power for a given average signal power. In practice, the RZ format requires about 1 to 3 dB less OSNR than NRZ [53]. (Interestingly, if an optical matched filter is used, the RZ format has no OSNR advantage over the NRZ format [54].)
The differential phase-shift keying (DPSK) format requires about 3 dB less OSNR when compared with the NRZ-OOK format, provided a receiver with balanced detector is used [55] (cf. Section 3.5). This improvement is due to the steep inner tails of the non-Gaussian noise distribution associated with this modulation format [26].

Higher-order modulation formats, such as 4-PAM, QPSK, and 16-QAM, require more OSNR than two-valued formats, such as NRZ or BPSK [56].

Required OSNR and Electrical Bandwidth. Equation (4.53) suggests that the required OSNR can be minimized by making the noise bandwidth, $B W_{n}$, of
the receiver as small as possible. This makes sense, because a receiver with a smaller noise bandwidth picks up less noise from the optical amplifiers. However, there are limits to how small the receiver bandwidth can be made without causing undue signal distortions. We discuss this trade-off in Section 4.8 when we study the impact of the receiver bandwidth.

Another requirement for a good receiver is that its noise bandwidth must remain independent of the received optical power. In amplified systems the received power can become quite large and a bandwidth increase at high power levels would be detrimental to the required OSNR.

In summary, for an unamplified transmission system, a high receiver sensitivity is the primary goal. To this end, the receiver must be designed to have a low input-referred noise current, $i_{n, \text { ckt }}^{r m s}$. For an optically amplified transmission system, a low required OSNR at the receiver is the primary goal. To this end, the receiver must be designed for a small and signal-independent noise bandwidth, $B W_{n}$.

### 4.7 Power Penalty

The power-penalty concept is useful to quantify impairments in the receiver, the transmitter, and the fiber. Moreover, it permits us to derive specifications for the building blocks that make up a communication system.

Definition. Imagine a comprehensive model of an optical communication system that accurately predicts the BER based on many system parameters: the transmit power, extinction ratio, fiber loss, fiber dispersion, fiber nonlinearity, detector responsivity, detector noise, circuit noise, receiver intersymbol interference (ISI), decision threshold, and so forth. Such a model would be very complex and unwieldy to deal with in practice. In contrast, the simple system model that we developed in Section 4.4 predicts the BER based on just a few major system parameters: the transmit power, fiber loss, detector responsivity, detector noise, and circuit noise. Clearly, this simple model cannot be very accurate because it makes many idealizing assumptions such as an infinite extinction ratio, no fiber dispersion, no fiber nonlinearity, no receiver ISI, an optimum decision threshold, and so forth.

Fortunately, there is a straightforward way to improve on the simple model with first-order "corrections" that quantify the neglected impairments without making the model overly complex. To do that, we choose one impairment that is not modeled by the simple model (say a deviation from the optimum decision threshold) and ask: "By how much do we have to increase the transmit power to overcome this impairment?" This power increment is the power penalty due to the impairment under consideration. We repeat this procedure for other impairments and in this way obtain power penalties for all of them.

Table 4.12 Examples of impairments leading to power penalties.

| Transmitter: | Extinction ratio |
| :--- | :--- |
|  | Relative intensity noise |
| Fiber: | Dispersion |
|  | Nonlinearity |
| Detector: | Dark current |
|  | Intersymbol interference |
|  | Crosstalk |
| CDR: | Nonlinearity |
|  | Decision-threshold offset |
|  | Decision-threshold noise |
|  | Sampling-time offset |
|  | Sampling-time jitter |

In the presence of multiple impairments, we can multiply the power penalties (or add their dB values) to obtain an estimate of the total power penalty. This is a convenient and practical way of analyzing a transmission system, but we have to keep in mind that by considering only one impairment at a time we neglect possible interactions between them.

In summary, the power penalty $P P$ for a particular impairment is defined as the increase in average transmitted power necessary to achieve the same BER as in the absence of the impairment. Power penalties usually are expressed in decibels using the conversion rule $10 \log P P$. Table 4.12 gives examples of impairments in various parts of the optical communication system. Subsequently, we calculate the power penalty for some of these impairments.

Example 1:Decision-Threshold Offset. To illustrate the power-penalty concept, let us make an example and calculate the power penalty for the case when $V_{D T H}$ is not at its optimum value, that is, when we have a decision-threshold offset. For this example we assume an equal amount of noise on the zeros and ones. Figure 4.17(a) shows the situation where the threshold is at its optimum value, $V_{D T H}$, located at the midpoint in between the zero and one levels. Figure 4.17(b) shows the situation where the decision threshold voltage is too high. We can write the errant threshold voltage as

$$
\begin{equation*}
V_{D T H}^{\prime}=V_{D T H}+\delta v_{S}^{p p} \tag{4.56}
\end{equation*}
$$

where $V_{D T H}$ is the optimum threshold and $\delta$ is the threshold offset relative to the signal swing. The high threshold causes many ones to be misinterpreted as zeros, thus significantly increasing the BER.


Figure 4.17 Power penalty due to decision-threshold offset: (a) without offset, (b) with offset, and (c) with offset and increased signal swing to restore the original BER.

To restore the original BER, we need to increase the signal swing as shown in Fig. 4.17(c). Specifically, we must increase the signal swing from $v_{S}^{p p}$ to $v_{S}^{\prime p p}$ such that the difference between the one level and the decision threshold becomes the same as in Fig. 4.17(a). Assuming an AC coupled system where the signal swings from $-v_{S}^{p p} / 2$ to $+v_{S}^{p p} / 2$ (as opposed to from 0 to $v_{S}^{p p}$ ) and thus grows symmetrically around the zero level, the new swing becomes

$$
\begin{equation*}
v_{S}^{\prime p p}=v_{S}^{p p}+2 \delta v_{S}^{p p}=(1+2 \delta) v_{S}^{p p} . \tag{4.57}
\end{equation*}
$$

With this increased swing, the probability of misinterpreting a one as a zero becomes identical to that in Fig. 4.17(a), approximately restoring the BER. (The probability of misinterpreting a zero as a one becomes very small in Fig. 4.17(c). Thus, the overall BER is now only about half of the original BER in Fig. 4.17(a), but because BER is an exponentially "steep" function of swing, this difference does not alter the power penalty by much.)

In summary, to restore the original BER, we need to increase the signal voltage swing at the decision circuit by $v_{S}^{\prime p p} / v_{S}^{p p}=1+2 \delta$. Assuming linearity in the fiber and the receiver, increasing the (transmitted) optical power by the same amount will do just that. Thus, the power penalty for the decision-threshold offset $\delta$ is

$$
\begin{equation*}
P P=1+2 \delta . \tag{4.58}
\end{equation*}
$$

For example, a $10 \%$ decision-threshold offset causes a power penalty of 0.79 dB ( $P P=1.2$ ).

Now let us see how we can use the power-penalty idea to find receiver specifications. If we solve Eq. (4.58) for $\delta$, we get

$$
\begin{equation*}
\delta=\frac{P P-1}{2} . \tag{4.59}
\end{equation*}
$$

This means that if the largest acceptable power penalty is $P P$, we must control the decision threshold to a precision better than the $\delta$ given in Eq. (4.59). For example, given a maximum acceptable power penalty of 0.05 dB ( $P P=1.0116$ ), the decision-threshold offset must be less than $0.58 \%$ of the signal swing.

Example 2: Dark Current. In Chapter 3, we briefly discussed the detector's dark current and how it interferes with the received signal. Now we have the necessary tool to quantify this impairment. The dark current by itself just adds an offset to the signal but leaves its swing unchanged. As long as the receiver can compensate for this offset, there is no power penalty for this effect. However, the noise associated with the dark current will add to the receiver noise and cause a power penalty. Let us calculate it!

According to Eq. (3.7), the dark current $I_{D K}$ of a p-i-n detector produces the shot noise

$$
\begin{equation*}
\overline{i_{n, D K}^{2}}=2 q I_{D K} \cdot B W_{n} . \tag{4.60}
\end{equation*}
$$

This noise power adds to the receiver noise, which we assume is dominated by the circuit noise $\overline{i_{n, c k t}^{2}}$. (Neglecting the detector noise overestimates the power penalty somewhat.) So, the dark-current noise increases the noise power by

$$
\begin{equation*}
\frac{\overline{i_{n, \mathrm{ckt}}^{2}}+\overline{i_{n, D K}^{2}}}{\overline{i_{n, \mathrm{ckt}}^{2}}}=1+\frac{2 q I_{D K} \cdot B W_{n}}{\overline{i_{n, \mathrm{ckt}}^{2}}} . \tag{4.61}
\end{equation*}
$$

To overcome this additional noise we must increase the signal swing at the decision circuit in proportion to the increase in rms noise. This preserves the Q parameter and thus the BER. The power penalty follows as

$$
\begin{equation*}
P P=\sqrt{1+\frac{2 q I_{D K} \cdot B W_{n}}{\overline{i_{n, \mathrm{ckt}}^{2}}}} \tag{4.62}
\end{equation*}
$$

With the example values for our $10-\mathrm{Gb} / \mathrm{s}$ receiver $\left(i_{n, \mathrm{ckt}}^{r m s}=1 \mu \mathrm{~A}, B W_{n}=\right.$ 7.5 GHz ) and a worst-case dark current of 2 nA , we find the power penalty to be $0.0000104 \mathrm{~dB}(P P=1.0000024)$. As expected from our simple argument in Chapter 3, it is exceedingly small.

To find a specification for the dark current we ask: "What is the maximum dark current consistent with a given power penalty?" Solving Eq. (4.62) for $I_{D K}$ reveals [14]

$$
\begin{equation*}
I_{D K}<\left(P P^{2}-1\right) \cdot \frac{\overline{i_{n, \mathrm{ckt}}^{2}}}{2 q \cdot B W_{n}} . \tag{4.63}
\end{equation*}
$$

With the same example values as before, we find that the dark current must be less than $9.7 \mu \mathrm{~A}$ to keep the power penalty below $0.05 \mathrm{~dB}(P P=1.0116)$. For a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector this is easily satisfied.

The aforementioned example illustrates that dark current is no problem for high-speed $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receivers. For APD receivers, the noise due to the dark current is given by $\overline{i_{n, D K}^{2}}=F M^{2} \cdot 2 q I_{D K} \cdot B W_{n}$, where $I_{D K}$ is now the primary dark current of the APD (cf. Eq. (3.14)). This noise is significantly larger than for the


Figure 4.18 Power penalty due to finite extinction ratio: (a) with infinite $E R$, (b) with $E R=5$, and (c) with $E R=5$ and increased average power ( $1.5 \times$ ) to restore the original signal swing.
$\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver and may present a practical impairment (cf. Eq. (I.22)). Dark current also is important in low bit-rate receivers ( $<10 \mathrm{Mb} /$ s) where the circuit noise is much lower than in our example and Eq. (4.63) requires a correspondingly smaller dark current. For more information on the dark current and its impact on the receiver performance, see Ref. [14]. [ $\rightarrow$ Problem 4.17.]

Example 3: Extinction Ratio. As we know, optical transmitters do not go completely dark when a zero is transmitted. This effect is quantified by the extinction ratio (ER), which is defined as

$$
\begin{equation*}
E R=\frac{P_{1}}{P_{0}} \tag{4.64}
\end{equation*}
$$

where $P_{0}$ is the optical power emitted for a zero and $P_{1}$ is the power for a one. ${ }^{5}$ Thus, an ideal transmitter would have an infinite ER. The ER usually is expressed in decibels using the conversion rule $10 \log E R$.

How large is the power penalty caused by a finite ER? Figure 4.18(a) and (b) illustrates how decreasing the ER reduces the optical signal swing (optical modulation amplitude), $P_{1}-P_{0}$, while the average power $\bar{P}=\left(P_{1}+P_{0}\right) / 2$ is kept constant. To restore the original signal swing, we have to increase the average transmitted power, as shown in Fig. 4.18(c). The power penalty $P P$ due to a finite extinction ratio can be derived easily as (see solution to Problem 4.8 on p. 504 or [7])

$$
\begin{equation*}
P P=\frac{E R+1}{E R-1} \tag{4.65}
\end{equation*}
$$

For example, an extinction ratio of $10 \mathrm{~dB}(E R=10)$ causes a power penalty of $0.87 \mathrm{~dB}(P P=1.22)$, while an extinction ratio of $6 \mathrm{~dB}(E R=4)$ causes a power penalty of $2.2 \mathrm{~dB}(P P=1.67)$.

System Dependence of Power Penalties. Examples 1 to 3 tacitly assumed that we are dealing with an unamplified optical transmission system. In our first example (decision-threshold offset), we assumed that the act of increasing the

[^15]transmit power does not introduce new impairments, such as an increase in system noise. Whereas the noise in unamplified transmission systems with $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detectors is approximately constant, it is not constant in systems with optical amplifiers, APDs, or both. In those systems, the noise level increases with increasing transmit power, leading to a larger power penalty than given in Eq. (4.58).

In the second example (dark current), we assumed that the circuit noise dominates the system noise. Although this is true for unamplified transmission systems with $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detectors, in optically amplified transmission systems most of the noise originates from the optical amplifiers, leading to a smaller power penalty than given in Eq. (4.62).

In the third example (extinction ratio), like in the first example, the act of increasing the transmit power to compensate for the finite extinction ratio adds noise in amplified systems. This necessitates a larger power increase to compensate for this noise, leading to a larger power penalty than given in Eq. (4.65). Clearly, we need to know the type of transmission system when calculating power penalties.

### 4.8 Intersymbol Interference and Bandwidth

Now, we turn to the question of how large the receiver bandwidth should be made. To get a feeling for the answer, consider the following dilemma. If we make the receiver bandwidth wide enough such that the signal waveform remains undistorted, the signal picks up a lot of noise, which translates into a low receiver sensitivity (cf. Section 4.4). Alternatively, if we make the receiver bandwidth narrow such that much of the noise gets filtered out, the signal suffers from a distortion known as intersymbol interference (ISI). Like noise, ISI negatively impacts the sensitivity. ISI reduces the signal swing in a bit-pattern dependent way, with the "01010101 ..." pattern typically resulting in the lowest swing. We can conclude from this line of reasoning that there must be an optimum receiver bandwidth for which the sensitivity (or the required OSNR) is best.

As a rule of thumb, the optimum 3-dB bandwidth for NRZ receivers is about 60 to $70 \%$ of the bit rate, $B[2,17]$ :

$$
\begin{equation*}
B W_{3 \mathrm{~dB}} \approx 0.6 B \ldots 0.7 B \tag{4.66}
\end{equation*}
$$

or $B W_{3 \mathrm{~dB}} \approx \frac{2}{3} B$ to pick a specific number in this range. Later in this section, we justify this rule and also discuss the optimum bandwidth for RZ receivers.

Intersymbol Interference. Before taking on the general case of a signal with distortion and noise, let us first study the simpler case of a signal with distortion due to the finite receiver bandwidth alone. If we apply an ideal NRZ signal to the


Figure 4.19 NRZ signal at the decision circuit of (a) an infinite-bandwidth receiver and (b) a finite-bandwidth receiver.
input of an infinite-bandwidth receiver, ${ }^{6}$ we obtain, not surprisingly, an undistorted NRZ signal at the output, as shown in Fig. 4.19(a). The histogram of the sampled signal values, shown on the right-hand side, consists of two lines (Dirac pulses), one for the zero level and one for the one level. Now, applying the same ideal NRZ signal to the input of a finite-bandwidth receiver, we obtain a (linearly) distorted NRZ signal at the output, as shown in Fig. 4.19(b). The sampled values of this distorted signal do not only depend on the current bit, but also on the bits, or more generally the symbols, before and after the current bit (or symbol), in other words we have intersymbol interference.

Upon closer inspection of the waveform in Fig. 4.19(b), we find that in this example each sample value depends on three bits: the bit being sampled, the bit before that, and the bit after that. For example, if the sampled bit is a one, the four bit sequences "... 010 ...", "... 011 ...","... 110 ...", and "... 111 ..." result in slightly different sample values for the middle bit. In the " 111 " case, we get the largest value. In the " 010 " case, which represents an isolated one, we get the lowest value. In the " 011 " and " 110 " cases, we get intermediate values, with the latter being somewhat larger. Clearly, if the amount of ISI depends on only the two adjacent bits, the two histograms have at most four lines, as shown in Fig. 4.19(b). In the general case where the amount of ISI depends on $n$ bits, each histogram has $2^{n}$ lines, where some lines may fall on top of each other.
How can we quantify the distortion resulting from the finite bandwidth? The vertical eye opening, $V_{E}$, is defined as the difference between the smallest sampled value for a one and the largest sampled value for a zero. The smaller the vertical eye opening, the more distorted the signal is. For the signal in Fig. 4.19(b),
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Figure 4.20 Single-bit response.
$V_{E}$ is half of $v_{S}^{p p}$, that is, the vertical eye opening is $50 \%$. As the name suggests, $V_{E}$ appears in the eye diagram as the vertical opening at the sampling instant. For a discussion of the eye diagram and its openings, see Appendix B.

Single-Bit Response. Analyzing ISI for a random bit sequence, as we did in Fig. 4.19, can be tricky, especially when the ISI depends on many bits. So, let us take a step back and see what happens to a single one bit embedded in a long string of zeros, that is, to the sequence ... $00000100000 \ldots$. An example, consistent with the waveforms in Fig. 4.19, is shown in Fig. 4.20. The response on the right is known as the single-bit response (SBR).

In this example, the finite bandwidth has three effects on the signal samples: The one-bit pulse is attenuated by about $25 \%$, about $8 \%$ of the one-bit pulse spills over into the preceding bit slot, and about $17 \%$ spills over into the succeeding bit slot. All the other signal samples are zero. The spilling into a bit slot before the main pulse (the cursor) is known as precursor ISI and the spilling into a bit slot after the main pulse is known as postcursor ISI.

Knowing the SBR of a linear channel is enough to figure out the ISI for any bit sequence. All we have to do is to superimpose time-shifted copies of the SBR. Going back to Fig. 4.19, we can do the following analysis: the first sample consists of the precursor ISI of the succeeding one pulse ( $8 \%$ ), the second sample consists of the attenuated one pulse ( $75 \%$ ), the third sample consists of the postcursor ISI of the preceding pulse plus the precursor ISI of the succeeding pulse $(17 \%+8 \%)$, the fourth sample consists of the attenuated one pulse plus the precursor ISI of the succeeding pulse $(75 \%+8 \%)$, the fifth sample consists of the attenuated one pulse plus the postcursor ISI of the preceding pulse plus the precursor ISI of the succeeding pulse $(75 \%+17 \%+8 \%)$, and so forth.

You may have noticed that the three contributions to the fifth sample add up to $100 \%$. This is so because this sample is in the middle of three consecutive ones. For an NRZ signal with all ones, there is no difference between the infinite- and finite-bandwidth cases. Thus, the pulse attenuation has to be counterbalanced by all the pre- and postcursor ISI taken together. In the case of an RZ signal, however, the pulse train corresponding to an all-one sequence does


Figure 4.21 Relationship between noise, intersymbol interference, and crosstalk.
depend on the bandwidth. There, the pulse attenuation is larger than the sum of all ISI components.

ISI, Noise, and Crosstalk. Both ISI and noise distort the signal and result in eye closure. But there are important differences. Whereas random noise is unpredictable, ISI is deterministic, that is, it can be calculated, if the bit sequence and the transfer function (or SBR) are known. Whereas random noise has a Gaussian histogram, ISI has a histogram consisting of discrete lines. Whereas random noise is unbounded (as a result of its Gaussian distribution), ISI is bounded (only a finite number of bits have a finite impact on the current bit). Figure 4.21 shows how we can divide signal distortions into deterministic distortions, such as ISI, and random distortions (noise).

Apart from the finite receiver bandwidth that our discussion focused on, there are several other mechanisms that cause ISI. For example, a lowfrequency cutoff that is insufficiently low (e.g., because the AC-coupling capacitors are too small) causes baseline wander. Other culprits are insufficient phase linearity (or, equivalently, excessive group-delay variation) and reflections on circuit board traces and cables due to impedance mismatch. Besides these linear distortions, a receiver produces nonlinear distortions when driven into overload.

All forms of ISI are correlated to the data pattern they interfere with. In contrast, crosstalk (XT), another type of signal distortion, is not correlated to the data pattern. Crosstalk originates, for example, from another communication channel, from a switching power supply, or from switching activity in a digital block on the same chip. Like ISI, crosstalk is deterministic and bounded and as such its effect on the signal can be quantified by the reduction of the vertical eye opening, $V_{E}$.

Example: Butterworth Receiver. Figure 4.22 illustrates signal distortions in a $10-\mathrm{Gb} / \mathrm{s}$ receiver with a second-order Butterworth response (characterized by


Figure 4.22 ISI and noise in the Butterworth receiver.
a maximally flat amplitude response). For this example, we assume again that the received input signal is an ideal NRZ waveform. The output waveforms for three different receiver bandwidths are shown from top to bottom in the form of eye diagrams (cf. Appendix B).

For now, we ignore the gray stripes in the eye diagrams (which symbolize noise). Figure 4.22(a) shows the eye diagram for a wideband receiver with a $3-\mathrm{dB}$ bandwidth of $\frac{4}{3}$ the bit rate, that is, about twice the optimum bandwidth given in Eq. (4.66). As expected, we get a clean eye with little distortion. If we sample this eye around the $90-\mathrm{ps}$ mark, the eye opening is $100 \%$. (The slight overshoot
does not impact the eye opening.) Figure 4.22(b) shows the eye diagram for a receiver with the optimum bandwidth, $\frac{2}{3}$ of the bit rate. This eye too is clean and has an opening of $100 \%$, if sampled near 110 ps. Finally, Fig. 4.22(c) shows the eye diagram of a narrowband receiver with only half the optimum bandwidth. In this case, we observe severe distortions resulting in a partially closed eye. In particular, for the optimum sampling instant at 140 ps , the eye opening is only about $50 \%$. Note that for this sampling instant, we get roughly four distinct values for the one level and four distinct values for the zero level. Thus, we have a situation similar to that in Fig. 4.19(b) and we can conclude that the ISI depends mostly on two adjacent bits. If we look more closely, however, we see that the four traces in the eye are really four bands with a fine structure, indicating that there are additional bits that contribute a small amount of ISI.

Power Penalty Due to ISI. ISI alone does not cause any bit errors in the receiver as long as the eye has some opening left $\left(V_{E}>0\right)$ and the decision threshold is located in that opening. Once we include noise, however, errors do occur and then ISI has the unfortunate effect of increasing the BER. To bring the BER back down, we need to increase the power. In other words, ISI causes a power penalty. How large is this penalty?

Figure 4.23(a) shows the histograms of the sampled signal values for the case of noise only (copied from Fig. 4.4). Figure 4.23(b) shows the histograms for the case of ISI, but no noise (copied from Fig. 4.19). In the case of ISI and noise, the original noise histograms are broadened (smeared out) and shifted closer together, as shown in Fig. 4.23(c). This results in a larger overlap of the two histograms and thus a larger BER. Mathematically, the composite distributions in Fig. 4.23(c) are obtained by convolving the corresponding distributions in Fig. 4.23(a) and (b). In our example, the composite distributions consist of a superposition of four shifted Gaussians each. To find the power penalty, we must calculate the shaded areas under the tails of Fig. 4.23(c) and determine by how much we have to increase $v_{S}^{p p}$ to bring this area back to what it was in Fig. 4.23(a).


Figure 4.23 Histograms of a signal with (a) noise only, (b) ISI only, and (c) ISI and noise.

The power-penalty calculation outlined earlier is rather complicated and a simple but useful approximation would be welcome. Rather than calculating the power penalty for a random bit sequence, let us take the worst-case bit sequence, usually "01010101 ..." Now, the two distributions in Fig. 4.23(b) simplify to just two lines: one for the zeros and one for the ones. These two worst-case lines are separated by $V_{E}$, the vertical eye opening for random data. Thus, we end up in the same situation as for the infinite-bandwidth case, except that the signal swing is reduced from $v_{S}^{p p}$ to $V_{E}$. The convolutions to calculate the composite distributions are now trivial. All the ISI does, in this worst-case scenario, is shift the Gaussians closer together such that the spacing of their mean values reduces from $v_{S}^{p p}$ to $V_{E}$ (their standard deviations remain the same). Everything we learned about calculating the BER for an undistorted waveform with noise (cf. Section 4.2) is still valid in the presence of ISI. All we have to do is replace $v_{S}^{p p}$ with $V_{E}$ :

$$
\begin{equation*}
B E R \approx \int_{\mathcal{Q}}^{\infty} \operatorname{Gauss}(x) d x \quad \text { with } \quad \mathcal{Q}=\frac{V_{E}}{v_{n, 0}^{r m s}+v_{n, 1}^{r m s}} . \tag{4.67}
\end{equation*}
$$

Figure 4.24 illustrates the calculation of the power penalty using the worst-case approximation. In Fig. 4.24(a), the signal from the infinitebandwidth receiver without distortion has a vertical eye opening of $v_{S}^{p p}$. In Fig. 4.24(b), the eye opening of the finite-bandwidth receiver is reduced to $V_{E}$ because of ISI. To restore the original BER (for the worst-case waveform), we must increase the full signal swing of the distorted signal to $v_{S}^{\prime p p}$ such that its vertical eye opening $V_{E}^{\prime}$ becomes equal to $v_{S}^{p p}$, as shown in Fig. 4.24(c). The power penalty due to ISI is given by the ratio $v_{S}^{\prime p p} / v_{S}^{p p}$, which equals $v_{S}^{p p} / V_{E}^{\prime}$, and thus

$$
\begin{equation*}
P P=\frac{v_{S}^{p p}}{V_{E}} \tag{4.68}
\end{equation*}
$$

Because this power penalty is based on the worst-case bit sequence it somewhat overestimates the actual penalty.


Figure 4.24 Power penalty due to ISI: (a) infinite-bandwidth receiver, (b) finite-bandwidth receiver, and (c) finite-bandwidth receiver with increased signal swing to restore the original BER.

To illustrate Eq. (4.68), let us estimate the power penalties for our Butterworth receiver by inspecting the vertical eye openings in Fig. 4.22. For the bandwidths $B W_{3 \mathrm{~dB}}=\frac{4}{3} B$ and $B W_{3 \mathrm{~dB}}=\frac{2}{3} B$, we find no power penalty $(P P=1)$ and for the bandwidth $B W_{3 \mathrm{~dB}}=\frac{1}{3} B$, we find a $3-\mathrm{dB}$ power penalty $(P P=2)$. The same values can be found analytically from the step response of the Butterworth transfer function (cf. Eq. (I.25)). [ $\rightarrow$ Problem 4.18.]

Separating ISI from Noise. Histograms captured with an oscilloscope contain a mixture of noise, ISI, and crosstalk. How can we experimentally determine the amount of noise, as measured by $v_{n, 0}^{r m s}$ and $v_{n, 1}^{r m s}$, and the amount of deterministic signal distortions, as measured by $V_{E}$ ? Here is a choice of three methods:

- Two-Tests Method: First, test the system with an all-zero (or all-one) data pattern to determine the noise. Then, test the same system with a repetitive data pattern to determine the vertical eye opening. Triggering on the pattern clock and using the averaging feature of the oscilloscope suppresses the noise in the latter measurement. The weakness of this method is that crosstalk, if present, is erroneously included in the noise measurements, exaggerating the noise values.
- Tail-Fit Method: Measure the histograms of the zeros and ones (containing all distortion components) and fit two (independent) Gaussians to their inner tails (see Fig. 4.25(a)). The standard deviations of the two Gaussians provide an estimate for the noise on the zeros and ones. The separation of the centers of the two Gaussians provides an estimate for the vertical eye opening. The weakness of this method is that low-probability deterministic distortions are counted as noise.


Figure 4.25 (a) Histograms (solid) with Gaussians fitted to the inner tails (dashed); (b) vertical bathtub curve (solid) with a model-based extrapolation (dashed).

- BERT-Scan Method: Measure the BER while sweeping the decision threshold, producing a so-called vertical bathtub curve, as shown in Fig. 4.25(b) (cf. Appendix B). Then, determine $V_{E}, v_{n, 0}^{r m s}$, and $v_{n, 1}^{r m s}$ by fitting a parametrized mathematical model to the bathtub curve [48]. Roughly speaking, the opening near the top of the bathtub curve corresponds to the vertical eye opening, whereas the slopes to the left and right relate to the noise on the zeros and ones, respectively. The weakness of this method is similar to that listed for the tail-fit method.

Having found $V_{E}, v_{n, 0}^{r m s}$, and $v_{n, 1}^{r m s}$ by one of the aforementioned methods, we can use Eq. (4.67) to estimate the BER. Comparing the estimated BER with the required (reference) BER can provide valuable information about the system margin (see Fig. 4.25(b)) [48].

Optimum Bandwidth for NRZ Receivers. Now we are ready to combine the basic noise-based sensitivity from Eq. (4.21) with the power penalty due to ISI to obtain the actual receiver sensitivity:

$$
\begin{equation*}
\bar{P}_{\text {sens }}=P P\left(B W_{3 \mathrm{~dB}}\right) \cdot \frac{\mathcal{Q} \cdot i_{n}^{r m s}\left(B W_{3 \mathrm{~dB}}\right)}{\mathcal{R}} . \tag{4.69}
\end{equation*}
$$

Both, the power penalty, $P P$, and the rms noise current, $i_{n}^{r m s}$, depend on the receiver bandwidth, $B W_{3 \mathrm{~dB}}$. Specifically, for a fixed white input-referred noise, the rms noise current increases proportional to $\sqrt{B W_{3 \mathrm{~dB}}}$ and we can rewrite Eq. (4.69) as $\bar{P}_{\text {sens }} \propto P P\left(B W_{3 \mathrm{~dB}}\right) \cdot \sqrt{B W_{3 \mathrm{~dB}}}$. A graphical representation of this expression, where we have used the power-penalty values of our Butterworth receiver, is shown in Fig. 4.26. The basic noise-based sensitivity is represented by the dashed line sloping up from $P_{S}-3.0 \mathrm{~dB}$ to $P_{S}-1.5 \mathrm{~dB}$ and to $P_{S}$ for each doubling of the bandwidth (following the square-root law), where $P_{S}$ is an arbitrary reference value. The power penalty due to ISI is indicated by the arrow. The actual receiver sensitivity is shown with the solid line. As expected, the best sensitivity is reached near (actually a little bit below) the bandwidth $\frac{2}{3} B$.

That $\frac{2}{3} B$ is about the optimum bandwidth can also be seen directly from the eye diagram. Going back to Fig. 4.22, we now add noise to the eye diagrams.


Figure 4.26 Sensitivity as a function of receiver bandwidth.

The gray stripes represent the peak value of the noise voltage. But, what exactly is meant with the peak value, isn't Gaussian noise unbounded? Yes, but the trick here is to define the peak value of the noise voltage based on the required BER. For example, if we are ready to accept a BER of $10^{-12}$, then we do not care about noise voltages exceeding $7.03 v_{n}^{r m s}$ (because this happens only with a probability of $10^{-12}$ ), and so we can take the peak value of the noise voltage as $7.03 v_{n}^{r m s}$ or more generally as $\mathcal{Q} v_{n}^{r m s}$.

Now, as we decrease the bandwidth in steps of $2 \times$ from the wideband to the optimum-bandwidth to the narrowband receiver in Fig. 4.22, the peak value of the noise reduces in steps of $\sqrt{2} \times$ from 1.00 to 0.71 to 0.50 V . For clarity, only the noise inside the eye is shown; in reality, of course, noise is present on both sides of the signal traces. We observe that whereas the eyes for the wide and narrowband receivers are completely closed by the noise, the eye for the optimum-bandwidth receiver is open at the center. To recover the received data at the desired BER, we must make a decision in the open part of the eye, that is, the decision threshold and sampling instant must define a point in the open part of the eye. In our example, this is only possible for the receiver with the optimum bandwidth: $B W_{3 \mathrm{~dB}}=\frac{2}{3} B$.

Note that we have been using the term "eye opening" in two different senses. Eye opening in the first sense, for which we used the symbol $V_{E}$, refers to the eye with ISI but without noise. Eye opening in the second sense (as used in the previous paragraph) refers to the eye with ISI and noise and is given by $V_{E}-$ $2 \mathcal{Q} v_{n}^{r m s}$. To avoid confusion, we use the term (vertical) eye opening only when referring to $V_{E}$ and use the term (vertical) eye margin instead when referring to $V_{E}-2 Q v_{n}^{r m s}$ (cf. Appendix B). To recover a bit stream at the desired BER, the vertical eye margin for that BER must be larger than zero.

Although $B W_{3 \mathrm{~dB}} \approx \frac{2}{3} B$ results in the best sensitivity according to Fig. 4.26, it is possible to build a practical receiver with a much smaller bandwidth. From the graph we can estimate that a receiver with $B W_{3 \mathrm{~dB}}=\frac{1}{3} B$ is about 1.5 dB less sensitive than the optimum receiver. This narrowband approach is attractive for optically preamplified receivers at very high speeds where a small loss in sensitivity is acceptable, if in return the receiver can be built from lower speed electronic components. In [58], a $40-\mathrm{Gb} /$ s receiver front-end with a $3-\mathrm{dB}$ bandwidth of only 20 GHz (but good phase linearity up to 35 GHz ) has been reported.

For the analysis in Fig. 4.26 we assumed that the rms noise current increases proportional to $\sqrt{B W_{3 \mathrm{~dB}}}$. This is approximately true for optically amplified systems where the input-referred receiver noise is dominated by white detector noise. However, for unamplified systems where the receiver noise is dominated by the circuit noise, the rms noise grows more like $B W_{3 d B}^{1.5}$ (cf. Section 6.4). In that case the optimum bandwidth is pushed to a somewhat lower value.

The detailed numerical analysis in [59] finds that the optimum electrical bandwidth for optically preamplified NRZ receivers is in the range from $0.6 B$ to
$0.8 B$. In ultradense WDM systems, the optical filters that are used to separate the wavelengths become so narrow that the optimum electrical bandwidth shifts toward a higher value close to the full bit rate $B$ [60].

Optimum Bandwidth for RZ Receivers. What about the optimum receiver bandwidth for a $50 \%-\mathrm{RZ}$ signal? Observing that such an RZ signal at the bit rate $B$ is like an NRZ signal at the bit rate $2 B$ where every second bit is forced to zero, we might guess that the optimum bandwidth is about twice that for an NRZ signal, that is, $B W_{3 \mathrm{~dB}} \approx \frac{4}{3} B$. This guess is close, but not fully accurate because an NRZ signal with every second bit forced to zero (let us call this an RZ-like pattern) and a regular random NRZ signal are affected differently by a finite-bandwidth receiver. Given the same channel response, the power penalty for an RZ-like pattern is smaller than that for a random pattern. This is so because the eye closure from the bottom is less severe for an RZ-like pattern: the intervening zeros protect the zero data bits from ISI. (Note that the eye diagram for an RZ-like pattern can be constructed from the eye diagram for a random pattern by deleting all traces that are not consistent with the condition that every second bit must be a zero. Deleting traces always increases the eye opening.) Because of this difference in power penalty, the best trade-off between ISI and noise occurs at a bandwidth somewhat below $\frac{4}{3} B$.

To get a more quantitative understanding, we repeat our sensitivity analysis for the $50 \%$-RZ case. First, we simulate the eye diagram at the output of the linear channel for different bandwidths and measure the vertical eye openings, $V_{E}$. Then, we put these eye openings in relation to those for a infinite-bandwidth channel, $v_{S}^{p p}$, to calculate the power penalties. In contrast to the NRZ case, pulse attenuation now plays a more prominent role: even for an all-one bit sequence, which corresponds to a square wave at frequency $B$, the band limited RZ signal does not reach the full swing $v_{S}^{p p}$. Finally, we use these penalties to correct the noise-based sensitivity, which is 3 dB better for $50 \%-\mathrm{RZ}$ than for NRZ (cf. Section 4.4). Figure 4.27 shows the result of this procedure for our familiar Butterworth receiver. ${ }^{7}$

The figure shows that the power penalty for RZ is larger than that for NRZ given the same bandwidth and bit rate. This is consistent with the fact that the RZ signal has a wider spectrum than the NRZ signal (cf. Appendix A) and thus is truncated more severely by the receiver. In the time domain, the larger power penalty can be attributed to the fact that the RZ signal suffers from pulse attenuation in addition to ISI. (ISI by itself is often smaller for RZ than for NRZ.) Although the power penalty is larger for RZ, it is not so large that it eliminates the $3-\mathrm{dB}$ advantage inherent to the $50 \%-\mathrm{RZ}$ format. At the bandwidth $\frac{2}{3} B$, for

[^17]

Figure 4.27 Sensitivity as a function of receiver bandwidth: RZ versus NRZ format.
example, the power penalty for $R Z$ is 1.2 dB and that for NRZ is 0 dB , still leaving a sensitivity advantage of $3 \mathrm{~dB}-1.2 \mathrm{~dB}=1.8 \mathrm{~dB}$ for the RZ format.

What is the optimum bandwidth for a $50 \%-\mathrm{RZ}$ receiver? Compared with the plot for the NRZ receiver, the sensitivity minimum is significantly broader. Any bandwidth between $\frac{2}{3} B$ and $\frac{4}{3} B$ results in a very similar sensitivity.

The detailed numerical analysis in [59] finds the optimum electrical bandwidth for optically preamplified $33 \%-\mathrm{RZ}$ receivers to be in the range from $0.8 B$ to $1.2 B$.

Bandwidth Allocation. As we know, the receiver consists of a cascade of building blocks: photodetector, TIA, an optional filter, MA, and so forth. The overall receiver bandwidth can be estimated by adding the reciprocal-square bandwidths of the individual blocks: $1 / B W^{2} \approx 1 / B W_{1}^{2}+1 / B W_{2}^{2}+\ldots$ Thus, each individual block must have a bandwidth that is larger than the desired receiver bandwidth.

There are several strategies for allocating bandwidths to the individual blocks such that the desired overall bandwidth is met:

- A precise filter, located after the TIA, controls the bandwidth and frequency response of the receiver. A fourth-order Bessel-Thomson filter, which exhibits good phase linearity, is a common choice. All other blocks are designed for a significantly larger bandwidth. This strategy is typical for low-speed receivers.
- The TIA controls the receiver bandwidth and no filter is used. All other blocks are designed for a significantly larger bandwidth. This strategy relaxes the bandwidth requirement for the TIA, permitting a higher transimpedance and lower noise (we study this trade-off in Section 6.2), but the receiver's frequency response is less well controlled.
- All blocks determine the receiver bandwidth jointly. This strategy is typical for high-speed receivers when overdesigning the blocks is not an option.


### 4.9 Frequency Response

In the previous section, we assumed that the receiver has a second-order Butterworth frequency response. This response is maximally flat (in amplitude) and is fairly straightforward to implement. But is it the optimum frequency response?

A theoretical analysis shows that the optimum frequency response depends on many factors, such as the shape of the received pulses (i.e., the amount of ISI in the received signal), the spectrum of the input-referred noise, the sampling jitter in the decision circuit, the bit estimation technique used, and so forth. Figure 4.28 shows a decision tree distinguishing the most important cases.

If the NRZ pulses at the input of the receiver are well shaped, specifically if the pulses are broadened by less than $14 \%$ of the bit interval $(1 / B)$, the matched-filter response is the best choice [1]. For now let us assume that the input-referred noise is white and the sampling jitter is negligible. Then, the matched filter is defined by an impulse response $h(t)$ that is proportional to (or matched to) a time-reversed copy of the received pulses $x(t)$, that is, $h(t) \propto x(T-t)$, where $T$ is the duration of the received pulses. This definition implies that the matched filter's frequency response matches the spectral shape of the received pulses. It can be shown that in the absence of ISI, the matched-filter response maximizes the sampled signal-to-noise ratio and thus results in the lowest BER $[1,61]$.

For an undistorted NRZ signal, the matched filter is given by $h(t) \propto x(T-$ $t)=x(t)$, where $x(t)$ is a rectangular pulse starting at $t=0$ and ending at $T=$ $1 / B$, hence this filter is known as the rectangular filter. We discuss this case as well as a possible implementation (integrate and dump) shortly.

If the input-referred noise spectrum is not white or if the decision circuit exhibits sampling jitter, the concept of matched filtering can be generalized to take these effects into account [5, 36]. In Fig. 4.28 this case is referred to as modified matched filter.


Figure 4.28 Decision tree to determine the optimum receiver response.


Figure 4.29 Rectangular-filter receiver: (a) waveforms and (b) squared frequency response.

If the received pulses are significantly broadened, they overlap with each other, that is, they suffer from ISI. For such pulses, the matched-filter response may not be suitable because it exacerbates the ISI problem by further broadening the pulses. For severely broadened pulses (more than $20 \%$ of the bit interval), raised-cosine filtering often is the best choice [1]. Raised-cosine filtering is defined as the transformation of the (broadened) input pulses into pulses with a raised-cosine spectrum (Fourier transform). Note that the receiver itself does not have a raised-cosine response, except in the theoretical case when the received pulses are Dirac pulses. Pulses with a raised-cosine spectrum have the desirable property that they are zero at $t=n T$ for all $n$ except 0 with $T=1 / B$ and thus superimpose to form a signal that is free of ISI [ 1,61 ]. We clarify this approach with an example shortly.

Why do we not use raised-cosine filtering in all cases? Because the sampled signal-to-noise ratio of a raised-cosine receiver is not as good as that of a matched-filter receiver. Hence, if ISI in the received signal is weak, matched filtering is preferable. In fact, when making a joint decision on the received bit sequence by using a maximum likelihood sequence estimator (MLSE) (cf. Appendix E) the optimum receiver response is always the matched-filter (or modified matched-filter) response, regardless of the pulse broadening.

Rectangular Filter. Let us make a simple example to illustrate the concept of matched filtering. Consider that we receive an undistorted NRZ signal with white noise. As we said, the matched filter for this case is the rectangular filter.

In the time domain, this filter convolves the received signal with a pulse of duration $T=1 / B$. This pulse is the matched filter's impulse response, $h(t)$. Figure 4.29(a) shows how this convolution results in a triangular output signal. Note that despite of the slow edges, the output signal reaches its full value and is free of ISI when sampled at the instant of maximum eye opening (dashed line in the eye diagram).

In the frequency domain, the filter has a low-pass characteristic that can be obtained by taking the Fourier transform of its impulse response: a rectangular
pulse starting at $t=0$ and ending at $T=1 / B$. The frequency response, when normalized for a DC gain of one, turns out to be (cf. Eq. (I.28))

$$
\begin{equation*}
H(f)=\frac{\sin (\pi f / B)}{\pi f / B} \cdot e^{-j \pi f / B} \tag{4.70}
\end{equation*}
$$

The squared frequency response $|H(f)|^{2}$, which matters for noise calculations, is plotted in Fig. 4.29(b) on a linear scale. The noise bandwidth of this filter is $B W_{n}=B / 2$ (indicated by the dashed line) and the $3-\mathrm{dB}$ bandwidth is $B W_{3 \mathrm{~dB}}=$ 0.443B. [ $\rightarrow$ Problem 4.19.]

The combination of a small noise bandwidth and the absence of ISI is what makes this an ideal receiver response. However, the triangular eye shape implies that we have to sample exactly at the center of the eye to avoid ISI. Any sampling-time offset or sampling-time jitter results in a power penalty.

What response does the matched-filter approach give for an RZ receiver? The matched filter for $50 \%$-RZ pulses is again a rectangular filter, but this time with half the pulse width, $T=0.5 / B$. The matched-filter bandwidth and thus the receiver bandwidth becomes twice that of the NRZ case. Like the NRZ matched filter, the RZ matched filter introduces no ISI and causes no signal attenuation.

Integrate and Dump. As we have seen, the rectangular filter convolves the received signal, $x(t)$, with the rectangular pulse, $h(t)$. In the case of NRZ, $h(t)$ has the value $1 / T$ on the interval from $t=0$ to $T$ and is zero everywhere else. (The area under the pulse is one corresponding to a DC gain of one.) We can thus write the output signal $y(t)$ from the filter as

$$
\begin{equation*}
y(t)=\int_{-\infty}^{\infty} h\left(t-t^{\prime}\right) \cdot x\left(t^{\prime}\right) d t^{\prime}=\frac{1}{T} \int_{t-T}^{t} x\left(t^{\prime}\right) d t^{\prime} \tag{4.71}
\end{equation*}
$$

The second form can be interpreted as the moving average of $x(t)$ computed over the time interval $T$. The decision circuit in the receiver samples the output signal, $y(t)$, at the instant of maximum eye opening, which occurs at the end of each bit period, $t=n T$. Thus the sampled signal for the $n$th bit is

$$
\begin{equation*}
y(n T)=\frac{1}{T} \int_{(n-1) T}^{n T} x\left(t^{\prime}\right) d t^{\prime} \tag{4.72}
\end{equation*}
$$

This expression suggests that the rectangular filter can be replaced by a circuit that integrates the received signal $x(t)$ over the bit period $T$. Figure 4.30 compares the output waveforms from the rectangular filter and from the bit integrator. Although the waveforms are different, the samples $y(n T)$ at the end of each bit period (indicated by the circles) are the same. Note that the bit integrator needs to start the integration from $y=0$ at the beginning of each bit period, and thus the integrator must be reset immediately after each integration. Hence, this method is called integrate and dump [1, 61]. In practice, the instantaneous reset can be avoided by using two integrators operating in a


Figure 4.31 Integrate-and-dump waveforms for (a) a phase-aligned clock and (b) a misaligned clock.
ping-pong fashion: while one integrator integrates the input signal, the other integrator can be sampled and reset in the course of a full bit period.

The integrate-and-dump approach lends itself well to monolithic integration. Implementations of optical integrate-and-dump receivers have been reported in [62, 63]. For implementations of other serial integrate-and-dump receivers, see Refs [64-68].

Clock Recovery for Integrate-and-Dump Receivers. The integrate-and-dump receiver requires a clock signal that defines the time interval during which the received signal is integrated. This clock signal must be phase aligned with the incoming bits. How can we obtain such a clock signal?

One solution is to sample the analog output signal from the integrator at the beginning, the middle, and the end of the bit period and to infer the clock phase error by comparing the samples [63]. Figure 4.31 shows the waveforms of an integrate-and-dump receiver with the correct and an incorrect clock phase. If the three samples do not lie on a straight line, the clock is not properly aligned and its phase must be shifted.

Raised-Cosine Filtering. Let us make a simple example to illustrate the concept of raised-cosine filtering. We want to calculate the frequency response that transforms undistorted NRZ pulses into pulses with a full raised-cosine spectrum (this frequency response is called "NRZ to full raised-cosine filter" in Table 4.7).


Figure 4.32 (a) Raised-cosine spectra and (b) corresponding time-domain pulses.

The full raised-cosine spectrum is defined as

$$
\begin{equation*}
H_{F R C}(f)=\frac{1+\cos (\pi f / B)}{2 B} \text { for } f<B \tag{4.73}
\end{equation*}
$$

and $H_{F R C}(f)=0$ for $f \geq B$. This spectrum and the corresponding time-domain pulse (the inverse Fourier transform) are shown in Fig. 4.32 (solid lines). The time-domain pulse has the desirable properties that it is one at $t=0$ and zero at $t=n T$ for all $n \neq 0$ with $T=1 / B$. Thus, the raised-cosine spectrum guarantees that the data signal, which is a superposition of time-shifted copies of the aforementioned pulse, is free of ISI (if sampled precisely at $n T$ ). The full raised-cosine spectrum belongs to a family of raised-cosine spectra that differ in their roll-off characteristics but are all ISI free. The roll off is quantified by the excess bandwidth measured relative to the Nyquist bandwidth B/2. The full raised-cosine spectrum has 100\% excess bandwidth. Also illustrated in Fig. 4.32 is the case with $0 \%$ excess bandwidth (dashed lines). For a full discussion of the raised-cosine spectra see $[1,13,61]$.

The desired frequency response of the receiver is obtained by dividing the full raised-cosine spectrum by the spectrum of the incoming NRZ pulses. The spectrum (Fourier transform) of an ideal NRZ pulse centered at $t=0$ and swinging from zero to one is (cf. Eq. (I.28))

$$
\begin{equation*}
H_{N R Z}(f)=\frac{\sin (\pi f / B)}{\pi f} \tag{4.74}
\end{equation*}
$$

leading to the receiver's frequency response ${ }^{8}$

$$
\begin{equation*}
H(f)=\frac{H_{F R C}(f)}{H_{N R Z}(f)}=\frac{1+\cos (\pi f / B)}{2} \cdot \frac{\pi f / B}{\sin (\pi f / B)} \quad f<B \tag{4.75}
\end{equation*}
$$

[^18]The noise bandwidth of this response is $B W_{n}=0.564 B$ and its 3-dB bandwidth is $B W_{3 \mathrm{~dB}}=0.580 B$.

Compared with the matched-filter receiver for the same ideal NRZ pulse, the noise bandwidth of the raised-cosine receiver is about $13 \%$ larger. Because both receivers produce an ISI-free output signal, the raised-cosine receiver is suboptimal in this case. As we pointed out earlier, raised-cosine filtering is most attractive when the received pulses are significantly broadened.

What bandwidth does the raised-cosine approach give for an RZ receiver? We might expect a somewhat wider bandwidth than for the NRZ receiver. However, going through the math we find that the $3-\mathrm{dB}$ bandwidth must be reduced from $0.580 B$ for NRZ to $0.394 B$ for $50 \%$-RZ pulses [16]. How can this be explained? Recall that the raised-cosine approach forces the same output pulse shape no matter whether the input pulse shape is NRZ or RZ. Therefore, the RZ receiver has to broaden the pulses more than the NRZ receiver, which explains the narrower bandwidth for the RZ receiver.

In practice, receivers for severely broadened pulses use equalizers. The adaptive equalizer automatically adjusts the receiver response according to the incoming pulse shapes in an effort to minimize ISI. For an introduction to adaptive equalizers, see Appendix E.

### 4.10 Summary

The basic receiver model consists of a photodetector, a linear channel (comprising the transimpedance amplifier, main amplifier, equalizer, etc.), and a decision circuit. The noise at the output of the linear channel originates from the receiver circuits (mostly the transimpedance amplifier) and the detector (and optical amplifiers, if present).

If the noise's instantaneous value becomes too large, the decision circuit makes a bit error. For Gaussian noise, a simple mathematical expression can be found that relates the bit-error rate (BER) to the signal swing and the rms value of the noise on the zeros and ones. To obtain a low BER, a large signal-to-noise ratio (SNR), or more accurately, a large Q parameter (Personick Q) is necessary.

The electrical receiver sensitivity is the minimum input signal (peak-to-peak) required to achieve a specified BER. For a high sensitivity, a low input-referred rms noise is required. The optical receiver sensitivity is the minimum optical input power (averaged over time or peak-to-peak) required to achieve a specified BER.

- The sensitivity of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver is mostly determined by the circuit noise (detector shot noise is small).
- The sensitivity of an APD receiver is determined by the circuit noise and the detector's avalanche noise.
- The sensitivity of an optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver is determined by the noise from the optical amplifier (ASE noise) and the circuit noise.
- The sensitivity of a coherent receiver with balanced detector is mostly determined by the shot noise from the local oscillator. Circuit noise and relative-intensity noise (RIN) from the local oscillator are secondary.
- The sensitivity of an analog receiver is mostly determined by the shot noise and the RIN noise from the transmitter. Circuit noise is secondary.

The optical sensitivity and the optical overload power of a digital receiver can be determined from the BER plot, a graph of BER vs received power.
The input-referred rms noise current of a receiver can be calculated by integrating the noise PSD at the output of the linear channel and then referring it back to the input. Alternatively, noise bandwidths or Personick integrals (normalized noise bandwidths) can be used to compute the input-referred rms noise current from the input-referred noise current PSD.
In transmission systems that contain many optical in-line amplifiers, the optical amplifier noise dominates the circuit noise. The concept of optical sensitivity then must be replaced by the concept of required optical signal-to-noise ratio (OSNR). The required OSNR is the minimum OSNR at the input of the receiver that is required to achieve a specified BER.
Impairments in transmission systems, such as a finite extinction ratio, intersymbol interference (ISI), or a decision-threshold offset, can be quantified by power penalties. The power penalty specifies the increase in optical power necessary to overcome a particular impairment. Power penalties depend on the type of transmission system (e.g., unamplified vs amplified).
The optimum receiver bandwidth is determined by a trade-off between noise and ISI. Common bandwidths are

- 60 to $70 \%$ of the bit rate for conventional non-return-to-zero (NRZ) receivers.
- 80 to $120 \%$ of the bit rate for return-to-zero (RZ) receivers.

The optimum frequency response depends on the shape of the received pulses, the bit estimation technique, and other factors. Well-known responses are

- The matched-filter response, which maximizes the SNR.
- The raised-cosine filtering response, which eliminates the ISI.

For rectangular pulses (e.g., NRZ), the matched filter can be implemented with an integrate-and-dump circuit. In practice, adaptive equalizers are used to remove the ISI.

## Problems

4.1 Filtered Detector Noise. Assume that the impulse response of the linear channel, $h(t)$, is zero everywhere except on the time interval $[0 \ldots \xi]$. Under what conditions can Eq. (4.4) be simplified to $V_{n, P D}^{2}(f, t)=|H(f)|^{2} \cdot I_{n, P D}^{2}(f, t)$ ?
4.2 Noise Spillover. (a) Assume that the detector noise spectrum is white and the decision circuit bandwidth is infinite. Derive the exact expression for the total mean-square output noise, $\overline{v_{n, P D}^{2}}(t)$, from Eq. (4.4). (b) Assume the following: an ideal NRZ signal with $I_{n, P D}^{2}(t)=0$ for zeros and $I_{n, P D}^{2}(t)=I_{n, P D}^{2}$ for ones, a linear channel with a first-order low-pass response that has the $3-\mathrm{dB}$ bandwidth $B W_{3 \mathrm{~dB}}$, and sampling of the output signal at the end of the bit periods of the input signal. Calculate the worst-case mean-square output noise for zeros, $\overline{v_{n, P D, 0}^{2}}$, and for ones, $\overline{v_{n, P D, 1}^{2}}$, at the sampling instant.
4.3 BER for the Case of Unequal Noise. Derive Eq. (4.10) for the BER when noise on the zeros and ones is unequal. Approximate the optimum decision-threshold voltage assuming that it is strongly determined by the exponential factors of the Gaussians.
4.4 SNR Requirement for the Case of Unequal Noise. Let $\xi$ be the ratio between the rms noise on the zeros and ones of an ideal NRZ signal. Assume Gaussian noise distributions and equal probabilities for zeros and ones. Generalize the relationship between $S N R$ and $\mathcal{Q}$ given in Eqs. (4.13) and (4.14) for an arbitrary $\xi$.
4.5 SNR Requirement for Finite-Slope NRZ Signal. (a) Derive the (continuous-time) SNR requirement for an NRZ signal with linear slopes, where each slope occupies the fraction $\xi<1$ of a bit period, such that the signal can be detected at a specified BER. Assume additive Gaussian noise and equal probabilities for zeros and ones. (b) What is the SNR value for $\xi=0.3$ and $B E R=10^{-12}$ ? (c) What is the requirement for the sampled SNR given a finite-slope NRZ signal?
4.6 SNR Definitions. An ideal $50 \%$-RZ signal swings between 0 and 1 V (zeros and ones have equal probabilities). The rms noise on the $0-\mathrm{V}$ level is 20 mV and the rms noise on the $1-\mathrm{V}$ level is 140 mV . Seven students are asked to calculate the SNR of this signal. Each student comes up with
a different answer: (a) 7.96 dB , (b) 13.98 dB , (c) 15.57 dB , (d) 15.92 dB , (e) 16.82 dB , (f) 16.99 dB , and (g) 22.84 dB . Who is right?
4.7 $E_{b} / N_{0}$ and SNR. (a) Derive the relationship between $E_{b} / N_{0}$ at the input of the linear channel and SNR at the output of the linear channel. Assume that the linear channel bandlimits the noise but does not attenuate the signal. (b) Under which circumstances become $E_{b} / N_{0}$ and SNR identical?
4.8 Sensitivity for Finite Extinction Ratio. Equation (4.22) gives the receiver sensitivity for an optical signal with high extinction ratio. Generalize this equation assuming that the power for the zeros is $P_{0}=P_{1} / E R$ instead of 0 , where $P_{1}$ is the power for the ones and $E R$ is the extinction ratio.
4.9 Sensitivity of $\mathbf{p}-\mathbf{i}-\mathbf{n}$ Receiver. Engineers use the following rule to estimate the sensitivity of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver (cf. [69])

$$
\begin{align*}
\bar{P}_{\text {sens }, P I N}[\mathrm{dBm}] \approx & -21.53 \mathrm{dBm}+10 \log \left(i_{n, \text { ckt }}^{r m s}[\mu \mathrm{~A}]\right)  \tag{4.76}\\
& -10 \log (\mathcal{R}[\mathrm{~A} / \mathrm{W}]) .
\end{align*}
$$

Explain the origin of this equation. What is the meaning of -21.53 dBm ?
4.10 Sensitivity of Optically Preamplified Receiver. The sensitivity in Eq. (4.32) takes only circuit and signal-spontaneous beat noise into account. Derive a more precise expression that includes the effect of spontaneous-spontaneous beat noise. (a) Write $\bar{P}_{\text {sens, } O A}$ as a function of $S_{A S E}$. (b) Write $\bar{P}_{\text {sens }, O A}$ as a function of the optical noise figure $\tilde{F}$, which is defined in Eq. (3.27).
4.11 Sensitivity vs OSNR. Show that the sensitivity analysis leading up to Eq. (4.52) is equivalent to the OSNR analysis based on Eqs. (4.53) and (4.54).
4.12 Q-factor Budget. (a) Redo the budget in Table 4.8 using Q factors instead of OSNR values. Assume that the receiver requires an OSNR of 16 dB at $B E R=10^{-4}$ and that the receiver's $\mathcal{Q}$ is proportional to $\sqrt{O S N R}$. (b) What value of $\mathcal{Q}$ should be observed at the beginning of life?
4.13 Sensitivity of $\mathbf{p}-\mathbf{i}-\mathbf{n}$ Receiver with Finite OSNR. Calculate the sensitivity of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver assuming that the received optical signal contains noise from in-line amplifiers. The latter noise is specified in terms of the OSNR. Neglect shot and spontaneous-spontaneous beat noise. (a) What is the sensitivity in the limit $O S N R \rightarrow \infty$ ? (b) What minimum $O S N R$ is required given a high received power?
4.14 Required OSNR for Receiver with Finite Extinction. Equation (4.53) gives the required OSNR for an optical signal with high extinction ratio. Generalize this equation for the case when the power for the zeros is $P_{0}=P_{1} / E R$ instead of 0 , where $P_{1}$ is the power for the ones and $E R$ is the extinction ratio.
4.15 Required OSNR for Receiver with Spontaneous-Spontaneous Beat Noise. Equation (4.53) takes only signal-spontaneous beat noise into account. (a) Derive an expression that includes the effect of spontaneous-spontaneous beat noise, assuming high extinction. (b) Same as (a), but for the finite extinction ratio $E R$. Tip: Write $\mathcal{Q}$ as a function of OSNR.
4.16 Required OSNR for Receiver with Optical Preamplifier. An optically preamplified receiver has the sensitivity $\bar{P}_{\text {sens }, O A}$ and the preamplifier has the noise figure $F$. Estimate the required OSNR for this receiver.
4.17 Power Penalty due to APD Dark Current. (a) Calculate the power penalty due to the primary dark current in an APD receiver. Assume that the APD gain is set to its optimum value. To keep things simple, make the following approximations: assume that the avalanche noise equals the circuit noise at the optimum APD gain, neglect the second term in Eq. (3.17), and neglect the second term under the root in Eq. (4.33). (b) Derive a specification for the dark current given the maximum acceptable power penalty $P P$.
4.18 Power Penalty due to ISI. Calculate the power penalty incurred when passing an ideal NRZ waveform through (a) a first-order low-pass filter and (b) a second-order Butterworth low-pass filter. Assume that the filtered signal is sampled at the bit boundaries of the input signal. (c) How large are the power penalties for $B W_{3 \mathrm{~dB}}=\frac{1}{3} B, \frac{2}{3} B$, and $\frac{4}{3} B$ for each filter?
4.19 Rectangular-Filter Response. The rectangular filter has an impulse response $h(t)$, which is one in the interval from 0 to $1 / B$ and zero everywhere else. Calculate the frequency response of this filter (magnitude and phase).
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## 5

## Transimpedance Amplifier Specifications

In this chapter we examine the main specifications of the TIA: the transimpedance, the input overload current, the maximum input current for linear operation, the bandwidth, the phase linearity, the group-delay variation, the jitter, the input-referred noise current, and the crosstalk (for multichannel TIAs). We discuss the measurement of the transimpedance and the noise and calculate the power penalty due to crosstalk. We conclude with a table showing the data of commercial parts for illustration.

### 5.1 Transimpedance

Definition. Figure 5.1 defines the input current $i_{I}$ and the output voltage $v_{O}$ of single-ended and differential TIAs. Note that in the differential cases, Figs 5.1(b) and (c), $v_{O}$ is defined as the voltage difference $v_{O}=v_{O P}-v_{O N}$ and $i_{I}$ is defined as the current difference $i_{I}=i_{I P}-i_{I N}$. All output voltages are defined under terminated conditions, that is, a TIA designed to drive a $50-\Omega$ load must be terminated with $50-\Omega$ resistors. The input current $i_{I}$ is the current from the photodetector. More precisely, it is the photocurrent generated by the intrinsic photodetector [1]. At low and intermediate frequencies, however, there is little difference between these two currents. We return to this distinction later in this section.

At low frequencies, the transimpedance, $Z_{T}$, is defined as the output voltage change, $\Delta v_{O}$, per input current change, $\Delta i_{I}$ (see Fig. 5.2)

$$
\begin{equation*}
Z_{T}=\frac{\Delta v_{O}}{\Delta i_{I}} \tag{5.1}
\end{equation*}
$$

The term transimpedance derives from the older term transfer impedance, which indicates that the voltage and current defining the impedance are measured at two different ports. In contrast, the driving point impedance is defined as the ratio of the voltage and current measured at the same port.


Figure 5.1 Input and output signals of (a) a single-ended, (b) a differential-output, and (c) a fully differential TIA.


Figure 5.2 Input current change $\Delta i_{l}$ and output voltage change $\Delta v_{0}$ for a single-ended TIA.

The transimpedance is specified either in units of $\Omega$ or $\mathrm{dB} \Omega$. In the latter case, the value is calculated as $20 \log \left(Z_{T} / \Omega\right)$. For example, $1 \mathrm{k} \Omega$ corresponds to $60 \mathrm{~dB} \Omega$.

For TIAs with differential outputs it is important to distinguish between the differential and the single-ended transimpedance. With our definition $v_{O}=v_{O P}-v_{O N}$, we obtain the differential transimpedance. In contrast, if we define $v_{O}=v_{O P}$ or $v_{O}=v_{O N}$, we obtain the single-ended transimpedance, which is only half of the differential transimpedance (assuming a constant output common-mode voltage).

The small-signal transimpedance must be determined for an input signal swing $\Delta i_{I}$ that is small enough such that the transfer function can be regarded as linear (see Fig. 5.2). For larger input signals, the transfer function becomes nonlinear (compressive), causing the effective transimpedance to drop (cf. Section 5.3). For very large input signals, the output signal gets corrupted by excessive pulse-width distortion and jitter (cf. Section 5.2).

Frequency Response. At high frequencies, the output voltage swing $\Delta v_{O}$ diminishes relative to $\Delta i_{I}$ and the output voltage no longer follows the input current instantaneously. Thus, the low-frequency transimpedance defined in Eq. (5.1) must be generalized to the frequency dependent and complex quantity $Z_{T}(f)=$ $\left|Z_{T}(f)\right| \cdot \exp (j \phi(f))$, where $\left|Z_{T}(f)\right|$ is the magnitude of the transimpedance and $\phi(f)$ is the phase shift from the input to the output signal. Equivalently, this complex quantity can be expressed as

$$
\begin{equation*}
Z_{T}(f)=\frac{V_{o}}{I_{i}} \tag{5.2}
\end{equation*}
$$

Figure 5.3 Frequency response (magnitude and phase) of a TIA.

where $V_{o}$ is the output voltage phasor and $I_{i}$ is the input current phasor. At low frequencies, $Z_{T}$ becomes real, that is, the phase shift goes to zero, as illustrated in Fig. 5.3. (Here we assumed that $Z_{T}(f)$ does not have a low-frequency cutoff.) When $Z_{T}$ is real, the transimpedance is also known as the transresistance, $R_{T}$.

At low frequencies, all of the photocurrent enters the TIA and there is no distinction between the intrinsic photocurrent and the current flowing through the TIA's input terminal. At high frequencies, however, photodetector parasitics and packaging parasitics make these two currents different. In particular, the photodetector capacitance, $C_{D}$, shunts some of the photocurrent to ground. (How much depends on $C_{D}$ and the TIA's input impedance.) In this case, the transimpedance response, $Z_{T}(f)$, based on the intrinsic photocurrent is more relevant than that based on the TIA's input-terminal current [1]. When report$\operatorname{ing} Z_{T}(f)$, the associated $C_{D}$ (or better, the photodetector/package model) must be stated along with it. As illustrated with the dashed line in Fig. 5.3, a larger $C_{D}$ typically reduces the transimpedance at high frequencies (i.e., it reduces the bandwidth).

Typical transimpedance values for some commercial parts are listed in Table 5.1. In general, a larger transimpedance is better because it relaxes the gain and noise requirements of the subsequent main amplifier. In Section 6.2, we see that the maximum achievable transimpedance is limited to a value that depends on the bandwidth (bit rate), the speed of the technology, the TIA topology, and so forth. In particular, the maximum transimpedance diminishes for increasing bandwidths, assuming everything else remains the same.

Most high-speed test equipment, such as network analyzers, are designed to measure circuits in a $50-\Omega$ environment. However, the transimpedance of a TIA must be measured for a capacitive source impedance, as presented by the photodetector, rather than a $50-\Omega$ source impedance. There are two practical methods to experimentally determine the transimpedance: using a photodetector simulator or using a network analyzer (NWA) together with some math.

Measurement with Photodetector Simulator. The measurement setup with a photodetector simulator is shown in Fig. 5.4 [2-5]. The simulator generates the


Figure 5.4 Measurement of the transimpedance with a photodetector simulator.
"photocurrent" $i_{I}$ with the resistor $R_{D}$, which has a large value around 1 to $2 \mathrm{k} \Omega$ to approximate a current source. The simulator further models the photodetector capacitance with the capacitor $C_{D}$. The photodetector simulator is connected to the TIA chip with a bond wire $L_{B}$ similar to what would be used to connect the actual photodetector. The "photocurrent" of the simulator can be controlled with the input voltage $v_{I}$. Assuming that the TIA's input impedance is much smaller than $R_{D}$, the simulated photocurrent is given by $i_{I}=v_{I} / R_{D}$. Thus, by measuring the voltage gain $v_{O} / v_{I}$ of the photodetector simulator plus the TIA and multiplying the gain by $R_{D}$, we obtain the transimpedance $Z_{T}$. The voltage gain can be measured, for example, with a network analyzer (hence the $50-\Omega$ termination resistor at the input).

Measurement with Network Analyzer. Another method to experimentally determine the transimpedance is to first characterize the TIA by itself as a (linear) black box using a network analyzer, as shown in Fig. 5.5, and then to mathematically combine the transfer functions of the photodetector/package model (intrinsic photodetector plus parasitics) with the TIA black-box model, as shown in Fig. 5.6. The black-box model usually is in the form of 2-port S parameters and hence this method is also known as the S-parameter method.

After measuring the S parameters $S_{11}$ and $S_{21}$, the transimpedance can be calculated as [1]

$$
\begin{equation*}
Z_{T}(f)=\frac{H_{P D}(f) S_{21}(f) R_{0}}{\left[1-S_{11}(f)\right]+Y_{D}(f)\left[1+S_{11}(f)\right] R_{0}}, \tag{5.3}
\end{equation*}
$$



Figure 5.5 (a) Measurement of a TIA with a network analyzer and (b) the resulting S-parameter black-box model.

Figure 5.6 Calculation of the transimpedance from the photodetector/package model and the measured S parameters.

where $R_{0}$ is the characteristic impedance relative to which the S parameters were measured (usually $50 \Omega$ ), $Y_{D}$ is the output admittance of the photodetector (including parasitics) as seen from the TIA input (see Fig. 5.6), and $H_{P D}$ is the current referral function referring the intrinsic photodetector current, $i_{I}$, to the input of the TIA. Equation (5.3) follows easily from the facts that the input impedance of the black box is $\left(1+S_{11}\right) /\left(1-S_{11}\right) R_{0}$ and that the voltage gain from the input to the output (loaded with $\left.R_{0}\right)$ is $S_{21} /\left(1+S_{11}\right)$. For an arbitrary linear photodetector model, it can be shown that its output admittance is given by $Y_{D}=\mathcal{C} / \mathcal{D}$ and its current referral function by $H_{P D}=1 / \mathcal{D}$, where $\mathcal{C}$ and $\mathcal{D}$ are the ABCD parameters (chain parameters) of the network located between the intrinsic photodetector and the TIA (cf. Eq. (I.32)). [ $\rightarrow$ Problem 5.1.]

An approximation of Eq. (5.3), often encountered in the literature [5-7], is

$$
\begin{equation*}
Z_{T}(f) \approx \frac{S_{21}(f) R_{0}}{1-S_{11}(f)} \tag{5.4}
\end{equation*}
$$

This expression is valid for frequencies that are low enough such that the output admittance of the photodetector can be neglected, $Y_{D} \approx 0$, and the current into the TIA input closely matches the intrinsic photodetector current, $H_{P D} \approx 1$.

Let us illustrate Eq. (5.3) for the simple photodetector/package model shown in Fig. 5.6. The capacitance $C_{D}$ models the detector and the inductor $L_{B}$ models a bond wire. The output admittance of the photodetector plus package is found to be $Y_{D}=s C_{D} /\left(1+s^{2} L_{B} C_{D}\right)$ and the current referral function is $H_{P D}=1 /(1+$ $s^{2} L_{B} C_{D}$ ). Inserting these two expressions into Eq. (5.3) results in

$$
\begin{equation*}
Z_{T}=\frac{S_{21} R_{0}}{\left(1-\omega^{2} L_{B} C_{D}\right)\left(1-S_{11}\right)+j \omega C_{D}\left(1+S_{11}\right) R_{0}} \tag{5.5}
\end{equation*}
$$

While the photodetector-simulator method requires a more elaborate measurement setup, it presents the TIA with a realistic input impedance and therefore guarantees stability for a correctly designed TIA. In contrast, the S-parameter method, can only be applied to TIAs that are stable for a $50-\Omega$ source impedance in addition to the photodetector impedance. If stability is not an issue and measurements are done carefully, both the photodetector-simulator and the S-parameter method give comparable results [5].

### 5.2 Input Overload Current

Definition. Figure 5.7 depicts an idealized current waveform, $i_{I}(t)$, generated by a single-ended photodetector. This current is unipolar, that is, it is always positive. Its magnitude can be measured either as the signal's peak-to-peak value $i_{I}^{p p}$ or its average value $\bar{i}_{I}$. In the case of a non-return-to-zero (NRZ) signal with DC balance (same number of zeros and ones) and high extinction ( $i_{I} \approx 0$ for zeros), the peak-to-peak value is twice the average value: $i_{I}^{p p}=2 \overline{i_{I}}$. The current from a balanced detector, such as the one in Fig. 3.37, is bipolar, that is, it swings around zero. Its magnitude is measured zero to peak or peak to peak; its average value is zero.

For large input signals, TIAs tend to produce pulse-width distortion and jitter, as sketched in Fig. 5.8. This effect causes the bit-error rate (BER) of the receiver to increase rapidly with received power (cf. Figs 4.9 and 4.10). Eventually, the BER will exceed the maximum acceptable value, such as $10^{-12}$, and the TIA is said to be overloaded. The input overload current, $i_{o v l}^{p p}$, is the maximum input current, measured peak to peak, for which the BER, jitter, or another performance criterion is just met. For a discussion of jitter and pulse-width distortion, see Appendix C.

The dynamic range of the TIA extends from its sensitivity $i_{\text {sens }}^{i p p}$ to its overload current $i_{o v l}^{p p}$ and is defined as the ratio $i_{o v l}^{p p} / i_{\text {sens }}^{p p}$. (Here we assumed that the dynamic range is not limited by nonlinear distortions, cf. Section 5.3.) Expressed in decibels, the electrical dynamic range is $20 \log \left(i_{o v l}^{p p} / i_{\text {sens }}^{p p}\right)$.


Figure 5.7 TIA input signal current: peak-to-peak value and average value.


Figure 5.8 Pulse-width distortion and jitter as a result of input overload.

Typical Values. The input overload currents for some commercial parts are listed in Table 5.1. The overload requirement of a TIA can be estimated from the largest expected optical power, $\bar{P}_{\text {ovl }}$, at the receiver as $i_{\text {ovl }}^{p p} \approx 2 \mathcal{R} \bar{P}_{\text {ovl }}$, where $\mathcal{R}$ is the photodetector's responsivity and a DC-balanced NRZ signal with high extinction was assumed. If the largest expected optical power is given as an optical modulation amplitude (OMA) instead of an average value, then $i_{o v l}^{p p} \approx \mathcal{R} P_{o v l}^{p p}$. Assuming a responsivity of $0.8 \mathrm{~A} / \mathrm{W}$, we find the following input overload currents:

| Standard | $\bar{P}_{\text {ovl }}(\mathrm{dBm})$ | $P_{\text {ovl }}^{\text {OMA }}(\mathrm{dBm})$ | $i_{\text {ovl }}^{p p}(\mathrm{~mA})$ |
| :--- | :---: | :---: | :---: |
| SONET OC-192 short reach | 0.0 |  | 1.6 |
| SONET OC-192 long reach | -3.0 |  | 0.8 |
| 100GBASE-SR10 | 2.4 | 3.0 | 1.6 |
| 100GBASE-LR4/ER4 | 4.5 | 4.5 | 2.3 |

### 5.3 Maximum Input Current for Linear Operation

Depending on the application, the useful dynamic range of the TIA ends before reaching the overload limit. For example, a receiver with equalizer or a receiver for an advanced modulation format (e.g., 4-PAM, DP-QPSK) requires a certain amount of linearity to function correctly. The maximum input current for linear operation, $i_{\operatorname{lin}}^{p p}$, which is illustrated in Fig. 5.9 is always smaller than the overload current $i_{o v l}^{p p}$. For a discussion of nonlinearity (gain compression, total harmonic distortion, intermodulation distortions, and composite distortions), see Appendix D.

Definition. Several definitions for $i_{\text {lin }}^{p p}$ are in use. For example, it can be defined as the peak-to-peak input current for which the transimpedance drops by 1 dB (about $11 \%$ ) below its small-signal value, that is, the $1-\mathrm{dB}$ compression point. Or it can be defined as the peak-to-peak sinusoidal input current for which the total harmonic distortion (THD) reaches $1 \%$ or $5 \%$. The relevant definition depends on the application of the TIA. For PAM applications the level separation mismatch matters [8] and therefore a compression-point criterion


Figure 5.9 Maximum input current for linear operation.
is a good choice. For DP-QPSK applications, a THD criterion has been used [9]. For multicarrier applications composite distortions matter and therefore a CSO, CTB, or MTPR criterion is used (see Appendix D).

A TIA with a fixed transimpedance, $R_{T}$, must be able to deliver an output voltage swing larger than $R_{T} i_{\text {lin }}^{p p}$. This output-swing requirement can be relaxed, if the transimpedance is made adaptive such that its value reduces for large input signals. We explore this idea further in Section 7.4.

Typical Values. The maximum input currents for linear operation for some commercial parts are listed in Table 5.1.

For digital receivers that perform linear signal processing, such as equalization, the requirements for $i_{\text {lin }}^{p p}$ are similar to those for $i_{o v l}^{p p}$ discussed before. In applications, where the TIA's output signal is fed directly into a limiting amplifier or slicer, $i_{\text {lin }}^{p p}$ is uncritical and can be as small as a few microamps.

For 4-PAM applications, a level separation mismatch ratio, defined as $3 \times$ (minimum level separation)/(top to bottom level separation), of more than $92 \%$ is commonly required [8]. To meet this goal, the gain compression at $i_{\text {lin }}^{p p}$ must remain less than 1.3 dB .

For $100-\mathrm{Gb} / \mathrm{s}$ DP-QPSK receivers, the agreement [9] requires $T H D<5 \%$ for an AC current of $0.36 \mathrm{~mA}_{p p}$ and a DC current of 1.3 mA per photodetector.

For analog CATV/HFC receivers, the CSO and CTB distortions for the maximum input signal must stay below -51 dBc (see Appendix D).

### 5.4 Bandwidth

Definition. The TIA's bandwidth, $B W_{3 \mathrm{~dB}}$, is defined as the (upper) frequency at which the transimpedance $\left|Z_{T}(f)\right|$ drops by 3 dB below its midband value (see Fig. 5.10). More precisely, this bandwidth is called the 3-dB bandwidth to distinguish it from other types of bandwidths such as the phase bandwidth or the noise bandwidth. The bandwidth depends among other things on the photodetector impedance, in particular its capacitance $C_{D}$ (cf. Section 5.1). Hence the photodetector capacitance must be stated along with the bandwidth.

As we know from Section 4.8, the bandwidth determines the amount of intersymbol interference (ISI) introduced into the signal and the amount of noise picked up by the signal. The optimum bandwidth is given by a trade-off between these two mechanisms. For this reason it is important to specify a minimum bandwidth (to limit ISI) as well as a maximum bandwidth (to limit noise).

In optically amplified transmission systems, the receiver bandwidth directly impacts the required OSNR (cf. Section 4.6) and thus must be well controlled.

In addition to the $3-\mathrm{dB}$ bandwidth, the maximum permitted peaking in the frequency response must be specified. When designing a TIA, it is often possible to improve the $3-\mathrm{dB}$ bandwidth at the expense of more peaking

Figure 5.10 Definition of the $3-\mathrm{dB}$ bandwidth.

(cf. Section 6.2). Usually, a flat frequency response (no peaking), as shown in Fig. 5.10, is required to keep signal distortions low.

Typical Values. Typical bandwidth values for some commercial parts are listed in Table 5.1. The optimum TIA bandwidth depends on many factors including the modulation format, the bandwidth allocation strategy chosen for the receiver, and the amount of optical filtering performed. These factors were discussed in Section 4.8. For a conventional NRZ receiver, operating at the bit rate $B$, the TIA bandwidth is chosen around $0.6 B$ to $0.7 B$, assuming that the TIA sets the receiver bandwidth. If the receiver bandwidth is set in another way (e.g., with an electrical filter), a wider TIA bandwidth around $0.9 B$ to $1.2 B$ is chosen:

| Speed (Gb/s) | $B W_{3 \mathrm{~dB}}(\mathrm{GHz})$ |
| :--- | :--- |
| 2.5 | $1.5 \ldots 3$ |
| 10 | $6 \ldots 12$ |
| 40 | $24 \ldots 48$ |

### 5.5 Phase Linearity and Group-Delay Variation

Definition. The 3-dB bandwidth specification alone does not say anything about the phase of $Z_{T}(f)$. Even if the frequency response $\left|Z_{T}(f)\right|$ is flat up to sufficiently high frequencies, distortions in the form of data-dependent jitter may occur if the phase linearity of $Z_{T}(f)$ is insufficient. The phase linearity (or, more accurately, the phase distortion), $\Delta \phi$, is defined as the largest deviation of the phase from the linear phase within the bandwidth of interest $[2,10]$, usually the $3-\mathrm{dB}$ bandwidth. To determine the phase linearity, the phase is plotted as a function of linear frequency (not the usual logarithmic frequency), as illustrated in Fig. 5.11(a) (cf. Fig. H. 6 on p. 491).

The group delay (a.k.a. envelope delay), $\tau$, is related to the phase, $\phi$, as $\tau(\omega)=-d \phi / d \omega$, where $\phi$ is in radians and $\omega=2 \pi f$. Thus, a linear phase corresponds to a constant group delay. The group-delay variation, $\Delta \tau$, is defined as the largest deviation of the group delay from the constant group delay within the bandwidth of interest (see Fig. 5.11(b)).

(a)
(b)

Figure 5.11 Definition of (a) the phase linearity and (b) the group-delay variation.

Can phase linearity and group-delay variation be related to each other? Only as an inequality. For a phase that wiggles around the linear-phase trajectory the group-delay variation can be made arbitrarily large by choosing rapid wiggles (large derivative), while the phase linearity itself can be kept small by limiting the magnitude of the wiggles. However, for a given phase linearity $\Delta \phi$, the group-delay variation must be at least $\Delta \tau \geq \Delta \phi /\left(2 \pi B W_{3 \mathrm{~dB}}\right)$. The equality holds when the phase error builds up evenly throughout the whole bandwidth (cf. Appendix H).

Typical Values. Typically, a phase linearity, $\Delta \phi$, of less than $15^{\circ}$ [2] to $20^{\circ}$ [11, 12] is required over the bandwidth of interest to limit the generation of data-dependent jitter. Similarly, the group-delay variation, $\Delta \tau$, should be less than $10 \%$ of the bit period ( 0.1 UI ) over the bandwidth of interest. The corresponding values are listed in the following table. Note that for $B W_{3 \mathrm{~dB}}=\frac{2}{3} B$, a phase linearity of 15 to $20^{\circ}$ implies a group-delay variation of at least 0.063 to 0.083 UI, making the two recommendations consistent.

| Speed (Gb/s) | $\Delta \boldsymbol{\phi}$ | $\Delta \boldsymbol{\tau}(\mathrm{ps})$ |
| :--- | :--- | :---: |
| 2.5 | $<20^{\circ}$ | $<40$ |
| 10 | $<20^{\circ}$ | $<10$ |
| 40 | $<20^{\circ}$ | $<2.5$ |

### 5.6 Timing Jitter

Good phase linearity and low group-delay variation guarantee low datadependent jitter for small input signals. Remember that phase linearity and group-delay variation are derived from the small-signal quantity $Z_{T}(f)$.

However, to limit jitter generation over the full range of input signal swings, an explicit jitter specification is needed in addition to the phase linearity and group-delay variation. A discussion of jitter and its types (deterministic jitter, random jitter, etc.) is given in Appendix C.

Definition. To determine the jitter introduced by a TIA, an ideal (for simulations) or low-jitter (for measurements) data signal is applied to the input of the TIA. The deterministic jitter at the output of the TIA is then separated from the random jitter using one of the methods discussed in Appendix C. This procedure is repeated for a number of input current levels that cover the dynamic range from $i_{\text {sens }}^{p p}$ to $i_{o v}^{p p}$. Often the deterministic jitter is seen to increase with input current, reaching the maximum for $i_{o v l}^{p p}$ [13].

Typical Values. Typical jitter values for some commercial parts are listed in Table 5.1. The deterministic jitter, measured peak to peak, $t_{D J}^{p p}$, should be less than $10 \%$ of the bit period ( 0.1 UI ). This specification is consistent with that given in Section 5.5 because a group-delay variation of 0.1 UI typically results in a linear (small-signal) jitter that is much less than 0.1 UI (cf. Appendix H), leaving a comfortable margin for nonlinear (large-signal) jitter.

| Speed (Gb/s) | $t_{D J}^{p p}(\mathrm{ps})$ |
| :--- | :--- |
| 2.5 | $<40$ |
| 10 | $<10$ |
| 40 | $<2.5$ |

### 5.7 Input-Referred Noise Current

The input-referred noise current is one of the most critical TIA parameters. This is especially true in unamplified direct-detection systems, where the noise of the TIA often dominates all other noise sources (the noise from the photodetector, main amplifier, etc.) and therefore determines the sensitivity of the receiver. We discussed the impact of circuit noise on the performance of different types of receivers in Section 4.4.

Definition. Figure 5.12 (left) shows a noiseless TIA with an imagined noise current generator, $i_{n, T I A}$, at the input. This noise current is chosen such that, together with the noiseless TIA, it reproduces the output noise of the actual noisy TIA shown in Fig. 5.12(right). The noise current $i_{n, \text { TIA }}$ is known as the input-referred noise current or the equivalent input noise current.

Several points must be made about this definition: First, the value of the input-referred noise current depends on the source impedance, that is, the photodetector impedance. The latter is determined mostly by the photodetector


Figure 5.12 Definition of the input-referred noise current.
capacitance $C_{D}$ and package parasitics. As we see in Section 6.3, a larger photodetector capacitance generally means more input-referred high-frequency noise current. Hence it is important to state the photodetector capacitance (or better the photodetector/package model) along with the input-referred noise current.

Second, it is possible to model the noise properties of a TIA in a sourceimpedance independent way by placing a noise current generator and a partially correlated noise voltage generator at the input of the noiseless TIA. We discuss this noise model, which we call the four-parameter model because it requires four (real) parameters for its description, in Section 6.5. The important point here is that the input-referred noise current in the four-parameter model is different from the input-referred noise current $i_{n, \text { TIA }}$ defined here and the two noise currents must not be confused!

Third, the input-referred noise current must be referred to the intrinsic photodetector such that it can be meaningfully compared to the intrinsic photocurrent signal [1]. Because of photodetector parasitics and package parasitics, this noise current is somewhat different from the noise current referred to the input of the TIA, especially at high frequencies (cf. Section 5.1). Hence it is important to state the photodetector/package model (e.g., $C_{D}, L_{B}$ ) along with the input-referred noise current.

Fourth, for TIAs with differential outputs the input-referred noise current must be chosen such that it reproduces the differential output noise. In general, the input-referred noise current that reproduces the differential noise and the input-referred noise current that reproduces the single-ended noise are not the same. They are equal only if all the output noise is contained in the differential mode (and the common mode is noise free), that is, if the two single-ended noise voltages are fully correlated and of opposite polarity. For example, simulations of a particular TIA design yielded an input-referred rms noise current that was $30 \%$ higher when reproducing the single-ended instead of the differential output noise. [ $\rightarrow$ Problem 5.2.]

The input-referred noise current, $i_{n, T I A}$, in Fig. 5.12 can be quantified in a number of different ways:

- Input-Referred Noise Current PSD. The power spectral density (PSD) of the input-referred noise current, $I_{n, T I A}^{2}(f)$, or the input-referred noise current $P S D$ for short, is illustrated with an example in Fig. 5.13. The square root of

Figure 5.13 Typical input-referred noise current PSD.

this quantity, is known as the root spectral density of the input-referred noise current, $I_{n, T I A}(f)$, or the input-referred noise current density for short.
Noise current PSDs are measured in $\mathrm{pA}^{2} / \mathrm{Hz}$ and noise current densities are measured in $\mathrm{pA} / \sqrt{\mathrm{Hz}}$. The input-referred noise current PSD typically consists of a frequency-independent part, an $f^{2}$ part at high frequencies, and possibly a $1 / f$ part at low frequencies. Frequency-independent noise is also known as white noise. Continuing the color analogy, $f^{2}$ noise, $f$ noise, $1 / f$, noise, and $1 / f^{2}$ noise are referred to as violet, blue, pink, and red noise, respectively.
In Section 6.3, we analyze the input-referred noise current PSD quantitatively. Because this PSD is not white, it cannot be characterized by a single number, but a graph must be provided instead. To compare the noise performance of different TIAs, it is necessary to look at the whole PSD up to at least the TIA's noise bandwidths, which are larger than the $3-\mathrm{dB}$ bandwidth (cf. Section 4.5). But, even knowing the whole PSD is not enough to infer the TIA's sensitivity.

- Input-Referred RMS Noise Current. Another measure of the inputreferred noise current that relates directly to the sensitivity and can be expressed by a single number (in nA or $\mu \mathrm{A}$ ) is its rms noise value, $i_{n, T I A}^{r m s}$. As we discussed at length in Section 4.5, the input-referred rms noise current, or the total input-referred noise current, is determined by dividing the rms output noise voltage by the TIA's midband transimpedance value. The rms output noise voltage, in turn, is obtained by integrating the output-referred noise voltage PSD and taking the square root of it. Thus, we have

$$
\begin{equation*}
i_{n, T I A}^{r m s}=\frac{v_{n, T I A}^{r m s}}{R_{T}}=\frac{1}{R_{T}} \sqrt{\int_{0}^{f_{u}}\left|Z_{T}(f)\right|^{2} I_{n, T I A}^{2}(f) d f} \tag{5.6}
\end{equation*}
$$

where $v_{n, T I A}^{r m s}$ is the rms output noise, $\left|Z_{T}(f)\right|$ is the frequency response of the transimpedance, and $R_{T}$ is its midband value (cf. Eq. (4.39)). For analytical calculations, the integration can be carried out to infinity $\left(f_{u} \rightarrow \infty\right)$; for simulations (and measurements), it is usually enough to integrate up to about $2 \times$ the TIA's noise bandwidths ( $f_{u}>2 \max \left\{B W_{n}, B W_{n 2}\right\}$ ), after which the contributions to the rms output noise become very small. See Section 4.5 for a discussion of the noise bandwidths. The square of the input-referred rms noise current is known as the input-referred mean-square noise current, $\overline{i_{n, T I A}^{2}}$, and is measured in units of $n \mathrm{~A}^{2}$ or $\mu \mathrm{A}^{2}$.

As we discussed in Section 4.4, the input-referred rms noise current, $i_{n, T I A}^{r m s}$, directly determines the (electrical) sensitivity of the TIA as (cf. Eq. (4.19))

$$
\begin{equation*}
i_{\mathrm{sens}}^{p p}=2 \mathcal{Q} i_{n, T I A}^{r m s} \tag{5.7}
\end{equation*}
$$

and therefore this noise measure is a good metric to compare different TIAs (designed for the same bit rate). When the TIA noise dominates the receiver circuit noise, $i_{n, T I A}^{r m s}$ can also serve as an estimate for the receiver's noise, $i_{n, \text { ckt }}^{r m s} \approx i_{n, T I A}^{r m s}$, which, in turn, determines the electrical sensitivity of the receiver.

- Averaged Input-Referred Noise Current Density. The input-referred noise current can also be described by the averaged input-referred noise current density. This quantity is defined as the input-referred rms noise current, $i_{n, \text { TIA }}^{r m s}$, divided by the square root of the TIA's noise bandwidth ${ }^{1}$ [15]:

$$
\begin{equation*}
I_{n, T I A}^{\text {avg }}=\frac{i_{n, T I A}^{r m s}}{\sqrt{B W_{n}}}=\sqrt{\frac{\int_{0}^{f_{u}}\left|Z_{T}(f)\right|^{2} I_{n, T I A}^{2}(f) d f}{\int_{0}^{f_{u}}\left|Z_{T}(f)\right|^{2} d f}}, \tag{5.8}
\end{equation*}
$$

where $B W_{n}$ is the noise bandwidth. The expression on the right follows from Eq. (5.6) and the definition of the noise bandwidth Eq. (4.44). It is important to realize that $I_{n, T I A}^{\text {avg }}$ is a weighted average (weighted by $\left|Z_{T}(f)\right|^{2}$ ) and therefore cannot be obtained by simply averaging $I_{n, T I A}^{2}(f)$ or $I_{n, T I A}(f)$ over the TIA's bandwidth. Such simple averages frequently underestimates the true averaged noise value.
What is the meaning of the averaged input-referred noise current density? It can be interpreted as the noise current density of the white noise source that must be applied to the input of a noise-free TIA to reproduce the rms output noise (but not its spectral distribution) of the real (noisy) TIA. This fact follows easily from the definition in Eq. (5.8) and is illustrated in Fig. 5.14. This interpretation also suggests a simple procedure to determine the averaged input-referred noise current density. If we apply a white noise current source to the input of the real (noisy) TIA and adjust its amplitude until the


Figure 5.14 Interpretation of the averaged input-referred noise current density.

[^20]TIA's output noise power is twice that without the noise source, then the noise current density of the applied white noise current equals the averaged input-referred noise current density of the TIA [16].

Typical input-referred rms noise current values for some commercial parts are listed in Table 5.1. Note that the rms noise tends to increase with the bit rate. We examine the dependence of $i_{n, T I A}^{r m s}$ on the bit rate in Section 6.4. [ $\rightarrow$ Problem 5.3.]

Measurement. The input-referred noise current generator cannot be measured directly because it exists only in the mind of the imaginative engineer. To determine the input-referred noise, we have to measure the output noise, which is a real noise quantity, and then mathematically refer it back to the input using the separately measured transimpedance function $\left|Z_{T}(f)\right|$. In practice, we can measure the output noise voltage PSD with a spectrum analyzer. If the noise floor of the spectrum analyzer is too high, a broadband low-noise amplifier can be inserted between the TIA and the spectrum analyzer [4, 15], as shown in Fig. 5.15.

Because the measured noise depends on the source impedance, the TIA's input must be terminated with a (dark) photodetector or an equivalent impedance. To find the input-referred noise current PSD, $I_{n, T I A}^{2}(f)$, from the measured output noise voltage PSD, we first subtract the noise voltage PSDs due to the low-noise amplifier and the spectrum analyzer and then refer the remaining noise back through the low-noise amplifier and the TIA to the input.

The input-referred rms noise current and the averaged input-referred noise current density can be calculated from $I_{n, T I A}^{2}(f)$ using Eqs. (5.6) and (5.8), respectively.

If we are not interested in the spectral information, but only in the rms noise, we can replace the spectrum analyzer in Fig. 5.15 with an oscilloscope to measure the rms output noise voltage [15, 17, 18]. Dividing the de-embedded rms output noise voltage by the midband amplifier gain and the midband transimpedance, $R_{T}$, yields the input-referred rms noise current.

Relationship to the Noise Figure. Can the input-referred noise current be determined from a noise-figure measurement? In principle yes, but we need to


Figure 5.15 Measurement of the TIA's output noise voltage PSD.
determine the noise figure $F$ for the source impedance $Z_{D}$ presented by the photodetector. Most noise-figure meters, however, measure $F$ only for a $50-\Omega$ source impedance and, unfortunately, we cannot mathematically transform a $50-\Omega$ noise figure to another source impedance. To find the noise figure for an arbitrary source impedance, we need to measure the noise figure for (at least) four separate source impedances, which requires an elaborate test set with impedance tuners. From these four measurements we can then infer four noise parameters (usually, the minimum noise figure, $F_{\text {min }}$, the real and imaginary part of the optimum source admittance, $Y_{\text {opt }}$, and the noise resistance, $R_{n}$; cf. Section 6.5), which, in turn, permit us to calculate the noise figure for an arbitrary source impedance [19, 20]. (In practice, more than four impedance points are usually measured in order to be able to calculate the noise parameters with sufficient accuracy [21]. Conversely, if we have a priori knowledge about the noise mechanisms in the device under test, we can get away with fewer than four measurements [21, 22].)

After we have found the (spot) noise figure $F(f)$ for the photodetector source impedance $Z_{D}$, we can proceed to calculate the input-referred noise current PSD as follows:

$$
\begin{equation*}
I_{n, T I A}^{2}(f)=F(f) \cdot 4 k T \operatorname{Re}\left\{\frac{1}{Z_{D}(f)}\right\}=F(f) \cdot 4 k T G_{D}(f) \tag{5.9}
\end{equation*}
$$

By definition, the noise figure (first factor) multiplies the noise current PSD generated by the source impedance (second factor) to produce the input-referred noise current PSD of the TIA plus the source impedance. Clearly, a purely reactive photodetector, $G_{D}=0$, produces no noise and therefore results in an undefined noise figure $(F \rightarrow \infty)$. Thus, the noise-figure method of determining the input-referred noise current is only applicable if the photodetector is lossy. An example of a lossy photodetector model is shown in Fig. 5.16 (cf. Fig. 3.4(a)). For this model, we have $Z_{D}(\omega)=\left(1+s R_{P D} C_{P D}\right) /\left(s C_{P D}\right)$ and the noise current generating conductance follows as $G_{D}(\omega)=\operatorname{Re}\left\{1 / Z_{D}(\omega)\right\}=\left(\omega C_{P D}\right)^{2} R_{P D} /\left(1+\omega^{2} R_{P D}^{2} C_{P D}^{2}\right)$.

Equation (5.9) expresses the equivalent noise current PSD at the input of the TIA. But we know that this is not quite what we want: The noise current


Figure 5.16 Lossy photodetector model followed by a TIA with noise figure $F$ measured for the source impedance $Z_{D}$.
should be referred to the intrinsic photodetector. This flaw can easily be corrected by dividing Eq. (5.9) by $\left|H_{P D}\right|^{2}$, where $H_{P D}$ is the current referral function introduced in Section 5.1. Remember, $H_{P D}$ refers the intrinsic photodetector current, $i_{I}$, to the input of the TIA. Thus we have

$$
\begin{equation*}
I_{n, T I A}^{2}=\frac{F \cdot 4 k T G_{D}}{\left|H_{P D}\right|^{2}}=F \cdot 4 k T G_{D i} \tag{5.10}
\end{equation*}
$$

where $G_{D i}=G_{D} /\left|H_{P D}\right|^{2}$ is known as the photodetector intrinsic conductance [1]. Continuing our example from Fig. 5.16, we find the referral function $\left|H_{P D}\right|^{2}=1 /\left(1+\omega^{2} R_{P D}^{2} C_{P D}^{2}\right)$ and therefore $G_{D i}=\left(\omega C_{P D}\right)^{2} R_{P D}$ [1, 23]. For an arbitrary linear photodetector model, it can be shown that its intrinsic conductance is given by $G_{D i}=\operatorname{Re}\left\{C^{*} \mathcal{D}\right\}$, where $\mathcal{C}$ and $\mathcal{D}$ are the ABCD parameters (chain parameters) of the network located between the intrinsic photodetector and the TIA [1] (cf. Eq. (I.34)). [ $\rightarrow$ Problem 5.4.]

### 5.8 Crosstalk

Multichannel receivers (e.g., $4 \times 25 \mathrm{~Gb} /$ s) or receivers for parallel optical interconnects often make use of multichannel TIA chips. Because the TIAs on those chips are located in close proximity to each other, crosstalk through the power supply, substrate, mutual-wire capacitance, or mutual-wire inductance is an important concern [24-28].

Definition. Figure 5.17 shows an array of receiver channels with crosstalk. To quantify crosstalk, we pick a channel, the so-called victim channel, and analyze how it is disturbed by the other channels, known as aggressor channels. Without crosstalk, the victim channel's output signal is $v_{S}$. With crosstalk from the other channels ( $v_{A S 1}$ and $v_{A S 2}$ in Fig. 5.17), the output signal becomes $v_{S}+v_{X}$,

Figure 5.17 Crosstalk interference from adjacent channels.

where $v_{X}$ is the total crosstalk voltage. A similar analysis can be made for every receiver channel on the chip.

Electrical crosstalk from the $n$th aggressor channel ( $n=1,2$ in Fig. 5.17) to a particular victim channel is defined as

$$
\begin{equation*}
X T_{n}=\frac{v_{X n}^{p p}}{v_{A S n}^{p p}} \tag{5.11}
\end{equation*}
$$

where $v_{X n}$ is the crosstalk voltage due to the $n$th aggressor channel and $v_{A S n}$ is the output signal of the $n$th aggressor channel. Electrical crosstalk usually is expressed in decibels using the conversion rule $20 \log X T$.

The total worst-case crosstalk voltage appearing in the victim channel, $v_{X}$, can be derived from Eq. (5.11) by summing the individual contributions in a peak-to-peak manner:

$$
\begin{equation*}
v_{X}^{p p}=\sum_{n} v_{X n}^{p p}=\sum_{n} X T_{n} \cdot v_{A S n}^{p p}, \tag{5.12}
\end{equation*}
$$

where the summation is over all the aggressor channels.
In the special case where $N$ dominant aggressor channels have the same swing $v_{A S}^{p p}$ and the same crosstalk $X T$ to the victim channel while all the other channels produce negligible crosstalk, the sum can be simplified to the product

$$
\begin{equation*}
v_{X}^{p p}=N \cdot X T \cdot v_{A S}^{p p} \tag{5.13}
\end{equation*}
$$

Power Penalty. To overcome the BER degradation due to crosstalk, more optical power must be transmitted. In other words, crosstalk can be quantified by a power penalty (or sensitivity penalty), as discussed in Section 4.7. Figure 5.18 illustrates the derivation of the power penalty due to crosstalk [27]. The clean eye in Fig. 5.18(a) is degraded by crosstalk to that in Fig. 5.18(b). To restore the vertical eye opening to that of the clean eye (and thus to approximately restore the BER), we need to increase the signal swing from $v_{S}^{p p}$ to $v_{S}^{\prime p p}=v_{S}^{p p}+v_{X}^{p p}$, as shown in Fig. 5.18(c). (It is assumed here that the act of increasing the signal swing does not significantly increase the crosstalk.) Thus, the power penalty is


Figure 5.18 Power penalty due to crosstalk: (a) without crosstalk, (b) with crosstalk, and (c) with crosstalk and increased signal swing to restore the original BER.
$P P=\left(v_{S}^{p p}+v_{X}^{p p}\right) / v_{S}^{p p}=1+v_{X}^{p p} / v_{S}^{p p}$. Inserting Eq. (5.13) for $v_{X}^{p p}$ yields

$$
\begin{equation*}
P P=1+N \cdot X T \cdot \frac{v_{A S}^{p p}}{v_{S}^{p p}} . \tag{5.14}
\end{equation*}
$$

Power penalties usually are expressed in decibels using the conversion rule $10 \log P P$ (cf. Section 4.7). For example, with two dominant aggressor channels (the adjacent channels), a per-channel crosstalk of -20 dB , and equal swings in the aggressor and victim channels, we have $P P=1+2 \cdot 0.1 \cdot 1=1.2$ corresponding to a power penalty of 0.79 dB .

Finally, we can solve Eq. (5.14) for $X T$ to obtain an expression for the largest permissible crosstalk that complies with a given power penalty:

$$
\begin{equation*}
X T \leq \frac{P P-1}{N} \cdot \frac{v_{S}^{p p}}{v_{A S}^{p p}} \tag{5.15}
\end{equation*}
$$

For example, given a power penalty of $0.5 \mathrm{~dB}(P P=1.122)$, five aggressor channels, and a $10 \times$ higher swing for the aggressor channels than the victim channel, the per-channel crosstalk must be kept below $0.122 / 5 \cdot 0.1=0.00244$, corresponding to less than -52.3 dB [27].

Typical Values. The quad $25-\mathrm{Gb}$ /s TIA chip in [28] achieves a crosstalk of less than -17 dB over the whole bandwidth and a power penalty of less than 0.8 dB . The power penalty of the quad $25-\mathrm{Gb} / \mathrm{s}$ TIA chip in [25] is less than 0.15 dB . The crosstalk of the dual $64-\mathrm{Gb} / \mathrm{s}$ TIA chip in [29] is below -34 dB over the whole bandwidth.

### 5.9 Product Examples

Table 5.1 summarizes typical specifications for some commercial TIA chips. The numbers have been taken from data sheets that were available at the time of writing. Besides the parts shown, many more are available from several manufacturers. For up-to-date product information, please contact the manufacturer directly.

All listed TIA parts have differential outputs and thus the differential transimpedance is shown under $R_{T}$. The maximum input current for linear operation, $i_{\operatorname{lin}}^{p p}$, is specified for the linearity criterion shown at the bottom of the table, which varies from part to part.

The PHY1090 and ONET8511T are linear TIAs for applications that require electronic dispersion compensation (EDC) such as 10-Gigabit Ethernet LRM receivers. The other parts are limiting TIAs for applications without equalization. The ASNT6123-BD contains two independent TIAs for dual-channel applications.
Table 5.1 High-speed TIA products.

| Company \& product | $\begin{aligned} & \text { Speed } \\ & (\mathrm{Gb} / \mathrm{s}) \end{aligned}$ | $R_{T}$ (k $\Omega$ ) | $\begin{aligned} & \mathrm{BW}_{3 \mathrm{~dB}} \\ & (\mathrm{GHz}) \end{aligned}$ | $\begin{aligned} & t_{D J}^{p p} \\ & \text { (ps) } \end{aligned}$ | $\begin{aligned} & i_{n, T \mathrm{TA}} \\ & (\mu \mathrm{~A}) \end{aligned}$ | $\begin{aligned} & i_{\operatorname{lin}^{p p}} \\ & (\mu \mathrm{~A}) \end{aligned}$ | $\begin{aligned} & i_{o l}^{p p} \\ & (\mathrm{~mA}) \end{aligned}$ | Power (mW) | Technology |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Maxim MAX3864 | 2.5 | 2.8 | 2.0 | 24 | 0.49 | $40^{\text {a) }}$ | 2.0 | 112 | SiGe Bipolar |
| Maxim PHY1097 | 2.5 | 25.0 | 1.7 | 20 | 0.15 |  | 4.4 | 158 |  |
| Maxim MAX3797 | 10.3 | 5.5 | 7.7 | 6 | 1.25 |  | 1.0 | 105 | SiGe Bipolar |
| Maxim PHY1090 | 10.3 | 2.0 | 6.0 | 5 | <1.10 | $600^{\text {b) }}$ | 2.0 | 149 |  |
| Hittite HMC960 | 11.3 | 1.3 | 7.5 | $<10$ | 1.00 | 300 | 3.0 | 304 |  |
| TI ONET8551T | 11.3 | 10.0 | 9.0 | 10 | 0.90 |  | 2.5 | 92 |  |
| TI ONET8511T | 11.3 | 5.5 | 8.0 | 8 | 1.00 | 1,400 ${ }^{\text {c }}$ | 2.0 | 152 |  |
| Adsantec ASNT6123-BD | 25.0 |  | 18.0 | <2 |  |  | 1.5 | 495 | SiGe BiCMOS |
| Adsantec ASNT6121 | 43.0 | 4.0 | 35.0 | $<2$ |  |  | 2.0 | 475 | SiGe BiCMOS |
| Hittite HMC6590 | 43.0 | 4.0 | 39.0 |  | 3.30 |  | 4.0 | 310 | SiGe BiCMOS |
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### 5.10 Summary

The main specifications of the transimpedance amplifier (TIA) are as follows:

- The transimpedance, which we want to be as large as possible to relax the gain and noise requirements for the subsequent main amplifier.
- The input overload current, which must be large enough to avoid harmful pulse-width distortion and jitter when the maximum optical signal power is received.
- The maximum input current for linear operation, which must be large enough to avoid harmful signal distortions (signal compression, harmonic, and intermodulation distortions) when the maximum optical signal power is received. This specification is important for receivers using linear signal processing (e.g., equalization), an advanced modulation format (e.g., 4-PAM, DP-QPSK), or a linear modulation scheme (e.g., CATV/HFC).
- The 3-dB bandwidth, which for NRZ modulation is between $0.6 B$ and $1.2 B$, where $B$ is the bit rate, depending on the bandwidths of the other components in the receive path.
- The phase linearity (or, more accurately, the phase distortion) and the related group-delay variation, which both must be kept small over the bandwidth of interest to minimize (small-signal) jitter and other signal distortions.
- The jitter, which must be kept low for signals ranging from the sensitivity limit to the overload limit.
- The input-referred noise current, which must be as small as possible to obtain high sensitivity, especially in $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receivers. The TIA noise performance can be specified in terms of the input-referred noise current PSD, the averaged input-referred noise current density, or the input-referred rms noise current. The latter quantity determines the sensitivity.
- The crosstalk in multichannel TIA chips, which must be kept small to avoid sensitivity degradations (power penalties).

Besides the specifications discussed in this chapter there are several other important TIA specifications. Examples are the power-supply current, the power-supply rejection, the input bias voltage at the photodetector, the output voltage swing, and the S parameter of the output $\left(S_{22}\right)$. For TIAs with differential outputs, the differential output voltage swing, the common-mode output voltage, and the mixed-mode S parameters of the outputs ( $S_{d d 22}, S_{c c 22}$, $S_{d c 22}$, and $S_{c d 22}$ ) must be specified. If the TIA contains a voltage regulator or filter for the photodetector bias, a received signal strength indicator (RSSI), or an automatic gain control (AGC) loop, the parameters associated with these features must be specified as well.

## Problems

5.1 Transimpedance and S Parameters. A photodetector (including extrinsic and packaging parasitics) can be modeled as a cascade of an intrinsic photodetector (an ideal current source) and a two-port network. (a) Derive $Z_{T}$ in terms of the ABCD parameters of this two-port network and the $S$ parameters of the subsequent TIA. (b) Demonstrate that Eq. (5.3) is correct and find expressions for $Y_{D}$ and $H_{P D}$ in terms of ABCD parameters. (c) Find the ABCD parameters, $Y_{D}$, and $H_{P D}$ for the photodetector model shown in Fig. 5.6.
5.2 Input-Referred RMS Noise Current. A TIA with differential outputs has a differential transimpedance of $1 \mathrm{k} \Omega$ and an rms output noise voltage of 1 mV at each output terminal. (a) Assuming that the noise at the two outputs is uncorrelated, how much noise is in the differential mode and how much noise is in the common mode? (b) What is the input-referred rms noise current required to reproduce the single-ended output noise and what is the input-referred rms noise current required to reproduce the differential output noise?
5.3 TIA Dynamic Range. A $10-\mathrm{Gb} / \mathrm{s}$ NRZ receiver must be able to handle optical input signals in the range from -19 to +3 dBm at $B E R<10^{-12}$. Assume that the photodetector responsivity is $0.8 \mathrm{~A} / \mathrm{W}$ and that the optical signal has high extinction. (a) What is the optical and electrical dynamic range of this receiver? (b) What input overload current and input-referred rms noise current should the TIA have? (c) What averaged input-referred noise current density should the TIA have, if its noise bandwidth is 7.5 GHz ?
5.4 Photodetector Intrinsic Conductance. A photodetector (including extrinsic and packaging parasitics) can be modeled as a cascade of an intrinsic photodetector (an ideal current source) and a two-port network. (a) Express the photodetector intrinsic conductance $G_{D i}$ in terms of the ABCD parameters of the two-port network. (b) Find the ABCD parameters and $G_{D i}$ for the two-port network shown in Fig. 5.16.
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## 6

## Basic Transimpedance Amplifier Design

We start our exploration of TIA topologies with the low- and high-impedance front-ends. These simple front-ends illustrate important design trade-offs and motivate the need for more sophisticated TIA topologies. Then, we move on to the popular shunt-feedback architecture, which we study in great detail. We calculate the transimpedance, input impedance, and output impedance. We analyze the stability and the transimpedance limit of single- and multistage implementations. Next, we derive the noise performance of TIAs with FET and BJT front-ends. We explain Ogawa's noise factor and its relationship to induced gate noise. After that, we discuss the noise optimization of TIAs with FET and BJT front-ends by means of device sizing and biasing. We examine the impact of constraints, such as a constant gain-bandwidth product, on the noise optimum. Finally, we investigate noise-matching networks and their properties.

### 6.1 Low- and High-Impedance Front-Ends

The term TIA in its wide sense refers to any circuit that converts a current into a voltage. This includes the simple resistor! In this sense, the low-impedance front-end and the high-impedance front-end are simple forms of TIAs.

Low-Impedance Front-End. A simple low-impedance front-end is shown in Fig. 6.1(a). A 50- $\Omega$ load resistor converts the photodetector current $i_{I}$ into a proportional voltage following Ohm's law. This voltage is then brought to the output with a unity-gain buffer that has a high-impedance input (capacitive loading only). Clearly, the output voltage (at low frequencies) is $v_{O}=50 \Omega \times i_{I}$ and thus the transimpedance is $R_{T}=50 \Omega$. We cannot beat this transimpedance amplifier in terms of simplicity!

The low-impedance front-end has a respectable bandwidth. For example, given a photodetector capacitance of $C_{D}=0.15 \mathrm{pF}$ and a buffer input capacitance of $C_{I}=0.15 \mathrm{pF}$, the bandwidth is 11 GHz . The relatively low
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Figure 6.1 Low-impedance front-end with (a) high-impedance buffer and (b) 50- $\Omega$ amplifier.
transimpedance value and the resulting small output voltage is a disadvantage. Another drawback is the significant thermal noise current associated with the small $50-\Omega$ resistor. The input-referred noise current density of this front-end is white and given by $I_{n, \text { res }}=\sqrt{4 k T / R}$, which is about $18 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ for $R=50 \Omega$. (To keep things simple at this point, we are neglecting noise contributions from the buffer and subsequent circuits, which would be important in practice [cf. Eq. (I.36)].)

Figure 6.1(b) shows an easy way to construct a low-impedance front-end in the lab. A photodetector module with a built-in $50-\Omega$ load resistor is connected to an off-the-shelf broadband low-noise amplifier with $50-\Omega$ inputs and outputs. Because of the $50-\Omega$ terminations on both sides, we can use a standard $50-\Omega$ cable to connect the two modules without having to worry about reflections. The (low-frequency) transimpedance of this arrangement is $R_{T}=$ $25 \Omega \times A$, where $A$ is the voltage gain of the amplifier. The $25-\Omega$ factor is due to the $50-\Omega$ load resistor and the $50-\Omega$ amplifier input termination, which are connected in parallel. For a noise-free amplifier ( $F=0 \mathrm{~dB}$ ), the input-referred noise current density is again $18 \mathrm{pA} / \sqrt{\mathrm{Hz}}$. The bandwidth, however, increases because the photodetector capacitance is now in parallel to a $25-\Omega$ resistance. In our example with $C_{D}=0.15 \mathrm{pF}$, the bandwidth increases to 42 GHz (assuming that the amplifier does not limit the bandwidth). [ $\rightarrow$ Problem 6.1.]

The low-impedance front-end is useful in situations where circuit noise is not a primary concern. A $40-\mathrm{Gb} / \mathrm{s}$ receiver with an optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector that is directly connected to a limiting amplifier (LA) has been described in [1]. With a powerful optical amplifier and a photodetector with a high saturation current it is even possible to generate enough swing to directly drive the receiver's clock and data recovery circuit (CDR) without the need of an LA [2] (cf. Section 3.1). For example, given an optical power of +10 dBm , a photodetector responsivity of $\mathcal{R}=0.8 \mathrm{~A} / \mathrm{W}$, and $R_{T}=25 \Omega$, the output signal from the low-impedance front-end is about $400 \mathrm{mV}_{\mathrm{pp}}$. This approach is of interest for high-speed receivers when sufficiently fast TIAs and MAs are not yet available.


Figure 6.2 (a) High-impedance front-end and (b) integrating front-end.
High-Impedance Front-End. To get around the noise problem of the lowimpedance front-end, we may consider increasing the value of the load resistor, which brings us to the high-impedance front-end shown in Fig. 6.2(a). Assuming a load resistor of $500 \Omega$, the transimpedance increases to $R_{T}=500 \Omega$, a reasonable value for a $10-\mathrm{Gb} / \mathrm{s}$ TIA. The noise improves as expected, and is now down to $5.8 \mathrm{pA} / \sqrt{\mathrm{Hz}}$. (Again, we are neglecting important noise contributions from the buffer and subsequent circuits. But even these noise contributions are reduced as a result of the higher transimpedance.)

Unfortunately, the bandwidth of this high-impedance front-end is reduced to a mere 1.1 GHz given our example values, way too little for a $10-\mathrm{Gb} / \mathrm{s}$ TIA. As a result, the output signal suffers from a lot of ISI, as shown in Fig. 6.2(a). An equalizer with a zero at 1.1 GHz and a pole at around 7 GHz can be used to boost high frequencies and reduce the ISI [3, 4].

Another problem of the high-impedance front-end is its low input overload current and small dynamic range $[3,5,6]$. Assuming a peak-to-peak input current of 2 mA from the photodetector, the output voltage swing becomes 1 V for a long run of zeros followed by a long run of ones, whereas the swing for the low-impedance front-end under the same conditions is only 100 mV . This large swing may overload the input stage of the subsequent equalizer. In addition, the large swing modulates the reverse bias voltage of the photodetector, which in the case of an APD may lead to an undesirable gain modulation.

If the maximum permissible output voltage swing is $v_{O, o v l}^{p p}$, then the input overload current is given by $i_{o v l}^{p p}=v_{o, \text { ovl }}^{p p} / R$, where $R$ is the load resistor. Thus, as we increase $R$ to reduce the noise, the overload current decreases proportional to $1 / R$. The sensitivity $i_{\text {sens }}^{p p}$, however, is proportional to $i_{n}^{r m s}$ (cf. Section 4.4) and therefore, the sensitivity improves only proportional to $1 / \sqrt{R}$. Combining these two observations, we conclude that the dynamic range shrinks with increasing $R$.

High-impedance front-ends were used in early high-sensitivity receivers [3, $5,6]$. These receivers typically operated in the 10 to $100 \mathrm{Mb} / \mathrm{s}$ range and used load resistors in the mega Ohms. More recently, high-impedance front-ends followed by an FFE or DFE (cf. Appendix E) found application in low-power receivers operating at $10 \mathrm{~Gb} / \mathrm{s}$ and beyond [7, 8].

Integrating Front-End. Replacing the load resistor with a current source, as illustrated in Fig. 6.2(b), turns the high-impedance front-end into an integrating front-end. This front-end can be viewed as the limiting case of the high-impedance front-end when $R \rightarrow \infty$. Whereas the transimpedance and the noise are further improved, the output signal becomes more distorted (it is the integral of the received signal) and can assume very large values after long runs of zeros or ones. As a result, the input overload current for a random NRZ signal becomes very small.

Nevertheless, with some modifications the integrating front-end can be made practical. If we restrict the input signal to be DC balanced and to have short runs (e.g., by 8B/10B encoding it, cf. Chapter 1), the output signal swing becomes bounded and the input overload current assumes a practical value. The output signal can then be equalized by taking the difference between a sample at the end of the bit period and a sample at the beginning of the bit period (a differentiator compensating for the integration) [9]. Such integrating and double-sampling front-ends are a good match for parallel optical interconnect applications because they achieve high density and consume little power [10] (low noise is of secondary importance in these applications). Another way of making the integrating front-end practical is to add a switch to discharge $C_{D}+C_{I}$ at the end of every bit period [11]. This leads to the integrate-and-dump front-end, which we discussed in Section 4.8 [11]. The dump switch eliminates the ISI and solves the overload problem for long runs by periodically forcing the output voltage to zero.

Summary and Outlook. In summary, the low-impedance front-end offers a large bandwidth and a high overload current, whereas the high-impedance front-end offers a lower noise. Is there a way to get a large bandwidth, a high input overload current, and low noise all at the same time? Yes, by using the shunt-feedback topology, which we discuss next.

### 6.2 Shunt-Feedback TIA

The block diagram of the basic shunt-feedback TIA is shown in Fig. 6.3(a). The inverting voltage amplifier $A$ can be implemented in many different ways (see Chapter 9 for examples). The simplest realization consist of a single common-source MOSFET stage, as shown in Fig. 6.3(b).


Figure 6.3 Basic shunt-feedback transimpedance amplifier: (a) block diagram and (b) simple transistor-level implementation with a single MOSFET.

Simple Analysis. For now, let us assume that the voltage amplifier has a high gain, such that it maintains a virtual ground at its input. Then, all of the current from the photodetector, $i_{I}$, flows into $R_{F}$, and the amplifier's output must respond such that its input remains at virtual ground. The output voltage necessary for this is $v_{O}=-R_{F} \cdot i_{I}$. Hence, the transimpedance is $R_{F}$. Note that the virtual ground also keeps the reverse bias voltage of the photodetector constant, a prerequisite for good overload behavior.

Let us make the model of the voltage amplifier one step more realistic. We drop the assumption of a high gain and use the finite value $-A$ instead, which implies that the input is no longer a precise virtual ground. Furthermore, we take the input impedance as $1 /\left(s C_{I}\right)$, that is, as purely capacitive (see Fig. 6.3(a)), a good assumption for an amplifier with an FET input stage such as the one shown in Fig. 6.3(b). Finally, we take the output impedance as zero and the bandwidth as infinite. Obviously, the last two assumptions are not realistic and need to be revisited later. Because the photodetector capacitance, $C_{D}$, and the input capacitance, $C_{I}$, appear in parallel (from an AC point of view), we can combine them into a single (total) capacitance $C_{T}=C_{D}+C_{I}$. Given this amplifier model, we find the frequency-dependent transimpedance as

$$
\begin{equation*}
Z_{T}(s)=-R_{T} \cdot \frac{1}{1+s / \omega_{p}} \tag{6.1}
\end{equation*}
$$

where

$$
\begin{align*}
R_{T} & =\frac{A}{A+1} R_{F}  \tag{6.2}\\
\omega_{p} & =\frac{A+1}{R_{F} C_{T}} \tag{6.3}
\end{align*}
$$

Equation (6.2) confirms our earlier observation that the transimpedance $R_{T}$ is approximately equal to the feedback resistor $R_{F}$, given a gain $A$ that is much larger than unity. The $3-\mathrm{dB}$ bandwidth of the TIA follows from Eq. (6.3) as

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=\frac{\omega_{p}}{2 \pi}=\frac{A+1}{2 \pi R_{F} C_{T}} . \tag{6.4}
\end{equation*}
$$

This means that the bandwidth is $A+1$ times larger than that of a high-impedance front-end with load resistor $R_{F}$ and total capacitance $C_{T}$. Thus, the shunt-feedback TIA benefits from the low noise of a large $R_{F}$ without the drawback of a slow response!

The bandwidth improvement can also be understood by analyzing the circuit's closed-loop input resistance, $R_{I}$. For $A=0$, that is, in the absence of the voltage amplifier, $R_{I}=R_{F}$. With the amplifier present $(A>0)$, the feedback action reduces the input resistance to (cf. Fig. 6.3(a))

$$
\begin{equation*}
R_{I}=\frac{R_{F}}{A+1} \tag{6.5}
\end{equation*}
$$

Because the pole $\omega_{p}$ is determined by $R_{I}$ and $C_{T}$, it speeds up by the same factor $A+1$ that the input resistance decreases.

The low input resistance of the shunt-feedback TIA also leads to a high input overload current. For a given input current swing, the input voltage swing is $A+1$ times smaller than that of the high-impedance front-end. Conversely, given the maximum permissible input voltage swing $v_{I, o v l}^{p p}$, the input overload current is $A+1$ times larger:

$$
\begin{equation*}
i_{o v l}^{p p}=(A+1) \frac{v_{I, o v l}^{p p}}{R_{F}} . \tag{6.6}
\end{equation*}
$$

Alternatively, we can express the input overload current in terms of the maximum permissible output voltage swing $v_{O, o v l}^{p p}$ :

$$
\begin{equation*}
i_{o v l}^{p p}=\frac{A+1}{A} \cdot \frac{v_{O, o v l}^{p p}}{R_{F}}=\frac{v_{O, o v l}^{p p}}{R_{T}} . \tag{6.7}
\end{equation*}
$$

The actual overload current is given by either Eq. (6.6) or (6.7), whichever expression is smaller.

The voltage swings $v_{I}^{p p}$ and $v_{o}^{p p}$ are limited by a number of mechanisms. For example, in a voltage amplifier with bipolar junction transistors (BJTs or HBTs), a large voltage swing can cause the base-collector diode of a critical transistor to become forward biased (BJT saturation), resulting in severe signal distortions. Moreover, a large voltage swing may push a bias current source in the voltage amplifier out of its operating range, resulting in a reduced bias current and thus a slow response. Finally, a large input voltage swing may reduce the reverse bias of the photodetector to the point where its response becomes too slow.

In summary, the shunt-feedback TIA features a high transimpedance $\left(R_{T} \approx R_{F}\right)$ and a low input-referred noise current $\operatorname{PSD}\left(I_{n, T I A}^{2}=4 k T / R_{F}\right.$ plus the noise contributions from the voltage amplifier), similar to those of the high-impedance front-end. Its bandwidth and input overload current, however, are better than those of the high-impedance front-end by a factor $A+1$. But nothing is free! To realize all these advantages, we need a voltage amplifier with the necessary gain, bandwidth, and low noise. Next, we consider the effects of a voltage amplifier with finite bandwidth.

Figure 6.4 Open-loop frequency response (magnitude and phase) of a TIA with a single-pole voltage amplifier. The input pole is at $f_{l}=1 /\left(2 \pi R_{F} C_{T}\right)$ and the amplifier pole is at $f_{A}=1 /\left(2 \pi T_{A}\right)$.


Effects of Finite Amplifier Bandwidth. Next, let us replace our infinite-bandwidth amplifier with a more realistic single-pole amplifier, which is a good approximation for a single-stage amplifier. The transfer function of this amplifier is $A(s)=A_{0} /\left(1+s T_{A}\right)$, where $A_{0}$ is the DC gain and $T_{A}$ is the time constant of the pole. The $3-\mathrm{dB}$ bandwidth of this amplifier, not to be confused with the $3-\mathrm{dB}$ bandwidth of the TIA, is given by $f_{A}=1 /\left(2 \pi T_{A}\right)$. The amplifier's input impedance is $1 /\left(s C_{I}\right)$ and its output impedance is zero, as before. Now, the open-loop frequency response, $\left|A_{\text {open }}(\omega)\right|$, has two poles, as shown in Fig. 6.4. The high-frequency pole at $f_{A}=1 /\left(2 \pi T_{A}\right)$ is due to the voltage amplifier and the low-frequency pole at $f_{I}=1 /\left(2 \pi R_{F} C_{T}\right)$ is due to the low-pass filter formed by $R_{F}$ and $C_{T}$. In a second-order system like this, we have to watch out for undesired peaking in the closed-loop frequency response.

Given the aforementioned voltage amplifier model with a finite bandwidth, we find the closed-loop transimpedance as [12]

$$
\begin{equation*}
Z_{T}(s)=-R_{T} \cdot \frac{1}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{6.8}
\end{equation*}
$$

where

$$
\begin{align*}
R_{T} & =\frac{A_{0}}{A_{0}+1} R_{F}  \tag{6.9}\\
\omega_{0} & =\sqrt{\frac{A_{0}+1}{R_{F} C_{T} T_{A}}}  \tag{6.10}\\
Q & =\frac{\sqrt{\left(A_{0}+1\right) R_{F} C_{T} T_{A}}}{R_{F} C_{T}+T_{A}} \tag{6.11}
\end{align*}
$$

In these equations, $R_{T}$ is the transimpedance at DC and did not change from the case with infinite bandwidth (Eq. (6.2)), $\omega_{0}$ is the (angular) frequency of the pole pair, and $Q$ is the quality factor of the pole pair, ${ }^{1}$ which controls the peaking (not

[^23]to be confused with the Q -factor from Chapter 4). For $Q>0.5$, the two poles become conjugate complex and thus no longer can be identified as originating from the voltage amplifier or the input node, they are simply system poles.

It is worth spending a few minutes to study the impact of the pole quality factor $Q$ on the frequency response and the time-domain behavior. Two values are of particular interest:

- For $Q=1 / \sqrt{3}=0.577$, we obtain the so-called Bessel-Thomson response or Bessel response for short. W. A. Thomson first studied filters with this response and published his findings in 1952. More than 100 years earlier the mathematician Friedrich W. Bessel (1784-1846) developed functions (Bessel functions) that ultimately proved important in describing this response [13]. The Bessel response is characterized by a maximally flat group delay, $\tau(f)$, resulting in a small group-delay variation $\Delta \tau$ ( 0.058 UI for $B W_{3 \mathrm{~dB}}=\frac{2}{3} B$ ). Moreover, it has no peaking in the amplitude response $\left|Z_{T}(f)\right|$ and produces only a negligible amount of overshoot (0.54\%) and jitter (0.002 UI for $B W_{3 \mathrm{~dB}}=\frac{2}{3} B$ ) in the time domain.
- For $Q=1 / \sqrt{2}=0.707$, we obtain the so-called Butterworth response, named after S. Butterworth who first studied filters with this response and published his findings in 1930 [13]. It is characterized by a maximally flat amplitude response, $\left|Z_{T}(f)\right|$. However, the Butterworth response does have a small amount of peaking in the group delay, $\tau(f)$, resulting in a slightly larger group-delay variation $\Delta \tau\left(0.070\right.$ UI for $\left.B W_{3 \mathrm{~dB}}=\frac{2}{3} B\right)$. Moreover, it produces more overshoot ( $4.8 \%$ ) and jitter ( 0.016 UI for $B W_{3 \mathrm{~dB}}=\frac{2}{3} B$ ) in the time domain than the Bessel response.

For larger values of $Q$, amplitude and group-delay peaking in the frequency domain as well as overshoot and jitter in the time domain become progressively worse. Appendix H discusses four second-order low-pass transfer functions with $Q=1 / 2,1 / \sqrt{3}, 1 / \sqrt{2}$, and 1 in the frequency and time domain.

Amplifier Bandwidth Requirements. Let us assume that we chose the Butterworth response for our TIA design. This choice keeps phase linearity, group-delay variation, and jitter well within the limits discussed in Chapter 5 and has been well studied in the literature [12, 14]. By setting Eq. (6.11) to $1 / \sqrt{2}$ and assuming a reasonably large gain such that $A_{0}^{2} \gg 1$, we find that the bandwidth of the voltage amplifier has to $\mathrm{be}^{2}$

$$
\begin{equation*}
f_{A}=\frac{2 A_{0}}{2 \pi R_{F} C_{T}} \tag{6.12}
\end{equation*}
$$

The interpretation of this equation is that the two open-loop poles shown in Fig. 6.4 must be spaced apart by a factor $2 A_{0}$. Equivalently, the voltage amplifier

2 For small gains: $f_{A}=\left(A_{0}+\sqrt{A_{0}^{2}-1}\right) /\left(2 \pi R_{F} C_{T}\right)$.
bandwidth $\left(f_{A}\right)$ must be a factor two larger than the unity-gain frequency of the open-loop response ( $A_{0} /\left[2 \pi R_{F} C_{T}\right]$ ). [ $\rightarrow$ Problem 6.2.]

If we had chosen the Bessel response with its somewhat better phase linearity, group-delay variation, and jitter, the open-loop poles had to be spaced further apart, namely by a factor $3 A_{0}+1$ (cf. Eq. (I.37)). Given the same $A_{0}, R_{F}$, and $C_{T}$, a voltage amplifier with about $50 \%$ more bandwidth and a correspondingly higher power dissipation would be required [15]. The Butterworth response appears to be a pretty good compromise in terms of performance and amplifier requirements.

That a better dynamic stability (lower $Q$ ) demands a larger pole spacing (and thus a faster voltage amplifier) can also be understood in terms of the phase margin $\phi_{m}$. The latter is measured at the unity-gain frequency of the open-loop response, as shown in Fig. 6.4. If the pole spacing is equal to $A_{0}$, the high-frequency pole is located just about at the unity-gain frequency and causes a $45^{\circ}$ phase lag. If we further assume $A_{0} \gg 1$ such that the phase lag due to the low-frequency pole is still a full $90^{\circ}$ at the unity-gain frequency, the phase margin is approximately $45^{\circ}$. Now increasing the pole spacing beyond $A_{0}$, the phase lag due to the high-frequency pole reduces and the phase margin asymptotically increases to $90^{\circ}$. The larger the phase margin, the better the stability.

TIA Bandwidth. The $3-\mathrm{dB}$ bandwidth of the TIA response in Eq. (6.8) is $B W_{3 \mathrm{~dB}}=\omega_{0} /(2 \pi)$, where $\omega_{0}$ is given by Eq. (6.10) and a Butterworth response was assumed (see Appendix H). Inserting the amplifier time constant necessary for the Butterworth response, $T_{A}=R_{F} C_{T} /\left(2 A_{0}\right)$ (from Eq. (6.12)), we arrive at the following TIA bandwidth:

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=\frac{\sqrt{2 A_{0}\left(A_{0}+1\right)}}{2 \pi R_{F} C_{T}} . \tag{6.13}
\end{equation*}
$$

Comparing this equation with Eq. (6.4) for the TIA with an infinite-bandwidth voltage amplifier, we find that the TIA's bandwidth increased by about a factor $\sqrt{2}$. In other words, if we start out with a TIA that has a very wideband voltage amplifier and then reduce its bandwidth (e.g., by loading it with a capacitor [16]) to its optimum value, the TIA's bandwidth improves by about $40 \%$.

How can a system get faster by making one of its components slower? A qualitative explanation for this effect is that a voltage amplifier with the optimum bandwidth introduces a phase shift near the TIA's roll off turning the mostly negative feedback into more of a positive feedback, which in turn locally boosts the gain and pushes the bandwidth out. Another explanation of the same effect is that the feedback loop around the finite-bandwidth voltage amplifier synthesizes an input impedance with an inductive or negative-capacitive component, which in turn tunes out some of the bandwidth-limiting capacitance $C_{T}$. We analyze the TIA's input impedance in more detail later in this section.

Transimpedance Limit. Let us say we are only interested in TIA designs free of amplitude peaking, which includes Butterworth, Bessel, and critically damped designs. Under this condition, given by $Q \leq 1 / \sqrt{2}$, it can be shown that the $3-\mathrm{dB}$ bandwidth of the second-order system in Eq. (6.8) is bounded by $B W_{3 \mathrm{~dB}} \leq$ $\omega_{0} /(2 \pi)$ (see Appendix H). When applying this bound to Eq. (6.10) and expressing $R_{F}$ in terms of $R_{T}$ using Eq. (6.9), we arrive at the following inequality, which is known as the transimpedance limit [17, 18]:

$$
\begin{equation*}
R_{T} \leq \frac{A_{0} f_{A}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{2}} \tag{6.14}
\end{equation*}
$$

The expression $A_{0} f_{A}$ in this equation represents the gain-bandwidth product of the single-pole voltage amplifier.

For a single-transistor voltage amplifier, the gain-bandwidth product can be written as $A_{0} f_{A} \approx g_{m} /\left(2 \pi C_{L}\right)$, where $g_{m}$ is the transconductance and $C_{L}$ is the load capacitance of the transistor. The related technology parameter $f_{T}$ can be written as $f_{T}=g_{m} /\left(2 \pi \tilde{C}_{I}\right)$, where $\tilde{C}_{I}$ is the input capacitance of the amplifying transistor under shorted-output conditions. We use the tilde to distinguish the input capacitance under shorted-output conditions, which does not contain a Miller term (e.g., $\tilde{C}_{I}=C_{g s}+C_{g d}$ for a FET) from the full input capacitance under active-output conditions (e.g., $\left.C_{I}=C_{g s}+C_{g d}\left(A_{0}+1\right)\right)$. Thus, the gain-bandwidth product is roughly proportional to the technology parameter $f_{T}: A_{0} f_{A} \approx \tilde{C}_{I} / C_{L} \cdot f_{T}$.

For noise reasons, which we discuss in Section 6.4, the input capacitance $\tilde{C}_{I}$ is made to approximately match the photodetector capacitance $C_{D}$. Thus, the total capacitance, $C_{T}$, is roughly proportional to the photodetector capacitance: $C_{T}=C_{D}+C_{I} \approx 2 C_{D}$.

Going back to Eq. (6.14), we conclude that for a given technology (fixed $A_{0} f_{A}$ ) and a given photodetector (fixed $C_{T}$ ), the attainable transimpedance drops with the square of the desired TIA bandwidth. For example, if we want to quadruple the bit rate (quadruple $B W_{3 \mathrm{~dB}}$ ) without using a faster technology and photodetector, the transimpedance will degrade by a factor sixteen. Even with a technology that is four times faster, and a photodetector with half the capacitance, the transimpedance still degrades by a factor two. This is the reason why higher bit-rate TIAs generally have lower transimpedance values.

Figure 6.5 graphically illustrates Eq. (6.14). The transimpedance limit divides the design space ( $B W_{3 \mathrm{~dB}}, R_{T}$ ) into two regions, one with design points that are unrealizable and one with design points that may be realizable. The location of the limit is determined by the expression $A_{0} f_{A} / C_{T}$, which is approximately proportional to the technology parameter $f_{T} / C_{D}$. With increasing value, the limit moves toward the upper right-hand corner (dashed line in Fig. 6.5). It can be shown that for all practical purposes the points on the transimpedance limit can be realized [18]. That is, for a given $A_{0} f_{A}, C_{T}$, and $B W_{3 \mathrm{~dB}}$, we can find values for $A_{0}, f_{A}$, and $R_{F}$ that result in the maximum transimpedance

Figure 6.5 The transimpedance limit.

permitted by Eq. (6.14). Thus, Eq. (6.14) provides a useful tool for estimating the transimpedance before the design is started. [ $\rightarrow$ Problem 6.3.]

In deriving the transimpedance limit Eq. (6.14) we required $Q \leq 1 / \sqrt{2}$. What if we had chosen the more general stability criterion $Q \leq Q_{0}$ ? In that case, the right-hand side of Eq. (6.14) had to be multiplied by $\rho^{2}\left(Q_{0}\right)$, where $\rho(Q)$ is given by Eq. (H.3) in Appendix H. For example, with the more conservative choice $Q \leq 1 / \sqrt{3}$, the transimpedance limit is reduced by $38.2 \%$, whereas with the more aggressive choice $Q \leq 1$, the transimpedance limit is increased by $61.8 \%$. But in either case the form of the limit remains the same.

In deriving the transimpedance limit Eq. (6.14) we assumed the basic shunt-feedback topology of Fig. 6.3(a) with a single-pole voltage amplifier. What if we consider a multipole voltage amplifier or another topology such as a TIA with post amplifier (see Section 7.1), a common-base/gate TIA (see Section 7.5), or a current-mode TIA (see Section 8.2)? These alternatives do result in different transimpedance limits, as we discuss later [18]. The transimpedance limit in Eq. (6.14) is not a fundamental limit!

It is instructive to compare Eq. (6.14) with the corresponding equation for the low-impedance front-end. The transimpedance of the latter front-end is simply given by $R_{T}=1 /\left(2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}\right)$. Thus, as long as the gain-bandwidth product of the voltage amplifier is larger than the required front-end bandwidth, $A_{0} f_{A}>B W_{3 \mathrm{~dB}}$, the shunt-feedback TIA achieves a higher transimpedance than the low-impedance front-end.

Transimpedance-Bandwidth Product? The gain-bandwidth product, $A_{0} \times B W_{3 \mathrm{~dB}}$, is often used as a figure of merit for single-stage voltage amplifiers. This product is a measure of the technology's speed and the designer's skill and is roughly independent of the particular gain and bandwidth values. Designing a single-stage amplifier with $20-\mathrm{dB}$ gain and $10-\mathrm{GHz}$ bandwidth is about as hard as designing a $26-\mathrm{dB}, 5-\mathrm{GHz}$ amplifier; they both have a gain-bandwidth product of 100 GHz .

In analogy to single-stage amplifiers, it is tempting to use the transimpedancebandwidth product, $R_{T} \times B W_{3 d B}$, as a figure of merit for TIAs. For example, a TIA with a $1-\mathrm{k} \Omega$ transimpedance and a $10-\mathrm{GHz}$ bandwidth yields the
impressive $10 \mathrm{THz} \Omega$ product. However, Eq. (6.14) shows that this product is not independent of the particular transimpedance and bandwidth values (even though the TIA is build around a single-stage voltage amplifier) and therefore is not a very good figure of merit. For example, according to Eq. (6.14), a TIA with a $4-\mathrm{k} \Omega$ transimpedance and a $5-\mathrm{GHz}$ bandwidth could be designed in the same technology (same $A_{0} f_{A}$ and $C_{T}$ ) as the $1-\mathrm{k} \Omega, 10-\mathrm{GHz}$ TIA, yet it achieves twice the transimpedance-bandwidth product. It is easier to obtain a high transimpedance than a high bandwidth! The transimpedance-bandwidth product of a TIA obeying Eq. (6.14) is inversely proportional to the bandwidth and thus grows indefinitely for small bandwidths.

An analogous situation occurs for multistage voltage amplifiers. It is well known that the gain-bandwidth product is not a valid basis for comparing multistage amplifiers [19]. For example, increasing the load resistance in both stages of a two-stage amplifier by $n$ increases the overall gain by $n^{2}$ yet reduces the bandwidth only by $n$. Hence, the gain-bandwidth product increases by a factor $n$.

Amplifier Gain. When discussing the transimpedance limit in Fig. 6.5, we assumed that the voltage gain can be traded arbitrarily against the bandwidth as long as their product, $A_{0} f_{A}$, does not exceed the capability of the technology. However, for resistively loaded gain stages, like the one shown in Fig. 6.3(b), the gain is related to the DC voltage drop across the load resistor, $V_{R}$, which must remain less than about half of the supply voltage. Thus, there is a limit to how large the gain can be made.

Using the square-law FET model, the voltage gain is found to be $A_{0}=$ $2 V_{R} /\left(V_{G S}-V_{T H}\right)$, where $V_{G S}-V_{T H}$ is the FET's overdrive voltage. For example, given a power-supply voltage of $1 \mathrm{~V}, V_{R}<0.5 \mathrm{~V}$, and $V_{G S}-V_{T H}=0.3 \mathrm{~V}$, the gain is limited to $3.3 \times$. In nanoscale technologies the square-law to linear-law transition occurs at very small overdrive voltages ( $\approx 0.2 \mathrm{~V}$ for a $90-\mathrm{nm}$ n-MOSFET [20]), further reducing the maximum gain. An active load instead of or in addition to the load resistor can be used to mitigate the gain limitation.

For BJT or HBT stages, the voltage gain is given by $A_{0}=V_{R} / V_{T}$, where $V_{T}$ is the thermal voltage, which is about 25 mV at room temperature. Given the same limit on the voltage drop as before, $V_{R}<0.5 \mathrm{~V}$, the maximum gain is about $20 \times$, which is much better than in the FET case. In advanced SiGe and InP HBTs the parasitic emitter resistance becomes significant, reducing the gain to $A_{0} \approx V_{R} / 2 V_{T}$ [20].

Numerical Examples. To get a better feeling for numerical values, we want to illustrate the foregoing theory with a $10-\mathrm{Gb} / \mathrm{s}$ TIA design example. Figure 6.6 shows the familiar shunt-feedback TIA annotated with some example values. The photodetector and amplifier input capacitance are 0.15 pF each, the voltage amplifier has a low-frequency gain of $14 \mathrm{~dB}(5 \times)$, and the feedback resistor is $600 \Omega$ (cf. Table 6.1).

Figure 6.6 Example values for a $10-\mathrm{Gb} / \mathrm{s}$ shunt-feedback TIA.


Table 6.1 Parameters and performance of our shunt-feedback TIA examples.

| Parameter | Symbol | $10 \mathrm{~Gb} / \mathrm{s}$ | $40 \mathrm{~Gb} / \mathrm{s}$ |
| :--- | :--- | :--- | :--- |
| Gain-bandwidth product | $A_{0} f_{A}$ | 44 GHz | 177 GHz |
| Detector capacitance incl. parasitics | $C_{D}$ | 0.15 pF | 75 fF |
| Voltage amplifier DC gain | $A_{0}$ | 5 | 5 |
| Voltage amplifier 3-dB bandwidth | $f_{A}$ | 8.8 GHz | 35.4 GHz |
| Voltage amplifier input capacitance | $C_{I}$ | 0.15 pF | 75 fF |
| Feedback resistor | $R_{F}$ | $600 \Omega$ | $300 \Omega$ |
| Transimpedance | $R_{T}$ | $500 \Omega$ | $250 \Omega$ |
| Input impedance | $R_{I}$ | $100 \Omega$ | $50 \Omega$ |
| TIA 3-dB bandwidth | $B W_{3 \mathrm{~dB}}$ | 6.85 GHz | 27.4 GHz |

From these data, we can easily calculate the transimpedance of the TIA at low frequencies:

$$
\begin{equation*}
R_{T}=\frac{5}{5+1} \cdot 600 \Omega=500 \Omega \tag{6.15}
\end{equation*}
$$

which is equal to $54 \mathrm{~dB} \Omega$. This is somewhat lower than $R_{F}$, as expected. The TIA bandwidth, assuming a Butterworth response, turns out to be

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=\frac{\sqrt{2 \cdot 5 \cdot(5+1)}}{6.28 \cdot 600 \Omega \cdot 0.3 \mathrm{pF}}=6.85 \mathrm{GHz}, \tag{6.16}
\end{equation*}
$$

which is suitable for a $10-\mathrm{Gb} / \mathrm{s}$ receiver in which the TIA sets the bandwidth. For comparison, the high-impedance front-end with the same transimpedance ( $500 \Omega$ ) and the same total capacitance ( 0.3 pF ), which we discussed in Section 6.1, has a bandwidth of only 1.1 GHz .

To achieve the assumed Butterworth response, the voltage amplifier bandwidth must be

$$
\begin{equation*}
f_{A}=\frac{2 \cdot 5}{6.28 \cdot 600 \Omega \cdot 0.3 \mathrm{pF}}=8.84 \mathrm{GHz}, \tag{6.17}
\end{equation*}
$$

corresponding to $T_{A}=18$ ps. Thus, we need a technology in which we can realize a single-stage amplifier with the gain-bandwidth product

$$
\begin{equation*}
A_{0} f_{A}=5 \cdot 8.84 \mathrm{GHz}=44.2 \mathrm{GHz} \tag{6.18}
\end{equation*}
$$

Table 6.2 Performance of our $10-\mathrm{Gb} / \mathrm{s}$ shunt-feedback TIA, low-impedance front-end (Low-Z), and high-impedance front-end (High-Z) examples.

| Parameter | Symbol | TIA | Low-Z | High-Z |
| :--- | :--- | :--- | :--- | :--- |
| Transimpedance | $R_{T}$ | $500 \Omega$ | $50 \Omega$ | $500 \Omega$ |
| 3-dB bandwidth | $B W_{3 \mathrm{~dB}}$ | 6.85 GHz | 11 GHz | 1.1 GHz |
| Overload current | $i_{\text {ovl }}^{p p}$ | 2 mA | 4 mA | 0.4 mA |
| Noise current | $I_{n, T I A}$ | $5.3 \mathrm{pA} \sqrt{\mathrm{Hz}}$ | $18 \mathrm{pA} \sqrt{\mathrm{Hz}}$ | $5.8 \mathrm{pA} \sqrt{\mathrm{Hz}}$ |

The TIA's input impedance at low frequencies is

$$
\begin{equation*}
R_{I}=\frac{600 \Omega}{5+1}=100 \Omega \tag{6.19}
\end{equation*}
$$

which means that for a maximum permissible input voltage swing, $v_{I, o v l}^{p p}$, of 0.2 V , the input overload current, $i_{o v l}^{p p}$, is 2 mA . Under the same condition, the overload current of the $500-\Omega$ high-impedance front-end is five times lower: $i_{o v l}^{p p}=0.4 \mathrm{~mA}$.

Finally, the input-referred noise current density of our TIA due to $R_{F}$ is $5.3 \mathrm{pA} / \sqrt{\mathrm{Hz}}$. (To keep things simple at this point, we are neglecting noise contributions from the voltage amplifier. We discuss them in Section 6.3.) This value is comparable with that of the $500-\Omega$ high-impedance front-end.

Table 6.1 summarizes the parameters of our TIA example. Table 6.2 summarizes the performance results of our TIA example and compares them with the low-impedance and high-impedance front-end examples from Section 6.1. Note that all overload currents are based on $v_{I, \text { ovl }}^{p p}=0.2 \mathrm{~V}$ and that all noise spectral densities are based on resistor noise only.

What transimpedance would we expect for a $40-\mathrm{Gb} / \mathrm{s}$ TIA realized in a technology that permits a $177-\mathrm{GHz}$ gain-bandwidth product connected to a detector that has a 75 -fF capacitance? Assuming the TIA bandwidth needs to be 27.4 GHz and the input capacitance matches the detector capacitance, the transimpedance limit makes the following prediction

$$
\begin{equation*}
R_{T} \leq \frac{177 \mathrm{GHz}}{6.28 \cdot 0.15 \mathrm{pF} \cdot(27.4 \mathrm{GHz})^{2}}=250 \Omega \tag{6.20}
\end{equation*}
$$

Working the example out yields the values shown in Table 6.1. Compared with our $10-\mathrm{Gb} / \mathrm{s}$ example, all bandwidths are four times larger and all capacitances and resistances are half as large. Because we chose a Butterworth response for our example, the worked-out transimpedance is at the upper limit of the range predicted by Eq. (6.20).

Input Impedance. We know that the input impedance of the TIA at low frequencies is given by $R_{I}=R_{F} /\left(A_{0}+1\right)$, but how does this impedance change
for higher frequencies and how is it impacted by the bandwidth of the voltage amplifier? The input impedance plays an important role in situations where matching is required. For example, when a transmission line is used to connect the photodetector to the TIA and matching between the characteristic impedance of the transmission line and the TIA's input impedance is required to avoid reflections [21]. Examining the input impedance also yields insights into why reducing the voltage-amplifier's bandwidth can extend the TIA's bandwidth.

The input impedance is easily derived from the transimpedance by noticing that the former is the input voltage divided by the input current and the latter is the output voltage divided by the input current. Thus, dividing the transimpedance in Eq. (6.8) by the voltage gain $-A(s)=-A_{0} /\left(1+s T_{A}\right)$ reveals the input impedance

$$
\begin{equation*}
Z_{I}(s)=\frac{Z_{T}(s)}{-A(s)}=\frac{R_{F}}{A_{0}+1} \cdot \frac{1+s T_{A}}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{6.21}
\end{equation*}
$$

where the expressions for $\omega_{0}$ and $Q$ are the same as in Eqs. (6.10) and (6.11), respectively. The low-frequency value of $Z_{I}$ equals $R_{I}=R_{F} /\left(A_{0}+1\right)$, as expected. Furthermore, $Z_{I}$ has the same poles as $Z_{T}$ and a new zero at $1 / T_{A}$.

To gain more insight into the impedance function $Z_{I}(s)$, it is useful to find an equivalent $R L C$ network. The capacitance $C_{T}$, which appears directly in parallel with the TIA input port, should be a parallel part of this network. Separating this capacitance out yields

$$
\begin{equation*}
Z_{I}(s)=\frac{1}{s C_{T}} \|\left(\frac{R_{F}}{A_{0}+1} \cdot \frac{1+s T_{A}}{1+s T_{A} /\left(A_{0}+1\right)}\right) . \tag{6.22}
\end{equation*}
$$

The impedance in parallel with $C_{T}$ has the low-frequency value $R_{I}=$ $R_{F} /\left(A_{0}+1\right)$. Above the frequency $f_{A}=1 /\left(2 \pi T_{A}\right)$, which corresponds to the open-loop high-frequency pole, the impedance starts to rise like that of an inductor. Eventually, the impedance tops out at the value $R_{F}$. An $R L C$ network representation of the entire input impedance is shown in Fig. 6.7(a). (The expressions for the network components can be obtained by calculating the impedance of the network and comparing it with Eq. (6.22).)

For an infinite-bandwidth voltage amplifier ( $T_{A}=0$ ), the input impedance consists simply of $C_{T}$ in parallel with $R_{I}=R_{F} /\left(A_{0}+1\right)$. This input impedance


Figure 6.7 Equivalent networks for the TIA's input impedance: (a) with inductive component and (b) with negative-capacitive component.
leads to the simple expression for the TIA's bandwidth given in Eq. (6.4). For a finite-bandwidth voltage amplifier ( $T_{A}>0$ ), however, an inductive component with the value $L=R_{F} T_{A} / A_{0}$ appears. If chosen appropriately, this inductance can tune out some of the capacitance, extending the bandwidth of the TIA from Eq. (6.4) to Eq. (6.13), corresponding to about 40\%.

The network in Fig. 6.7(a) is not the only one that mimics the input impedance of the TIA given by Eq. (6.22). An interesting alternative is the network shown in Fig. 6.7(b), which features a negative capacitance. For a Butterworth design, the value of the negative capacitance becomes $-C_{T} / 2$ (using $T_{A}=R_{F} C_{T} /\left(2 A_{0}\right)$ from Eq. (6.12)). The partial cancellation of $C_{T}$ by this negative capacitance offers yet another explanation for the aforementioned bandwidth extension. So, which one is it: does the input impedance have an inductive or a negative-capacitive component? There is no answer to this question, both networks in Fig. 6.7 model the input impedance equally well.

In general, the input impedance should be made just low enough to meet the bandwidth requirement. For example, in our 10-Gb/s TIA with $C_{T}=0.3 \mathrm{pF}$, $R_{I}=100 \Omega$ was sufficient to meet the required bandwidth. However, there are circumstances, where a $50-\Omega$ input impedance is either natural or required. Many $40-\mathrm{Gb} / \mathrm{s}$ TIAs do have an input impedance near $50 \Omega$, simply as a result of the typical value for $C_{T}$ and the bandwidth requirement (cf. Table 6.1). In a receiver with balanced detection (cf. Section 3.5), the two photodetectors may be physically spaced apart to accommodate two fibers and therefore cannot both be brought very close to the TIA [21]. In this case, transmission lines are needed to connect the photodetectors to the TIA. To avoid reflections (more importantly, double reflections), the input impedance of the TIA must be matched to the characteristic impedance of the transmission lines, usually $50 \Omega$. The inductive or negative-capacitive component of the input impedance helps to improve the broadband input matching (i.e., the input return loss or $S_{11}$ ) [22].

Shunt-feedback TIAs with $50-\Omega$ inputs have applications beyond the amplification of photocurrents. They have been used as general-purpose low-noise broadband amplifiers [23-25], as input stages to low-noise broadband amplifiers [26-28], and as low-noise amplifiers (LNA) in broadband wireless receivers [22, 29].

Effects of Nonzero Amplifier Output Impedance. So far, we assumed that the voltage amplifier's output impedance is zero, however, in practical implementations, such as the circuit in Fig. 6.3(b), this is not the case. To study the effect of a nonzero output impedance, we model the voltage amplifier as shown in the box of Fig. 6.8(a). An ideal voltage amplifier with gain $-A_{0}^{\prime}$ is followed by an $R C$ low-pass filter that realizes a bandwidth-limiting pole $\left(T_{A}^{\prime}=R_{L} C_{L}\right)$ and the nonzero output impedance $R_{L} /\left(1+s R_{L} C_{L}\right)$ [30]. The amplifier model in Fig. 6.8(b) is the Norton equivalent of the model in Fig. 6.8(a) and behaves


Figure 6.8 TIA with a voltage amplifier model that has a nonzero output impedance. The amplifier models in (a) and (b) are equivalent when $A_{0}^{\prime}=g_{m} R_{L}$.
exactly the same way if $A_{0}^{\prime}=g_{m} R_{L}$ is satisfied. The reason for introducing this alternative view is that it corresponds directly to the single-transistor circuit in Fig. 6.3(b): $g_{m}$ corresponds to the transconductance of $M_{1}, R_{L}$ to the drain resistor $R_{D}$ in parallel with $1 / g_{o}$ of $M_{1}$, and $C_{L}$ to the total load capacitance at the output node including $C_{d b}$ of $M_{1}$. Thus, the subsequent discussion also applies to this transistor circuit. (For a generalized discussion that also includes $C_{g d}$ of $M_{1}$ see the solution to Problem 6.5 on p. 512.)

Calculating the transimpedance of either of the two circuits in Fig. 6.8 results in [30]

$$
\begin{equation*}
Z_{T}(s)=-R_{T} \cdot \frac{1}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{6.23}
\end{equation*}
$$

where

$$
\begin{align*}
R_{T} & =\frac{A_{0}^{\prime} R_{F}-R_{L}}{A_{0}^{\prime}+1},  \tag{6.24}\\
\omega_{0} & =\sqrt{\frac{A_{0}^{\prime}+1}{R_{F} C_{T} T_{A}^{\prime}}},  \tag{6.25}\\
Q & =\frac{\sqrt{\left(A_{0}^{\prime}+1\right) R_{F} C_{T} T_{A}^{\prime}}}{\left(R_{F}+R_{L}\right) C_{T}+T_{A}^{\prime}} . \tag{6.26}
\end{align*}
$$

In these expressions, $A_{0}^{\prime}=g_{m} R_{L}$ and $T_{A}^{\prime}=R_{L} C_{L}$ are the unloaded amplifier gain and unloaded amplifier time constant, respectively. It is important to make this distinction, because connecting the feedback resistor $R_{F}$ to the output alters both the gain and the time constant. Comparing this result with Eqs. (6.8)-(6.11) for the zero-output-impedance case, we find the following:

- Both transimpedance expressions have two poles and no zero.
- The DC transresistance, $R_{T}$, is reduced by the factor $1-R_{L} /\left(A_{0}^{\prime} R_{F}\right)$, if we identify $A_{0}$ with $A_{0}^{\prime}$.
- The pole frequency, $\omega_{0}$, remains unchanged, if we identify $A_{0}$ with $A_{0}^{\prime}$ and $T_{A}$ with $T_{A}^{\prime}$.
- The $Q$ factor is reduced by the factor $R_{F} /\left(R_{F}+R_{L}\right)$, if we identify $A_{0}$ with $A_{0}^{\prime}$ and $T_{A}$ with $T_{A}^{\prime}$ and assume $R_{F} C_{T} \gg T_{A}$.

In fact, the expressions are so similar, that for a given $A_{0}, T_{A}$, and $R_{L}$, we can find values for $A_{0}^{\prime}$ and $T_{A}^{\prime}$ that yield the exact same $Z_{T}(s)$ and $Z_{I}(s)$ (cf. Eq. (I.38)). [ $\rightarrow$ Problem 6.4.]

Combining Eqs. (6.24) and (6.25), we easily find the transimpedance limit for the TIA with nonzero output impedance:

$$
\begin{equation*}
R_{T} \leq \frac{A_{0}^{\prime} f_{A}^{\prime}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{2}}\left(1-\frac{R_{L}}{A_{0}^{\prime} R_{F}}\right) . \tag{6.27}
\end{equation*}
$$

This expression consists of two parts: the transimpedance limit for the case with zero output impedance and a factor that represents the loss in transimpedance due to the nonzero output resistance, which is always smaller than one. The loss in transimpedance increases with $R_{L}$, but remains negligible as long as $R_{L} \ll$ $A_{0}^{\prime} R_{F}$ or, equivalently, $g_{m} R_{F} \gg 1$. Note that the loss factor on the right-hand side can also be written as $1-1 /\left(g_{m} R_{F}\right)$. [ $\rightarrow$ Problem 6.5.]

Instead of the amplifier models in Fig. 6.8, we could have chosen an ideal single-pole voltage amplifier with a series resistor at the output. Although the latter model has a load-independent pole, the results are similar to what we have found here (cf. Eqs. (I.47)-(I.52)). For either model, the effects of the output impedance become negligible when $R_{L} \ll R_{F}$. [ $\rightarrow$ Problem 6.6.]

Numerical Example. To illustrate the effects of a nonzero amplifier output impedance, let us take the values $C_{T}=0.3 \mathrm{pF}, g_{m}=50 \mathrm{mS}, R_{L}=120 \Omega$, $C_{L}=0.18 \mathrm{pF}$, and $R_{F}=580 \Omega$ (see Table 6.3). The (unloaded) gain-bandwidth product of the voltage amplifier is $A_{0}^{\prime} f_{A}^{\prime}=g_{m} /\left(2 \pi C_{L}\right)=44 \mathrm{GHz}$, which has been chosen to match that of the $10-\mathrm{Gb} / \mathrm{s}$ example in Table 6.1. The unloaded gain $A_{0}^{\prime}=6$ and the unloaded time constant $T_{A}^{\prime}=21.6 \mathrm{ps}$ have been chosen larger than the $A_{0}$ and $T_{A}$ of our previous example to compensate for the loading effect of $R_{F}$ and the nonzero $R_{L}$.

With Eqs. (6.25), (6.26), and (H.2), we find $Q=0.7$ and $B W_{3 \mathrm{~dB}}=6.8 \mathrm{GHz}$, that is, after closing the loop, the frequency response and bandwidth are essentially the same as in our previous example. With Eq. (6.24), we find the DC transimpedance as $R_{T}=480 \Omega$, which is about $4 \%$ lower than in our example with zero output impedance. This drop in transimpedance is the result of the nonzero output impedance and can also be found from the transimpedance limit. The first factor in the transimpedance limit Eq. (6.27) has the same value as in our previous example because we kept $A_{0}^{\prime} f_{A}^{\prime}, C_{T}$, and $B W_{3 \mathrm{~dB}}$ the same. The second factor evaluates to about 0.96 , consistent with the observed drop in transimpedance.

Table 6.3 Parameters and performance of our $10-\mathrm{Gb} / \mathrm{s}$ shuntfeedback TIA example with nonzero amplifier output impedance.

| Parameter | Symbol | Value |
| :--- | :--- | :--- |
| Gain-bandwidth product | $A_{0}^{\prime} f_{A}^{\prime}$ | 44 GHz |
| Detector capacitance incl. parasitics | $C_{D}$ | 0.15 pF |
| Amplifier DC gain (unloaded) | $A_{0}^{\prime}$ | 6 |
| Amplifier 3-dB bandwidth (unloaded) | $f_{A}^{\prime}$ | 7.4 GHz |
| Input capacitance | $C_{I}$ | 0.15 pF |
| Transconductance | $g_{m}$ | 50 mS |
| Load resistance | $R_{L}$ | $120 \Omega$ |
| Load capacitance | $C_{L}$ | 0.18 pF |
| Feedback resistor | $R_{F}$ | $580 \Omega$ |
| Transimpedance | $R_{T}$ | $480 \Omega$ |
| Input impedance | $R_{I}$ | $100 \Omega$ |
| Output impedance | $R_{O}$ | $17.1 \Omega$ |
| TIA 3-dB bandwidth | $B W_{3 \mathrm{~dB}}$ | 6.8 GHz |

Output Impedance. For a voltage amplifier with zero output impedance, the TIA's output impedance is, of course, also zero. But what happens for the more realistic voltage amplifier of Fig. 6.8? Interestingly, the TIA's output impedance is lower than that of its constituent voltage amplifier alone. Calculating the output impedance yields

$$
\begin{equation*}
Z_{O}(s)=\frac{R_{L}}{A_{0}^{\prime}+1} \cdot \frac{1+s R_{F} C_{T}}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{6.28}
\end{equation*}
$$

where the expressions for $\omega_{0}$ and $Q$ are the same as in Eqs. (6.25) and (6.26), respectively. At low frequencies, the output resistance is $R_{O}=R_{L} /\left(A_{0}^{\prime}+1\right)$, that is, $A_{0}^{\prime}+1$ times smaller than that of the voltage amplifier alone.

As in the case of the input impedance, it is instructive to find an equivalent network for $Z_{O}$. We start by separating out the parallel components $R_{L}$ and $C_{L}$

$$
\begin{equation*}
Z_{O}(s)=R_{L}\left\|\frac{1}{s C_{L}}\right\|\left(\frac{1}{g_{m}} \cdot \frac{1+s R_{F} C_{T}}{1+s C_{T} / g_{m}}\right) \tag{6.29}
\end{equation*}
$$

Thus, the impedance in parallel with $R_{L}$ and $C_{L}$ has the low-frequency value $1 / g_{m}$. Above the frequency $f_{I}=1 /\left(2 \pi R_{F} C_{T}\right)$, which corresponds to the openloop low-frequency pole, the impedance starts to rise like that of an inductor. Eventually, the impedance tops out at $R_{F}$. This behavior can also be inferred directly from Fig. 6.8(b): At low frequencies, $C_{I}$ and $C_{D}$ can be neglected and $R_{F}$ shorts the input to the output, resulting in the output resistance $1 / g_{m}$; at high frequencies, $C_{I}$ and $C_{D}$ short the input to ground, shutting down the


Figure 6.9 Equivalent networks for the TIA's output impedance: (a) with inductive component and (b) with negative-capacitive component.
voltage-controlled current source (transistor) and making the resistor $R_{F}$ appear between the output and ground. Figure 6.9 shows $R L C$ network representations of the entire output impedance. Again, there is a choice of using inductive or negative-capacitive components.

Numerical Example. For our $10-\mathrm{Gb} / \mathrm{s}$ TIA example in Table 6.3, the lowfrequency output impedance is $R_{O}=120 \Omega /(6+1)=17.1 \Omega$. The inductive effect starts to kick in at $1 /(6.28 \cdot 580 \Omega \cdot 0.3 \mathrm{pF})=915 \mathrm{MHz}$ increasing the output impedance like that of an inductor for almost a decade until the bandwidth of the TIA ( 6.8 GHz ) is reached. Thereafter, the output impedance peaks and rolls off to zero as a result of the load capacitance $C_{L}$. This output impedance is plotted in Fig. 6.10.

For comparison, the transimpedance and input impedance of the same TIA are also plotted in Fig. 6.10. The input-impedance expressions for this case are given in the solution to Problem 6.4(b) on p. 512. The low-frequency input impedance is $R_{I}=\left(R_{F}+R_{L}\right) /\left(A_{0}^{\prime}+1\right)=(580 \Omega+120 \Omega) /(6+1)=100 \Omega$ and the inductive effect starts to be felt only at $f_{z}=1 /\left(2 \pi \cdot R_{L} \| R_{F} \cdot C_{L}\right)=$ $1 /(6.28 \cdot 120 \Omega \| 580 \Omega \cdot 0.18 \mathrm{pF})=8.9 \mathrm{GHz}$ (cf. Eq. (I.40)). Because this frequency is already beyond the TIA's bandwidth, it results mostly in a broadening of the bandwidth but little increase in the input impedance. At high frequencies, the input impedance rolls off to zero as a result of the capacitance $C_{T}$.


Figure 6.10 Output impedance $\left|Z_{0}\right|$, input impedance $\left|Z_{l}\right|$, and transimpedance $\left|Z_{T}\right|$ as a function of frequency for our $10-\mathrm{Gb} / \mathrm{s}$ TIA example.

Figure 6.11 Open-loop frequency response (magnitude and phase) of a TIA with a voltage amplifier that has one dominant pole at $f_{A}=1 /\left(2 \pi T_{A}\right)$ and one nondominant pole at $f_{A 2}=1 /\left(2 \pi T_{A 2}\right)$.


Voltage Amplifiers with Nondominant Poles. The single-pole model that we assumed for our finite-bandwidth single-stage voltage amplifier often is still too simplistic. In practice, additional poles are caused by cascode transistors, buffers, and level shifters. Moreover, inductive broadbanding techniques add poles and zeros to extend the bandwidth. In the following, let us discuss the impact of a single nondominant pole in the voltage amplifier. Figure 6.11 shows the open-loop frequency response, which now has three real poles: the input pole at $f_{I}=1 /\left(2 \pi R_{F} C_{T}\right)$, the dominant amplifier pole at $f_{A}=1 /\left(2 \pi T_{A}\right)$, and the new nondominant amplifier pole at $f_{A 2}=1 /\left(2 \pi T_{A 2}\right)$.

The effect of the new pole is an additional phase shift at the unity-gain frequency, which reduces the phase margin and thus the dynamic stability. The additional phase shift at frequency $f$ is given by $-\tan ^{-1}\left(2 \pi T_{A 2} f\right)$ and with the unity-gain frequency at about $A_{0} /\left(2 \pi R_{F} C_{T}\right)$, the phase margin is reduced by

$$
\begin{equation*}
\Delta \phi_{m} \approx \tan ^{-1}\left(\frac{A_{0} T_{A 2}}{R_{F} C_{T}}\right) . \tag{6.30}
\end{equation*}
$$

For example, a nondominant amplifier pole that is located a factor $4 A_{0}$ above the input pole results in a phase-margin degradation of $\tan ^{-1}(1 / 4)=14^{\circ}$.

What can we do to improve the stability in the presence of a nondominant amplifier pole? One approach is to place the dominant amplifier pole, $f_{A}$, at a higher frequency than required by Eq. (6.12) such that it causes less phase lag at the unity-gain frequency and the phase margin becomes sufficient again.

Another technique is to add a small capacitor $C_{F}$ in parallel to the feedback resistor $R_{F}$ as shown in Fig. 6.12. This capacitor introduces a zero at $1 /\left(2 \pi R_{F} C_{F}\right)$ in the open-loop response, which can be used to compensate the nondominant amplifier pole. This zero is known as a phantom zero because it disappears in the closed-loop response [31, 32].

A feedback capacitor helps to improve the stability regardless of the number of nondominant poles. While this method could also be used to stabilize a


Figure 6.12 Shunt-feedback TIA with feedback capacitor.

TIA without nondominant amplifier poles (cf. Eq. (I.59)), it has the drawback of lowering the transimpedance limit (cf. Eq. (I.61)). In the case of a single amplifier pole, it is better to stabilize the TIA by reducing the gain and increasing the bandwidth of the voltage amplifier.

A feedback capacitor is also useful for a TIA with variable feedback resistor. By varying the feedback capacitor and the feedback resistor in concert, stability and constant bandwidth can be maintained for all gain settings (cf. Section 7.4). [ $\rightarrow$ Problem 6.7.]

Multistage Voltage Amplifier. Up to now we have considered only single-stage voltage amplifiers. Are there situations where it is beneficial to use a multistage amplifier as part of a shunt-feedback TIA? A multistage amplifier can achieve a much higher gain than a single-stage amplifier while loosing comparatively little in terms of bandwidth. The higher gain permits a larger feedback resistor, leading to a higher transimpedance and less noise from the feedback resistor. However, a multistage amplifier has multiple poles that create phase lags. These phase shifts add up and reduce the phase margin and the stability. To analyze this situation quantitatively, we derive the (approximate) transimpedance limit for a TIA with multiple identical single-pole stages, $A(s)=$ $\left[A_{0} /\left(1+s T_{A}\right)\right]^{n}$, under the constraints of a given gain-bandwidth product per stage and good dynamic stability.

We can use the bandwidth expression Eq. (6.13) to estimate the bandwidth of the multistage TIA, if we replace $A_{0}$ by $A_{0}^{n}$ for the total DC gain of the $n$-stage amplifier and assume $A_{0}^{n} \gg 1$ :

$$
\begin{equation*}
B W_{3 \mathrm{~dB}} \approx \frac{\sqrt{2} A_{0}^{n}}{2 \pi R_{F} C_{T}} . \tag{6.31}
\end{equation*}
$$

With more than two poles, stability can no longer be described by a single $Q$ factor. Hence, we use the phase margin $\phi_{m}$ as the stability measure [33, 34]. The phase margin without any amplifier poles (only the pole due to $R_{F} C_{T}$ ) is approximately $90^{\circ}$. With $n$ identical amplifier poles, this margin is degraded by $n$ times the amount given in Eq. (6.30):

$$
\begin{equation*}
\phi_{m} \approx 90^{\circ}-n \cdot \tan ^{-1}\left(\frac{A_{0}^{n} T_{A}}{R_{F} C_{T}}\right), \tag{6.32}
\end{equation*}
$$

where all poles have the same time constant $T_{A}$. The bandwidth per stage, $f_{A}=$ $1 /\left(2 \pi T_{A}\right)$, required to achieve the phase margin $\phi_{m} \geq \Phi_{m}$ becomes

$$
\begin{equation*}
f_{A} \geq \frac{B W_{3 \mathrm{~dB}}}{\sqrt{2} \tan \left(\frac{90^{\circ}-\Phi_{m}}{n}\right)} \tag{6.33}
\end{equation*}
$$

where we used Eq. (6.31). Given the gain-bandwidth product $A_{0} f_{A}$, the gain of each stage is limited to

$$
\begin{equation*}
A_{0} \leq \sqrt{2} \tan \left(\frac{90^{\circ}-\Phi_{m}}{n}\right) \cdot \frac{A_{0} f_{A}}{B W_{3 \mathrm{~dB}}} \tag{6.34}
\end{equation*}
$$

Combining this result with Eq. (6.31) and using $R_{T} \approx R_{F}$ for $A_{0}^{n} \gg 1$, finally yields the (approximate) transimpedance limit for the multistage TIA [18]:

$$
\begin{equation*}
R_{T} \leq \sqrt{2^{n+1}} \tan ^{n}\left(\frac{90^{\circ}-\Phi_{m}}{n}\right) \cdot \frac{\left(A_{0} f_{A}\right)^{n}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{n+1}} \tag{6.35}
\end{equation*}
$$

A similar result was found in [34]. Several of the approximations made are pessimistic and the exact limit tends to be higher. Nevertheless, for $n=1$, this limit assumes the same form as the single-stage transimpedance limit in Eq. (6.14) and for $\Phi_{m}=\tan ^{-1}(2) \approx 63.4^{\circ}$, the two equations become identical.

Equation (6.35) shows that the trade-off between transimpedance and bandwidth becomes more and more lopsided as we add more stages. For example, doubling the bandwidth of a 3 -stage TIA results in a 16 -fold drop in transimpedance (making the transimpedance-bandwidth product even less meaningful).

How does this transimpedance limit compare to that of a single-stage TIA? On one hand, the first factor in Eq. (6.35) drops rapidly with increasing $n$ (see Table 6.4), reducing the transimpedance. On the other hand, the second factor is larger by a factor $\left(A_{0} f_{A} / B W_{3 \mathrm{~dB}}\right)^{n-1}$, which boosts the transimpedance. As a consequence, the transimpedance improves only if $\left(A_{0} f_{A} / B W_{3 \mathrm{~dB}}\right)^{n-1}$ is large enough to overcome the first factor. Let us call the ratio $A_{0} f_{A} / B W_{3 \mathrm{~dB}}$ the bandwidth headroom because it is a measure of how close the TIA's target

Table 6.4 First factor of Eq. (6.35) for $\Phi_{m}=\tan ^{-1}(2)$ and minimum bandwidth headroom needed for an $n$-stage TIA to outperform an ( $n-1$ )-stage TIA.

| Number of stages $n$ | First factor of Eq. (6.35) | Minimum $A_{0} f_{A} / B W_{3 \mathrm{~dB}}$ |
| :--- | :--- | :--- |
| 1 | 1.0 | - |
| 2 | 0.158 | 6.34 |
| 3 | 0.0151 | 10.42 |
| 4 | 0.00104 | 14.55 |
| 5 | 0.0000556 | 18.68 |

bandwidth is to the capability of the technology. In our $10-\mathrm{Gb} / \mathrm{s}$ example with $A_{0} f_{A}=44 \mathrm{GHz}$ and $B W_{3 \mathrm{~dB}}=6.85 \mathrm{GHz}$ (see Table 6.1), the bandwidth headroom is 6.4. In this case, the transimpedance for a one or two-stage design is about the same and for more than two stages it is significantly lower, making the single-stage design the best choice (cf. Fig. 7.2 in Chapter 7). Table 6.4 shows that if the bandwidth headroom is less than 6.34, that is, the TIA operates relatively close to the speed limit of the technology, there is no advantage of using multiple stages. However, if the technology is fast compared with the TIA speed, a multistage TIA can boost the transimpedance [35]. For example, if we were to realize our $10-\mathrm{Gb} / \mathrm{s}$ example TIA in a technology with $A_{0} f_{A}=88 \mathrm{GHz}$, Table 6.4 predicts that a three-stage TIA leads to the highest transimpedance.

When discussing the transimpedance limit Eq. (6.35), we assumed that the voltage gain of each stage can be traded arbitrarily against its bandwidth as long as the product, $A_{0} f_{A}$, does not exceed the capability of the technology. However, as we pointed out earlier, the gain of each stage may be limited by the supply voltage and headroom considerations. In such gain-limited situations, a multistage amplifier may be the preferred solution even if Eq. (6.35) does not exceed Eq. (6.14).

Verification by Simulation. Hopefully, the analysis in this section provided some understanding of the trade-offs involved when designing a shunt-feedback TIA. However, this simplified analysis does not replace detailed transistor-level simulations that include all parasitics. Especially at $10 \mathrm{~Gb} /$ s and beyond, bondwire inductance and packaging parasitics play an important role. Only careful simulation over all relevant PVT corners can confirm whether the transimpedance, bandwidth, amplitude peaking, group-delay variations, etc. are all within specifications.

### 6.3 Noise Analysis

In Section 4.4, we emphasized the importance of the input-referred noise current and its impact on receiver sensitivity. Now, we want to analyze this noise quantity for the shunt-feedback TIA. First, we study the input-referred noise current PSD, $I_{n, T I A}^{2}(f)$, for the case of an FET and BJT front-end. This analysis provides an explanation for the white and $f^{2}$-noise components, which we have encountered earlier. Then, we turn to the total input-referred noise current, $i_{n, T I A}^{r m s}$, which determines the sensitivity. Finally, we illustrate the noise expressions with numerical examples.

Input-Referred Noise Current PSD of an FET Front-End. Figure 6.13 shows the familiar shunt-feedback TIA with the input stage (or front-end) implemented with an FET in common-source configuration. We discuss complete transistorlevel circuits in Chapter 9, but for the following simplified noise analysis, it is

Figure 6.13 Calculation of the equivalent input noise current generator $i_{n, T I A}$ for a TIA with FET front-end.

sufficient to consider just the input transistor. The most significant device noise sources are shown in the figure: the thermal noise of the feedback resistor, $i_{n, \text { res }}$, the thermal noise of the FET, $i_{n, D}$, and the shot noise due to the gate current, $i_{n, G}$. As we know, the effect of all these noise sources can be described by a single imagined equivalent noise current generator, $i_{n, T I A}$, at the input of the TIA (shown with dashed lines).

The input-referred noise current PSD of the TIA can be broken into two major components: the noise from the feedback resistor (or resistors, in a differential implementation) and the noise from the amplifier front-end. Because they are uncorrelated, we can write

$$
\begin{equation*}
I_{n, T I A}^{2}(f)=I_{n, \text { res }}^{2}(f)+I_{n, \text { front }}^{2}(f) . \tag{6.36}
\end{equation*}
$$

In high-speed receivers, the noise contribution from the amplifier front-end typically is larger than the contribution from the feedback resistor. In low-speed receivers, however, the resistor noise may become dominant. We discuss the ratio of these two noise components further in Section 6.4.

Feedback-Resistor Noise. The noise current PSD of the feedback resistor is white (frequency independent) and given by the well-known thermal-noise equation:

$$
\begin{equation*}
I_{n, \mathrm{res}}^{2}(f)=\frac{4 k T}{R_{F}} \tag{6.37}
\end{equation*}
$$

This noise current contributes directly to the input-referred TIA noise in Eq. (6.36) because $i_{n, \text { res }}$ has the same effect on the TIA output as $i_{n, T I A}$ does. Note that in Section 6.2 this was the only noise source that we considered.

Gate Shot Noise. The shot noise generated by the gate current, $I_{G}$, is white and has the well-known noise current PSD

$$
\begin{equation*}
I_{n, G}^{2}=2 q I_{G} . \tag{6.38}
\end{equation*}
$$

It also contributes directly to the input-referred TIA noise and is uncorrelated to any of the other noise sources. MOSFETs in 0.13- $\mu \mathrm{m}$ and larger technologies have extremely small gate currents, but in nanoscale technologies, gate leakage


Figure 6.14 When driven by a capacitive source, the FET's channel noise generator and partially correlated induced gate noise generator in van der Ziel's noise model (left) can be combined into a single drain noise generator (right).
due to direct tunneling through the thin gate oxide increases rapidly [36]. Metal-semiconductor FETs (MESFETs) and heterostructure FETs (HFETs) can have gate currents up to $1 \mu \mathrm{~A}[4,37]$. Nevertheless, in high-speed TIAs, shot noise due to the gate current usually is negligible.

Channel Noise and Induced Gate Noise. The thermal fluctuations in the FET channel result in a channel noise current $i_{n, \text { chan }}$ and due to the capacitive coupling between the channel and the gate also in an induced gate noise current $i_{n \text {,ind }}$ (see Fig. 6.14) [38, 39]. For long-channel devices in saturation and strong inversion, the channel noise current PSD is found theoretically to be $I_{n, \text { chan }}^{2}=4 k T^{2} g_{d 0}$ [38]. The symbol $g_{d 0}$ stands for the drain-source conductance at zero drain-source voltage while maintaining the gate-source voltage of normal, saturated operation. Thus, to evaluate the noise of an FET we need to determine a small-signal parameter for an operating point that differs from that of normal operation. To get around this difficulty we may use the approximation $g_{d 0} \approx g_{m}+g_{m b}+g_{o}$, where all the quantities on the right-hand side refer to the normal, saturated operating point, $g_{m b}$ is the substrate transconductance, and $g_{o}$ is the drain-source (output) conductance [40-42]. If the body effect and channel-length modulation can be neglected, we can further simplify to $g_{d 0} \approx g_{m}$. Although the latter approximation is often taken for granted, it may be far off (by a factor two or more) for FETs with short channel lengths, high overdrive voltages, or both [43].

There are a number of mechanisms including hot electrons [44, 45], velocity saturation [46, 47], and weak avalanche [48] that increase the noise of short-channel devices significantly over the noise of their long-channel counterparts. To account for these and other mechanisms (e.g., substrate-resistance noise [49]), the channel noise current PSD is commonly written as [41, 48, 50, 51],

$$
\begin{equation*}
I_{n, \text { chan }}^{2}=4 k T \gamma g_{d 0}, \tag{6.39}
\end{equation*}
$$

where $\gamma$ is a fudge factor known as the channel noise factor. For MOSFETs, the value of $\gamma$ is typically in the range $\frac{2}{3}$ to 3 , where smaller channel lengths and larger drain-source voltages tend to result in larger values [41].

The induced gate noise current PSD increases with frequency (violet noise) and can be written as $[48,50,51]$

$$
\begin{equation*}
I_{n, \mathrm{ind}}^{2}=4 k T \delta \frac{\left(2 \pi f C_{g s}\right)^{2}}{5 g_{d 0}} \tag{6.40}
\end{equation*}
$$

where $\delta$ is known as the gate noise factor. For long-channel devices in saturation and strong inversion, the theoretical value of $\delta$ is $\frac{4}{3}$. For short-channel devices, $\delta$ increases similar to $\gamma$ [48]. Moreover, because the induced gate noise and the channel noise have a common physical origin they are partially correlated, an effect quantified by the correlation coefficient $c$ [39,52]. (Caution: Not all authors use the same polarity conventions to define $c$ [53].)

Ogawa's Noise Factor $\Gamma$. Interestingly, if the source impedance is capacitive, often a reasonable approximation for optical receivers, the induced gate noise current produces a white gate noise voltage, which is then translated into a white drain noise current by the FET's transconductance (ignoring the feedforward path through $C_{g d}$ ). It is a common practice in the optical receiver literature to refer the induced gate noise current to the drain side and combine it with the (partially correlated) channel noise, thus arriving at a FET model with a single white drain noise generator, $i_{n, D}$, as shown in Fig. 6.14 [53]. For this reason, it was sufficient to have only the single noise generator $i_{n, D}$ instead of the two noise generators $i_{n, \text { chan }}$ and $i_{n, \text { ind }}$ in Fig. 6.13. The PSD of the drain noise current generator, $i_{n, D}$, is commonly written as

$$
\begin{equation*}
I_{n, D}^{2}=4 k T \Gamma g_{m}, \tag{6.41}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma=\gamma \frac{g_{d 0}}{g_{m}}+\langle\text { induced gate noise terms }\rangle \tag{6.42}
\end{equation*}
$$

$\Gamma$ is known as Ogawa's noise factor, in honor of Kinichiro Ogawa, who analyzed it first for GaAs MESFETs [54] and later for MOSFETs [55]. The first term is due to the channel noise and follows easily from Eq. (6.39). The remaining terms are due to the induced gate noise and are somewhat harder to calculate [53] (see Eq. (I.68) for the full expression).

The noise factor $\Gamma$ is usually larger than $\gamma$. For MOSFETs the multiplier $g_{d 0} / g_{m} \approx 1+\left(g_{m b}+g_{o}\right) / g_{m}$ typically results in an increase of 10 to $100 \%$, whereas the induced gate noise terms typically result in a decrease of 10 to $15 \%$, depending on the ratio $C_{g s} / \tilde{C}_{T}$ (cf. Eq. (I.69)). The decreasing effect of the induced gate noise is explained by the particular nature of the partial correlation: Whereas the uncorrelated portion of the induced gate noise adds to the channel noise, the correlated portion of the induced gate noise cancels a somewhat larger amount of the channel noise, leading to a small net noise reduction [53]. Typical values for n-MOSFETs are $\Gamma \approx 2.0$ for a channel length of $0.18 \mu \mathrm{~m}$ and $\Gamma \approx 1.0$ for $L=0.5 \mu \mathrm{~m}$ [53]. For $1-\mu \mathrm{m}$ GaAs MESFETs, $\Gamma=1.1$
to $1.75[4,54]$ and for silicon junction FETs (JFETs), $\Gamma \approx 0.7$ [4] have been reported. [ $\rightarrow$ Problem 6.8.]
While the aforementioned FET noise model is very convenient for hand calculations, it is also important to be aware of its limitations. Strictly speaking, it can be applied only when the source impedance is purely capacitive. In practice, there is always some resistive component due to $R_{F}$ or a biasing resistor. In this case the noise model is only valid at frequencies high enough such that the capacitive component dominates the resistive one. Fortunately, as we shall see shortly, at low frequencies, where the model accuracy is lacking, the FET noise is usually dominated by other noise sources, such as the feedback-resistor noise. When an inductor, such as a bond wire, is part of the input network, the noise model is only valid if the resonance associated with the inductor is well above the frequency band of interest. When the inductor is used for noise matching (cf. Section 6.5), however, the resonance is in the band of interest and the induced gate noise can no longer be accurately accounted for with Ogawa's noise factor $\Gamma$. Finally, the noise model in Eq. (6.41) becomes invalid in the linear regime (for $V_{D S} \rightarrow 0, g_{m}$ vanishes, but the noise does not) [40, 42, 47]. In contrast, the model based on Eqs. (6.39) and (6.40) is valid in the saturated and linear regimes if $\gamma$ and $\delta$ are taken to be bias dependent.

Input-Referral Function. Let us go back to calculating the equivalent inputreferred noise current in Fig. 6.13. Unlike $i_{n, \text { res }}$ and $i_{n, G}$, the drain noise generator, $i_{n, D}$, is not located directly at the input of the TIA and we have to apply a transformation to find its contribution to the input-referred TIA noise. A straightforward way to do this transformation is to calculate the transfer function from the current $i_{n, D}$ to the output voltage of the TIA and divide that by the transfer function from the current $i_{n, \text { TIA }}$ to the output voltage. Equivalently, but easier, we can calculate the current $i_{n, T I A}$ that results in the same output voltage as the current $i_{n, D}$ and then divide the phasor of the first current by the second. Still easier, we can calculate the currents $i_{n, T I A}$ and $i_{n, D}$ that when applied simultaneously result in zero output voltage and then divide the phasor of the first current by the second and multiply the result by -1 . (The zero output voltage condition simplifies the calculation a lot.) In any case, we call the resulting transformation an input-referral function and use the notation $H^{-1}(s)$ to indicate that the referral occurs in the direction opposite to the signal flow.

The input-referral function from the drain noise current generator to the equivalent input noise current generator in Fig. 6.13 is $[37,56]$

$$
\begin{equation*}
H_{D}^{-1}(s)=-\frac{s R_{F} \tilde{C}_{T}+1}{g_{m} R_{F}\left(1-s C_{g d} / g_{m}\right)} \approx-\frac{s R_{F} \tilde{C}_{T}+1}{g_{m} R_{F}} \tag{6.43}
\end{equation*}
$$

where we neglected feedforward through $C_{g d}$ in the second form. The total capacitance has a tilde on it because it does not contain a Miller term:
$\tilde{C}_{T}=C_{D}+\tilde{C}_{I}$. As before, $C_{D}$ is the photodetector capacitance (including parasitic capacitances in parallel to it) and $\tilde{C}_{I}=C_{g s}+C_{g d}$. Note that the referral function from the input noise current generator to the drain noise current generator, $H_{D}(s)$, has a low-pass characteristic and hence the input-referral function, $H_{D}^{-1}(s)$, has a high-pass characteristic.
It is important to distinguish between transfer functions and referral functions. The referral function answers the question: For a given current injected at the input, what current must be alternatively injected at the drain to have the same effect on the output voltage? In contrast, the transfer function answers the question: For a given current injected at the input, what current does appear at the drain? Whereas the transfer function depends on the load at the drain and does contain a Miller term of the form $A_{0} C_{g d}$, the referral function does not depend on the load and does not contain a Miller term, as can be seen from (6.43).

Input-Referred Drain Noise. Referring the white drain noise current PSD, $I_{n, D}^{2}$, from Eq. (6.41) back to the input using $H_{D}^{-1}(s)$ from Eq. (6.43) yields

$$
\begin{align*}
I_{n, \mathrm{in}, D}^{2}(f) & =\left|H_{D}^{-1}(j 2 \pi f)\right|^{2} \cdot I_{n, D}^{2}=\frac{\left(2 \pi f R_{F} \tilde{C}_{T}\right)^{2}+1}{\left(g_{m} R_{F}\right)^{2}} \cdot 4 k T \Gamma g_{m} \\
& =4 k T \Gamma \frac{\left(2 \pi \tilde{C}_{T}\right)^{2}}{g_{m}} f^{2}+\frac{4 k T \Gamma}{g_{m} R_{F}^{2}} . \tag{6.44}
\end{align*}
$$

And here we meet the long-awaited $f^{2}$-noise component. We now understand that it arises from a white-noise generator and a high-pass function referring it to the input. [ $\rightarrow$ Problem 6.9.]

Putting It All Together. We now have everything we need to write down the complete input-referred noise current PSD of the TIA with FET front-end [37, 56]:

$$
\begin{equation*}
I_{n, T I A}^{2}(f)=\frac{4 k T}{R_{F}}+2 q I_{G}+4 k T \Gamma \frac{\left(2 \pi \tilde{C}_{T}\right)^{2}}{g_{m}} f^{2}+\ldots \tag{6.45}
\end{equation*}
$$

where the first term is due to the feedback-resistor noise, Eq. (6.37), the second term is due to the gate shot noise, Eq. (6.38), and the third term is due to the thermal FET noise (channel noise and induced gate noise), Eq. (6.44). We have neglected the second term of Eq. (6.44), which is small compared with the feedback-resistor noise if $g_{m} R_{F} \gg \Gamma$. (However, for small values of $R_{F}$, this noise may become significant.)

Figure 6.15(a) illustrates the thermal FET noise component and the feedback-resistor noise component graphically. The FET noise from Eq. (6.44) starts out below the feedback-resistor noise (by a factor $g_{m} R_{F} / \Gamma$ ) and then begins to rise at the frequency $f_{I}=1 /\left(2 \pi R_{F} \tilde{C}_{T}\right)$, corresponding to the zero in Eq. (6.43). The $f^{2}$-noise corner of the overall input-referred noise


Figure 6.15 (a) Input-referred noise current PSD of a TIA with FET front-end and (b) the corresponding output-referred noise voltage PSD.
(solid line) is at the somewhat higher frequency $f_{c 2}=\sqrt{g_{m} R_{F} / \Gamma+1} /\left(2 \pi R_{F} \tilde{C}_{T}\right)$ (cf. Eq. (I.74)). Interestingly, the 3-dB bandwidth of the TIA, given by $B W_{3 \mathrm{~dB}}=\sqrt{2 A_{0}\left(A_{0}+1\right)} /\left(2 \pi R_{F} C_{T}\right)$ for a Butterworth response (cf. Eq. (6.13)), is often higher than the $f^{2}$-noise corner. As a result, the output-referred noise voltage PSD may have a "hump," as shown in Fig. 6.15(b). [ $\rightarrow$ Problem 6.10.]

Second-Order Effects. The noise analysis presented so far can be extended in a number of ways:

Besides the white thermal noise, the FET also produces $1 / f$ noise (a.k.a. flicker noise), which contributes to the TIA's input-referred noise [37]. In analogy to the white noise, which when referred back to the input results in an $f^{2}$ noise component, the $1 / f$ noise, when referred back to the input, results in an $f$ noise component (cf. Eq. (I.75)). Because $1 / f$ noise is confined to relatively low frequencies, it has little impact on high-speed TIAs. (Typically, the $1 / f$-noise corner frequency of GaAs MESFETs and HFETs is between 10 and 100 MHz , that of MOSFETs is between 1 and 10 MHz , and that of JFETs is below 100 kHz [4, 37]). [ $\rightarrow$ Problem 6.11.]

Gate, drain, and source access resistances to the intrinsic device also produce thermal noise. In particular, the gate resistance $R_{g}$ of a polysilicon gate with minimum length and a large width can become significant in nanoscale technologies. To account for that, we have to add the input-referred noise current term $4 k T R_{g}\left(2 \pi C_{D}\right)^{2} f^{2}$ (cf. the subsequent discussion of the base resistance in BJTs). However, the gate resistance usually can be made small enough with a finger-structure layout such that this noise becomes negligible.

The FET's load resistor (or active load) and subsequent gain stages also contribute to the TIA's input-referred noise current. Taking the noise due to the load resistor $R_{L}$ into account has the same effect as increasing the $\Gamma$ factor from $\Gamma$ to $\Gamma+1 /\left(g_{m} R_{L}\right)[4,57]$. For example, for a $10 \times$ voltage gain, $g_{m} R_{L}=10, \Gamma$ effectively increases by about 3 to $15 \%$. Thus, if the gain of the first stage is sufficiently large, the noise of the load resistor (and the subsequent stages) is negligible.

Figure 6.16 Calculation of the equivalent input noise current generator $i_{n, \text { TIA }}$ for a TIA with bipolar front-end.


When feedforward through the gate-drain capacitance $C_{g d}$ is considered (first form of Eq. (6.43)), the input-referral function is augmented by a (right half plane) pole at $g_{m} / C_{g d}$ [58]. As a result, the $f^{2}$ noise does not increase indefinitely, but tops out at this pole frequency.

A lossy photodetector, as shown in Fig. 3.4(a) or 5.16, also contributes noise. Usually $R_{P D}$ is small enough for this noise to be negligible, but if it is not, we can account for it by adding the input-referred noise current term $4 k T R_{P D}\left(2 \pi C_{P D}\right)^{2} f^{2}[59]$ (or more generally, $4 k T G_{D i}$, cf. Section 5.7).

Input-Referred Noise Current PSD of a BJT Front-End. A TIA with a BJT commonemitter front-end and its major noise sources is shown in Fig. 6.16. The BJT generates shot noise due to the collector current, $i_{n, C}$, and shot noise due to the base current, $i_{n, B}$. At high frequencies, these two noise generators are partially correlated [60], but in the following calculations we neglect this relatively small effect. The BJT further generates thermal noise due to its base resistance (base-spreading and contact resistance), $i_{n, R b}$, which is typically much larger than the corresponding gate-resistance noise of a FET. The noise from the feedback resistor, $i_{n \text {,res }}$, is the same as for the FET front-end.

The shot noise generated by the base current, $I_{B}$, is given by $I_{n, B}^{2}=2 q I_{C} / \beta$, where $I_{C}$ is the collector current and $\beta$ is the DC current gain of the BJT ( $I_{B}=$ $I_{C} / \beta$ ). This white noise current contributes directly to the input-referred TIA noise. Then, we have the shot noise generated by the collector current, which is $I_{n, C}^{2}=2 q I_{C}$. This noise current must be referred to the input. If we neglect $R_{b}$, the input-referral function is the same as in Eq. (6.43) and we can write

$$
\begin{align*}
I_{n, \mathrm{in}, C}^{2}(f) & =\left|H_{C}^{-1}(j 2 \pi f)\right|^{2} \cdot I_{n, C}^{2} \approx \frac{\left(2 \pi f R_{F} \tilde{C}_{T}\right)^{2}+1}{\left(g_{m} R_{F}\right)^{2}} \cdot 2 q I_{C}  \tag{6.46}\\
& =2 q I_{C} \frac{\left(2 \pi \tilde{C}_{T}\right)^{2}}{g_{m}^{2}} f^{2}+\frac{2 q I_{C}}{\left(g_{m} R_{F}\right)^{2}}
\end{align*}
$$

Note how the white shot noise is transformed into a $f^{2}$-noise component, just like in the FET case. Finally, we have the thermal noise generated by the base resistance, which is given by $I_{n, R b}^{2}=4 k T / R_{b}$. This noise current, too, must
be referred to the input. In this case, the input-referral function is $H_{R b}^{-1}(s)=$ $-\left(s R_{b} C_{D}+R_{b} / R_{F}\right)$, where $C_{D}$ is the photodetector capacitance (including parasitic capacitances in parallel to it). Thus, the noise contribution due to $R_{b}$ is

$$
\begin{align*}
I_{n, \mathrm{in}, R b}^{2}(f) & =\left|H_{R b}^{-1}(j 2 \pi f)\right|^{2} \cdot I_{n, R b}^{2}=\left[\left(2 \pi f R_{b} C_{D}\right)^{2}+\frac{R_{b}^{2}}{R_{F}^{2}}\right] \cdot \frac{4 k T}{R_{b}}  \tag{6.47}\\
& =4 k T R_{b}\left(2 \pi C_{D}\right)^{2} f^{2}+\frac{4 k T R_{b}}{R_{F}^{2}} .
\end{align*}
$$

Note that the base resistance is giving rise to another $f^{2}$-noise component.
In summary, we can write the input-referred noise current PSD of the TIA with BJT front-end as $[37,61$ ]

$$
\begin{equation*}
I_{n, T I A}^{2}(f)=\frac{4 k T}{R_{F}}+\frac{2 q I_{C}}{\beta}+2 q I_{C} \frac{\left(2 \pi \tilde{C}_{T}\right)^{2}}{g_{m}^{2}} f^{2}+4 k T R_{b}\left(2 \pi C_{D}\right)^{2} f^{2}+\ldots \tag{6.48}
\end{equation*}
$$

where the first term is due to the feedback-resistor noise, the second term is due to the base shot noise, the third term is due to the collector shot noise, and the fourth term is due to the base resistance. We have neglected the second term of $I_{n, \text { in }, C}^{2}$ in Eq. (6.46), which is small compared with the base shot noise if $\left(g_{m} R_{F}\right)^{2} \gg \beta$, and we also have neglected the second term of $I_{n, \text { in }, R b}^{2}$ in Eq. (6.47), which is small compared with the noise from the feedback resistor if $R_{F} \gg R_{b}$.

Equation (6.48) can be extended by including $1 / f$ noise [37], but as for the FET front-end, only very low bit-rate receivers are affected by it. Another extension is to include the parasitic emitter resistance, which in advanced SiGe and InP HBTs is significant $\left(\approx 1 / g_{m}\right)$. The noise due to the collector load resistor $R_{L}$ can be accounted for by increasing the collector shot noise term in Eq. (6.48) by a factor $1+2 /\left(g_{m} R_{L}\right)$. Thus, as long as the input stage has sufficient gain, this noise and the noise from subsequent stages are negligible.

Throughout this section, we assumed that the TIA is implemented as a single-ended circuit, that is, that there is only one feedback resistor and one input transistor. A differential TIA (e.g., see Fig. 9.5) has more noise sources that must be taken into account.

Equations (6.45) and (6.48) show that, regardless of whether the TIA has an FET or BJT front-end, the input-referred noise current PSD is composed of white-noise terms and $f^{2}$-noise terms, justifying the form $I_{n, T I A}^{2}(f)=\alpha_{0}+\alpha_{2} f^{2}$, which we introduced in Section 4.1.

Input-Referred RMS Noise Current and Noise Bandwidths. Having discussed the input-referred noise current PSD, we now turn to the total input-referred noise current also known as the input-referred rms noise current. This is the
quantity that determines the sensitivity of the TIA (cf. Eq. (5.7)). The total noise can be obtained from the noise PSD by weighting it with the TIA's transfer function (squared) and integrating it across all frequencies, as given by Eq. (5.6). Alternatively, noise bandwidths (or Personick integrals) can be used to do the same calculation, as discussed in Section 4.5.
Let us review the use of noise bandwidths. If the input-referred noise current PSD can be decomposed into a white-noise and an $f^{2}$-noise part, $I_{n, T I A}^{2}=\alpha_{0}+$ $\alpha_{2} f^{2}$, then the input-referred mean-square noise current is

$$
\begin{equation*}
\overline{i_{n, T I A}^{2}}=\alpha_{0} \cdot B W_{n}+\frac{\alpha_{2}}{3} \cdot B W_{n 2}^{3}, \tag{6.49}
\end{equation*}
$$

where $B W_{n}$ is the noise bandwidth of the TIA for white noise and $B W_{n 2}$ is the noise bandwidth for $f^{2}$ noise. The noise bandwidths are found from the transfer function of the TIA by evaluating the integrals in Eqs. (4.44) and (4.45).

For the second-order TIA model given by Eqs. (6.8)-(6.11) the noisebandwidth integrals can be solved analytically [62] (cf. Appendix H) resulting in

$$
\begin{align*}
B W_{n} & =\frac{A_{0}+1}{4\left(R_{F} C_{T}+T_{A}\right)}  \tag{6.50}\\
B W_{n 2}^{3} & =\frac{3\left(A_{0}+1\right)^{2}}{16 \pi^{2}\left(R_{F} C_{T}+T_{A}\right) R_{F} C_{T} T_{A}} \tag{6.51}
\end{align*}
$$

Now, to calculate the input-referred mean-square noise current of the TIA with FET front-end, we separate the noise current PSD from Eq. (6.45) into a white and $f^{2}$-noise part and apply Eq. (6.49):

$$
\begin{equation*}
\overline{i_{n, T I A}^{2}} \approx\left(\frac{4 k T}{R_{F}}+2 q I_{G}\right) B W_{n}+\frac{1}{3}\left(4 k T \Gamma \frac{\left(2 \pi \tilde{C}_{T}\right)^{2}}{g_{m}}\right) B W_{n 2}^{3} . \tag{6.52}
\end{equation*}
$$

The square root of this expression is the input-referred rms noise current.
Repeating the same procedure for the TIA with BJT front-end using the noise current PSD from Eq. (6.48), we find:

$$
\begin{align*}
\overline{i_{n, T I A}^{2}} \approx & \left(\frac{4 k T}{R_{F}}+\frac{2 q I_{C}}{\beta}\right) B W_{n} \\
& +\frac{1}{3}\left(2 q I_{C} \frac{\left(2 \pi \tilde{C}_{T}\right)^{2}}{g_{m}^{2}}+4 k T R_{b}\left(2 \pi C_{D}\right)^{2}\right) B W_{n 2}^{3} \tag{6.53}
\end{align*}
$$

Numerical Example:FETFront-End. To illustrate the foregoing theory, let us calculate the input-referred noise current of our $10-\mathrm{Gb} / \mathrm{s}$ TIA example in Table 6.1. The input-referred noise current PSD of a single-ended shunt-feedback TIA with FET front-end is given by Eq. (6.45). To evaluate this expression numerically, we use the following typical FET parameters in addition to those listed in Table 6.1: $\Gamma=2, I_{G}=0, \tilde{C}_{I}=0.1 \mathrm{pF}, g_{m}=50 \mathrm{mS}$, and $T=300 \mathrm{~K}$, which implies $f_{T}=g_{m} /\left(2 \pi \tilde{C}_{I}\right)=80 \mathrm{GHz}$ (cf. Table 6.5).

Table 6.5 Parameters and noise performance of our FET shunt-feedback TIA examples.

| Parameter | Symbol | $10 \mathrm{~Gb} / \mathrm{s}$ | $40 \mathrm{~Gb} / \mathrm{s}$ |
| :--- | :--- | :--- | :--- |
| Transition frequency | $f_{T}$ | 80 GHz | 318 GHz |
| Ogawa's noise factor | $\Gamma$ | 2 | 2 |
| Gate current | $I_{G}$ | 0 | 0 |
| Input capacitance (without Miller) | $\tilde{C}_{I}$ | 0.1 pF | 50 fF |
| Transconductance | $g_{m}$ | 50 mS | 100 mS |
| Noise bandwidth (white noise) | $B W_{n}$ | 7.58 GHz | 30.3 GHz |
| Noise bandwidth ( $f^{2}$ noise) | $B W_{n 2}$ | 10.22 GHz | 40.9 GHz |
| Input-referred rms noise current | $i_{n, T I A}^{r m s}$ | 889 nA | $2.51 \mu \mathrm{~A}$ |
| Averaged inp.-ref. noise curr. density | $I_{n, T I A}^{\text {avg }}$ | $10.2 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ | $14.4 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ |



Figure 6.17 Input-referred noise current density of our $10-\mathrm{Gb} / \mathrm{s}$ FET TIA example.

The resulting input-referred noise current density is plotted in Fig. 6.17 with a solid line and the contributions from the feedback resistor $R_{F}(600 \Omega)$ and the FET are shown with dashed lines. We see that at low frequencies, the noise from the feedback resistor dominates, bringing the total spectral density to about $5.3 \mathrm{pA} / \sqrt{\mathrm{Hz}}$. But at frequencies above about 4.2 GHz , the $f^{2}$-noise due to the FET dominates making a significant contribution to the total noise, as we will see shortly.

Next, to calculate the input-referred rms noise current we need the noise bandwidths for our 10-Gb/s TIA example. Using Eqs. (6.50) and (6.51) we find $B W_{n}=7.58 \mathrm{GHz}$ and $B W_{n 2}=10.22 \mathrm{GHz}$. Note that these noise bandwidths are significantly larger than the 3-dB bandwidth, which was 6.85 GHz . In fact, $B W_{n} / B W_{3 \mathrm{~dB}}=7.58 / 6.85=1.11$ and $B W_{n 2} / B W_{3 \mathrm{~dB}}=10.22 / 6.85=1.49$, exactly what we would expect based on Table 4.7.

Now, we can calculate the input-referred rms noise current using Eq. (6.52):

$$
\begin{equation*}
i_{n, T I A}^{r m s} \approx \sqrt{(458 \mathrm{nA})^{2}+(762 \mathrm{nA})^{2}}=889 \mathrm{nA} . \tag{6.54}
\end{equation*}
$$

The feedback resistor (first term) contributes about 27\% and the FET (second term) contributes about $73 \%$ to the total noise (in terms of mean-square current).
The averaged input-referred noise current density is obtained by dividing the total input-referred noise current by the square-root of the noise bandwidth, resulting in $I_{n, T I A}^{\text {avg }}=10.2 \mathrm{pA} / \sqrt{\mathrm{Hz}}$. This number is nearly twice that of the feedback-resistor noise alone ( $5.3 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ ).

How much more noisy is our $40-\mathrm{Gb} / \mathrm{s}$ example in Table 6.1 compared to the $10-\mathrm{Gb} / \mathrm{s}$ example? Assuming that we have a four times faster technology at our disposal, we find the noise numbers shown in Table 6.5. The averaged inputreferred noise current density went up by a factor $\sqrt{2}$, while the input-referred rms noise current went up by a factor $2 \sqrt{2}$ (both terms in Eq. (6.52) increased by a factor of 8 ). The increase in rms noise can be decomposed into two factors: a factor 2 due to the quadrupling of the bandwidth and a factor $\sqrt{2}$ due to the higher noise density. The second factor depends on the speed of the available technology. For a less than four times faster technology, the input-referred noise current density would be higher.

Numerical Example: BJT Front-End. The input-referred noise current PSD of a single-ended shunt-feedback TIA with BJT front-end is given by Eq. (6.48). To evaluate this expression numerically, we use the following typical BJT parameters in addition to those listed in Table 6.1: $\beta=100, R_{b}=40 \Omega, \tilde{C}_{I}=0.1 \mathrm{pF}$, $g_{m}=50 \mathrm{mS}$, and $T=300 \mathrm{~K}$, which implies $I_{C}=g_{m} k T / q=1.3 \mathrm{~mA}$ and $f_{T}=g_{m} /\left(2 \pi \tilde{C}_{I}\right)=80 \mathrm{GHz}$ (cf. Table 6.6).

The resulting input-referred noise current density is plotted in Fig. 6.18. At low frequencies, the noise from the feedback resistor $\left(R_{F}\right)$ dominates again.

Table 6.6 Parameters and noise performance of our BJT shunt-feedback TIA examples.

| Parameter | Symbol | $10 \mathrm{~Gb} / \mathrm{s}$ | $40 \mathrm{~Gb} / \mathrm{s}$ |
| :--- | :--- | :--- | :--- |
| Transition frequency | $f_{T}$ | 80 GHz |  |
| DC current gain | $\beta$ | 100 | 100 |
| Base resistance | $R_{b}$ | $40 \Omega$ | $20 \Omega$ |
| Input capacitance (without Miller) | $\tilde{C}_{I}$ | 0.1 pF | 50 fF |
| Transconductance | $g_{m}$ | 50 mS | 100 mS |
| Noise bandwidth (white noise) | $B W_{n}$ | 7.58 GHz | 30.3 GHz |
| Noise bandwidth ( $f^{2}$ noise) | $B W_{n 2}$ | 10.22 GHz | 40.9 GHz |
| Input-referred rms noise current | $i_{n, T I A}^{r m s}$ | 771 nA | $2.18 \mu \mathrm{~A}$ |
| Averaged inp.-ref. noise curr. density | $I_{n, T I A}^{\text {avg }}$ | $8.9 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ | $12.5 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ |



Figure 6.18 Input-referred noise current density of our $10-\mathrm{Gb} / \mathrm{s}$ BJT TIA example.

At high frequencies, the noise from the base resistance $\left(R_{b}\right)$ now plays the most important role.

Using the same noise bandwidths as in our FET example, we find the input-referred rms noise current with Eq. (6.53) as

$$
\begin{equation*}
i_{n, T I A}^{r m s} \approx \sqrt{(458 \mathrm{nA})^{2}+(177 \mathrm{nA})^{2}+(381 \mathrm{nA})^{2}+(458 \mathrm{nA})^{2}}=771 \mathrm{nA}, \tag{6.55}
\end{equation*}
$$

where the terms from left to right are due to $R_{F}, I_{B}, I_{C}$, and $R_{b}$. The feedbackresistor contribution (first term) is again dominated by the transistor contributions (second to fourth term). The largest transistor contribution is from the base resistance, which is as large as the feedback-resistor contribution.

Low-Impedance Front-End Revisited. In Section 6.1, we discussed the noise of low-impedance front-ends. We wrote down the contribution from the $50-\Omega$ load resistor, but we did not know the contribution from the subsequent buffer amplifier. Interestingly, the noise equations that we just derived for the shunt-feedback TIA also hold for the low-impedance front-end shown in Fig. 6.1(a), if we re-interpret the feedback resistor $R_{F}$ as the $50-\Omega$ load resistor and the voltage amplifier in the feedback loop as the buffer amplifier. In general, adding feedback to an amplifier does not affect the input-referred noise, except for the noise contributed by the resistive part of the feedback network [63].

For a low-impedance front-end with our example amplifier as a buffer, the input-referred noise current density is as shown in Fig. 6.17 (or Fig. 6.18), except that the noise contribution from $R_{F}$ goes up from 5.3 to $18 \mathrm{pA} / \sqrt{\mathrm{Hz}}$, making the low-impedance front-end significantly noisier than the shunt-feedback TIA. (However, in severely power-constrained systems, the amplifier front-end noise may become so high that the advantage of the shunt-feedback TIA over the low-impedance front-end all but vanishes [64].)

### 6.4 Noise Optimization

Having derived analytical expressions for the input-referred rms noise current, we now have all the pieces in place to tackle the noise optimization problem.

The optimization procedures for TIAs with FET and BJT front-ends are somewhat different and we discuss them separately. After the formal treatment, we illustrate the optimization procedures with numerical examples. We conclude with a discussion of the questions: "How does noise (and the resulting sensitivity) scale with the bit rate?" and "Does reducing the photodetector capacitance or increasing the photodetector responsivity have more impact on the sensitivity?"

Noise Optimization of a TIA with FET Front-End. The input-referred mean-square noise current of a (single-ended) TIA with an FET front-end can be written as (cf. Eq. (6.52))

$$
\begin{equation*}
\overline{i_{n, T I A}^{2}}=\frac{4 k T}{R_{F}} \cdot B W_{n}+2 q I_{G} \cdot B W_{n}+\frac{4 k T \Gamma\left[2 \pi\left(C_{D}+\tilde{C}_{I}\right)\right]^{2}}{3 g_{m}} \cdot B W_{n 2}^{3}+\ldots, \tag{6.56}
\end{equation*}
$$

where we have expanded $\tilde{C}_{T}=C_{D}+\tilde{C}_{I}, C_{D}$ is the photodetector capacitance (with all parasitic capacitances in parallel to it), and $\tilde{C}_{I}$ is the input capacitance of the FET under shorted-output conditions ( $\tilde{C}_{I}=C_{g s}+C_{g d}$, no Miller term).

As we know, the first term of Eq. (6.56) can be minimized by making $R_{F}$ as large as possible. To that end, a fast technology (high $f_{T}$ ) resulting in a high transimpedance limit is desirable.

The second term suggests the use of an FET with a low gate-leakage current, $I_{G}$. Specifically, $I_{G}$ should be small enough such that this noise term can be neglected when compared with the feedback-resistor noise term. This condition is fulfilled when $I_{G} \ll 2 V_{T} / R_{F} \approx 50 \mathrm{mV} / R_{F}$, where $V_{T}=k T / q$ is the thermal voltage. For example, for $R_{F}=600 \Omega$, we need $I_{G} \ll 83 \mu \mathrm{~A}$, which is easily satisfied.

The third term increases with $C_{D}$. Thus we should minimize the photodetector capacitance as well as the pad, ESD protection, and all other capacitances in parallel to it. The third term also increases with the input capacitance, $\tilde{C}_{I}=C_{g s}+C_{g d}$. However, simply minimizing $\tilde{C}_{I}$ is not desirable because $\tilde{C}_{I}$ and the transconductance, $g_{m}$, which appears in the denominator, are related by means of the technology parameter $\tilde{f}_{T}$ as $g_{m}=2 \pi f_{T} \tilde{C}_{I}$. Instead, we should minimize the entire expression $\left(C_{D}+\tilde{C}_{I}\right)^{2} / g_{m}$. First, a technology with a high $f_{T}$ should be selected because this implies a low $\tilde{C}_{I} / g_{m}$ ratio. Second, for a given technology and $f_{T}$, we can rewrite the third term as

$$
\begin{equation*}
\overline{i_{n, T I A, 3}^{2}}=\frac{\left(C_{D}+\tilde{C}_{I}\right)^{2}}{\tilde{C}_{I}} \xi \quad \text { where } \quad \xi=\frac{8 \pi k T \Gamma}{3 f_{T}} \cdot B W_{n 2}^{3} \tag{6.57}
\end{equation*}
$$

Taking the derivative with respect to the variable $\tilde{C}_{I}$ and setting the result to zero, we find the noise minimum at

$$
\begin{equation*}
\tilde{C}_{I}=C_{D} \tag{6.58}
\end{equation*}
$$

This means that the minimum is reached when the front-end FET is sized such that its input capacitance, $\tilde{C}_{I}=C_{g s}+C_{g d}$, matches $C_{D}$, the photodetector


Figure 6.19 Input-referred rms noise current due to the third term of Eq. (6.56) versus input capacitance normalized to the detector capacitance for our 10-Gb/s TIA example.
capacitance with all parasitic capacitances in parallel to it [4, 6, 56, 65]. For this optimum input capacitance the mean-square noise current becomes $\overline{i_{n, T I A, 3}^{2}}=4 C_{D} \xi$.

Intuitively, we can explain the existence of a minimum as follows: Starting with a very small $\tilde{C}_{I}$, it helps to increase $\tilde{C}_{I}$ because this also increases $g_{m}$, which suppresses the noise ( $C_{D}+\tilde{C}_{I}$ remains approximately constant in this regime). But at some point, the total capacitance at the input node, $\tilde{C}_{T}=C_{D}+$ $\tilde{C}_{I}$, becomes so large that it hurts the noise performance more than $g_{m}$ helps (a large $\tilde{C}_{T}$ hurts quadratically, whereas a large $g_{m}$ helps only linearly). Thus, an optimum exists somewhere in the middle.

Numerical Example. Figure 6.19 illustrates the noise contribution from the third term of Eq. (6.56) for our $10-\mathrm{Gb} / \mathrm{s}$ TIA example with the values from Tables 6.1 and 6.5. Clearly, the minimum is reached for $\tilde{C}_{I} / C_{D}=1$. The numerical value of $\xi$ only determines the magnitude of the noise, but does not affect where the minimum occurs.

Variables, Constants, and Constraints. When optimizing an expression with multiple parameters, it is important to be clear about which parameters are kept constant, which parameters are varied, and what constraints apply to the parameters that are varied. The optimization result depends on these assumptions [66].

Let us choose a fixed channel length, $L$, and a fixed drain current density, $I_{D} / W$, then we vary the channel width, $W$, to optimize the noise. As a consequence of the fixed current density, the drain current $I_{D}$ varies with the channel width and thus $I_{D} \propto \tilde{C}_{I}$. Moreover, the transconductance $g_{m}$ also varies with the channel width and thus $g_{m} \propto \tilde{C}_{I}$ or more explicitly $g_{m}=2 \pi f_{T} \tilde{C}_{I}$. (Doubling the channel width is like putting two equally biased FETs in parallel to each other.) In contrast, $f_{T}$, which is determined by the ratio of the transconductance and the input capacitance, is fixed. The gate-source bias voltage, $V_{G S}$,
is also fixed, which is good because it avoids potential headroom issues when varying the channel width. In summary, we effectively have a single variable: $\tilde{C}_{I} \propto W \propto I_{D} \propto g_{m}$ and the following constants: $L, I_{D} / W, f_{T}$, and $V_{G S}$.

What values should we choose for the fixed channel length and the fixed drain current density? A short channel length is necessary for a high $f_{T}$, but it limits the maximum voltage gain. Often, the minimum channel length is chosen. A drain current density for which the FET operates near its maximum $f_{T}$ or near its minimum noise figure is often a good choice. For nanoscale MOSFETs, the maximum $f_{T}$ is reached for a current density of 0.2 to $0.5 \mathrm{~mA} / \mu \mathrm{m}$ and the minimum noise figure is reached for a current density of 0.15 to $0.2 \mathrm{~mA} / \mu \mathrm{m}$ [20]. Lower current densities may be chosen for low-power applications.

There are a couple of more constants and constraints that must be considered. For a given technology and $f_{T}$, the gain-bandwidth product of a single-stage amplifier, $A_{0} f_{A}$, is fixed. This condition constrains how $A_{0}$ and $f_{A}$ can vary during the optimization. Furthermore, the bandwidth, $B W_{3 \mathrm{~dB}}$, and the stability, $Q$, of the TIA must stay fixed (which implies that the noise bandwidths stay fixed too). After all, the TIA needs a certain bandwidth to support the desired bit rate. We will see shortly that these conditions force certain parameters (e.g., $A_{0}, f_{A}, R_{F}$ ) to vary with $\tilde{C}_{I}$ in a particular way.

Finally, we consider the parameters $C_{D}, \Gamma$, and $I_{G}$ as fixed. Strictly speaking, the noise factor $\Gamma$ does depend somewhat on $C_{g s}$ [53], but usually the dependence is weak enough, especially for short-channel MOSFETs with small correlation coefficients, such that this effect can be neglected. Similarly, the leakage current $I_{G}$ increases with the gate area and thus $\tilde{C}_{I}$. However, in high-speed receivers the gate shot noise is very small compared with the feedback-resistor noise, such that this effect can be neglected.

Power Considerations. The constant current-density constraint implies that smaller FETs consume less power. From Fig. 6.19, we see that the noise minimum is relatively shallow and by choosing a somewhat smaller-than-optimum $\tilde{C}_{I} / C_{D}$ ratio we can save a fair amount of power while sacrificing little in terms of noise performance [67,68].

For example, for $\tilde{C}_{I} / C_{D}=0.5$ the power dissipation of the input FET is cut in half, while the rms noise current increases by only $6.1 \%$, corresponding to a 0.26 dB loss in optical sensitivity. (An additional benefit is that the reduced input capacitance leads to a higher transimpedance, as we will see shortly.)

Effect of Feedback-Resistor Noise on the Optimum. What happens if we add $R_{F}$ to the list of fixed parameters? Then, the feedback-resistor noise (first term in Eq. (6.56)) is not part of the optimization problem and $\tilde{C}_{I}=C_{D}$ is the optimum for the entire noise expression in Eq. (6.56). But is it possible to vary $\tilde{C}_{I}$ and simultaneously keep $R_{F}$ and the frequency response ( $B W_{3 \mathrm{~dB}}$ and $Q$ ) fixed, or have we imposed too many constraints? Using our TIA model with
a single-pole voltage amplifier as a reference, we find that it is indeed possible to adjust the amplifier parameters $A_{0}$ and $f_{A}$ as a function of $\tilde{C}_{I}$ such that the frequency response remains fixed (cf. Eqs. (I.76) and (I.77)). The problem with adding the constant $R_{F}$ constraint is that it forces the gain-bandwidth product, $A_{0} f_{A}$, to vary with $\tilde{C}_{I}$ thus violating our constant gain-bandwidth constraint. [ $\rightarrow$ Problem 6.12.]

It is easy to see that if we keep the open-loop input pole, $f_{I} \approx 1 /\left[2 \pi R_{F}\left(C_{D}+\right.\right.$ $\left.\tilde{C}_{I}\right)$ ], and the open-loop output pole, $f_{A}=1 /\left(2 \pi T_{A}\right)$, and the open-loop DC gain, $A_{0}$, fixed, the entire frequency response (open- or closed-loop) is fixed. Thus $A_{0} f_{A}, B W_{3 \mathrm{~dB}}$, and $Q$ all remain constant, as desired. But now, $R_{F}$ must become a variable. It must vary in concert with $\tilde{C}_{I}$ such that $f_{I}$ remains fixed:

$$
\begin{equation*}
R_{F}=\frac{1}{2 \pi f_{I}\left(C_{D}+\tilde{C}_{I}\right)} \tag{6.59}
\end{equation*}
$$

If we increase the FET's width (and thus $\tilde{C}_{I}$ ), we must reduce $R_{F}$ according to Eq. (6.59). Moreover, increasing the FET's width (and thus $g_{m}$ ) requires that we reduce the load resistor $R_{L}$ to keep $A_{0}\left(=g_{m} R_{L}\right)$ constant and increase $C_{L}$ to keep $f_{A}\left(=1 /\left(2 \pi R_{L} C_{L}\right)\right)$ constant.

With the first noise term in Eq. (6.56) now being dependent on $\tilde{C}_{I}$ the optimization problem changes to

$$
\begin{equation*}
\overline{i_{n, T I A}^{2}}=\left(C_{D}+\tilde{C}_{I}\right) \xi_{1}+\frac{\left(C_{D}+\tilde{C}_{I}\right)^{2}}{\tilde{C}_{I}} \xi_{2}, \tag{6.60}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{1}=8 \pi k T f_{I} \cdot B W_{n} \quad \text { and } \quad \xi_{2}=\frac{8 \pi k T \Gamma}{3 f_{T}} \cdot B W_{n 2}^{3} . \tag{6.61}
\end{equation*}
$$

The first term is due to the feedback-resistor's noise and the familiar second term is due to the FET's noise. All optimization constraints are now incorporated into the noise expression and only a single optimization variable, $\tilde{C}_{I}$, remains.

Taking the derivative with respect to the variable $\tilde{C}_{I}$ and setting the result to zero, we find the noise minimum at

$$
\begin{equation*}
\tilde{C}_{I}=\psi C_{D} \quad \text { where } \quad \psi=\frac{1}{\sqrt{1+\xi_{1} / \xi_{2}}} \tag{6.62}
\end{equation*}
$$

Thus, the optimum input capacitance is somewhat smaller than $C_{D}[33,35$, 66-68]. This is not surprising: A smaller input capacitance permits a larger and less noisy feedback resistor for the same open-loop input pole frequency. Thus lower capacitance solutions are preferred, shifting the curve in Fig. 6.19 to the left by the factor $\psi$. Of course, for $\xi_{1}=0$ (no resistor noise), the minimum reverts back to its old location, $\psi=1$.

Let us bring the expression for $\psi$ into a more practical form. Given our TIA model with a single-pole voltage amplifier Eqs. (6.10) and (6.11) we
can calculate $f_{I}$ as a function of $A_{0} f_{A}, B W_{3 \mathrm{~dB}}$, and $Q$. For $Q=1 / \sqrt{2}$, we find $f_{I} \approx B W_{3 \mathrm{~dB}}^{2} /\left(A_{0} f_{A}\right)$ (cf. Eq. (I.84) on p. 518). Next, we express $B W_{n}$ and $B W_{n 2}$ in terms of $B W_{3 \mathrm{~dB}}$ and $Q$ (cf. Eqs. (H.8) and (H.9)). Then, using these results with Eqs. (6.61) and (6.62) and assuming that $B W_{3 \mathrm{~dB}}$ is not too close to $A_{0} f_{A}$, we can approximate the optimum as (cf. Eq. (I.89)) [66]

$$
\begin{equation*}
\psi \approx \sqrt{\frac{\Gamma A_{0} f_{A}}{\Gamma A_{0} f_{A}+f_{T}}} \tag{6.63}
\end{equation*}
$$

Note that this optimum is (approximately) independent of $B W_{3 \mathrm{~dB}}$ and $Q$. [ $\rightarrow$ Problem 6.13.]

Noise after Optimization; Figure of Merit. How large is the noise current after the TIA has been optimized? Inserting Eq. (6.62) into Eq. (6.60) and simplifying the result yields $\overline{i_{n, T I A}^{2}}=(1+1 / \psi)^{2} C_{D} \xi_{2}$. With Eq. (6.61) and assuming a second-order Butterworth response $(Q=1 / \sqrt{2})$ we can write more explicitly

$$
\begin{equation*}
\overline{i_{n, T I A}^{2}}=\sqrt{8} \pi^{2} k T\left(1+\frac{1}{\psi}\right)^{2} \frac{\Gamma C_{D}}{f_{T}} \cdot B W_{3 \mathrm{~dB}}^{3} \tag{6.64}
\end{equation*}
$$

This result suggests that the expression $f_{T} /\left(\Gamma C_{D}\right)$ can serve as a figure of merit [4]. Technologies for which this figure of merit is high yield low-noise TIAs.

We further conclude from Eq. (6.64) that the optimized mean-square noise current scales with the third power of the bandwidth, $B W_{3 \mathrm{~dB}}^{3}$. So, what happened to the noise of the feedback resistor that in Eq. (6.56) used to scale with the first power of the bandwidth? Remember, we optimized under the constraint of a constant gain-bandwidth product. The transimpedance limit of a TIA with a single-pole voltage amplifier Eq. (6.14) tells us that under this condition the transimpedance scales like $B W_{3 \mathrm{~dB}}^{-2}$. In turn, $R_{F}$ also scales approximately like $B W_{3 \mathrm{~dB}}^{-2}$ (assuming $B W_{3 \mathrm{~dB}}$ is not too close to $A_{0} f_{A}$ such that $\left.A_{0} /\left[A_{0}+1\right] \approx 1\right)$. Therefore, the noise of the feedback resistor now scales (approximately) with the third power of the bandwidth, just like the noise of the FET.

It can be shown that, after noise optimization, the fraction of the meansquare noise current originating from the FET is $\psi$ (cf. Eq. (I.82)) and that originating from the feedback resistor is $1-\psi$.

Numerical Example. Let us evaluate Eq. (6.63) for our 10-Gb/s FET TIA example in Tables 6.1 and 6.5:

$$
\begin{equation*}
\psi \approx \sqrt{\frac{2 \cdot 44 \mathrm{GHz}}{2 \cdot 44 \mathrm{GHz}+80 \mathrm{GHz}}}=0.72 \tag{6.65}
\end{equation*}
$$

With the detector capacitance $C_{D}=0.15 \mathrm{pF}$, we find that the FET should be sized for $\tilde{C}_{I}=0.72 \cdot 0.15 \mathrm{pF}=0.11 \mathrm{pF}$. This is very close to the value used in
our example ( 0.1 pF ) and we can consider it noise optimized. For our 40-Gb/s FET TIA example, we find the same optimum value $\psi=0.72$.

After noise optimization, we expect about $72 \%$ of the noise to originate from the FET and $28 \%$ from the feedback resistor. This is in good agreement with what we observed for our example in Section 6.3.

Second-Order Effects. In our discussion we have dealt with the noise of the front-end FET and the feedback resistor. Although these are the dominant noise sources, the FET's load resistor and subsequent stages also make some contribution to the input-referred noise, especially in high-speed TIAs where gains are low. How does the inclusion of these noise sources alter the sizing recommendations for the FET?

As we know from Section 6.3, the thermal noise of the load resistor, $R_{L}$, can be accounted for by increasing $\Gamma$ from $\Gamma$ to $\Gamma+1 /\left(g_{m} R_{L}\right)$. From Eqs. (6.63) we conclude that the inclusion of this noise source pushes $\psi$ to a slightly higher value and thus the optimum FET size becomes slightly larger.

If we include the noise of the stages that follow the shunt-feedback TIA, the optimum shifts slightly in the direction that results in a higher transimpedance, that is, toward a smaller FET size [65]. This is so because a higher transimpedance can better suppress the noise from the subsequent stages.

A more significant shift of the optimum toward a smaller FET size occurs when we include the post amplifier's bandwidth-limiting effect. Adding a post amplifier to the TIA has only a minuscule effect on the input-referred noise of the combination, but it typically does have a significant effect on the bandwidth of the combination. For example, in the case that the post amplifier and the TIA have the same second-order Butterworth response, the $3-\mathrm{dB}$ bandwidth of the combination is only about $80 \%$ of the $3-\mathrm{dB}$ bandwidth of the TIA alone [69]. Similarly, it can be shown that the noise bandwidths $B W_{n}$ and $B W_{n 2}$ shrink to $75 \%$ and $63 \%$, respectively, when adding such a post amplifier. With most of the input-referred FET noise located at high frequencies and the noise bandwidths shrinking, the importance of the white $R_{F}$ noise increases relative to the FET noise. In response, the optimum shifts in the direction that results in a larger $R_{F}$, that is, toward a smaller FET size.

If we add a series inductor to the feedback resistor, the optimum also shifts toward a smaller FET size [20].

Noise Optimization of a TIA with BJT Front-End. The input-referred mean-square noise current of a (single-ended) TIA with a BJT front-end can be written as (cf. Eq. (6.53))

$$
\begin{align*}
\overline{i_{n, T I A}^{2}}= & \frac{4 k T}{R_{F}} \cdot B W_{n}+\frac{2 q I_{C}}{\beta} \cdot B W_{n}+\frac{2 q I_{C}\left[2 \pi\left(C_{D}+\tilde{C}_{I}\right)\right]^{2}}{3 g_{m}^{2}} \cdot B W_{n 2}^{3}  \tag{6.66}\\
& +\frac{4 k T R_{b}\left(2 \pi C_{D}\right)^{2}}{3} \cdot B W_{n 2}^{3}+\ldots,
\end{align*}
$$

where we have expanded $\tilde{C}_{T}=C_{D}+\tilde{C}_{I}, C_{D}$ is the photodetector capacitance (with all parasitic capacitances in parallel to it) and $\tilde{C}_{I}$ is the input capacitance of the BJT under shorted-output conditions ( $\tilde{C}_{I}=C_{b e}+C_{b c}$, no Miller term).

Before we can optimize this expression, we must be clear about which parameters are kept constant, which parameters are varied, and what constraints apply to the parameters that are varied. Analogous to the FET case, we choose a fixed emitter width, $W_{E}$, and a fixed collector current density, $I_{C} / A_{E}$, then we vary the length of the emitter stripe, $L_{E}$, to optimize the noise. As a consequence of the fixed emitter width, the base resistance, $R_{b}$, varies inversely with the emitter length and thus $R_{b} \propto 1 / \tilde{C}_{I}$. More explicitly, we can write $R_{b}=1 /\left(2 \pi f_{R b} \tilde{C}_{I}\right)$, where $f_{R b}$ is the pole frequency due to the base resistance, which is independent of $L_{E}$. As a consequence of the fixed current density, the collector current, $I_{C}$, varies with the emitter area and thus $I_{C} \propto \tilde{C}_{I}$. More explicitly, we can write $I_{C}=2 \pi f_{T} V_{T} \tilde{C}_{I}$, where $V_{T}$ is the thermal voltage. Moreover, the transconductance, $g_{m}$, also varies with $\tilde{C}_{I}: g_{m}=2 \pi f_{T} \tilde{C}_{I}$. In contrast, $f_{T}$ and $V_{B E}$ remain fixed. In summary, we effectively have a single variable: $\tilde{C}_{I} \propto A_{E} \propto L_{E} \propto 1 / R_{b} \propto I_{C} \propto g_{m}$ and the following constants: $W_{E}$, $I_{C} / A_{E}, f_{T}, V_{B E}, C_{D}$, and $\beta$.

What values should we choose for the fixed emitter width and the fixed collector current density? A narrow emitter stripe helps to keep the base resistance small. Often, the minimum emitter width is chosen. A collector current density for which the BJT operates near its maximum $f_{T}$ or near its minimum noise figure is often a good choice. For a typical SiGe HBT, the maximum $f_{T}$ is reached for a current density of 15 to $20 \mathrm{~mA} / \mu \mathrm{m}^{2}$ and the minimum noise figure is reached for a current density of 1.5 to $8 \mathrm{~mA} / \mu \mathrm{m}^{2}$ [20]. Lower current densities may be chosen for low-power applications.

Now, we can recast Eq. (6.66) into a form that takes the aforementioned constraints into account. Substituting $I_{C}=2 \pi f_{T} V_{T} \tilde{C}_{I}, g_{m}=2 \pi f_{T} \tilde{C}_{I}$, and $R_{b}=$ $1 /\left(2 \pi f_{R b} \tilde{C}_{I}\right)$ into Eq. (6.66) results in

$$
\begin{align*}
\overline{i_{n, T I A}^{2}}= & \frac{4 k T}{R_{F}} \cdot B W_{n}+\frac{4 \pi k T f_{T} \tilde{C}_{I}}{\beta} \cdot B W_{n}+\frac{4 \pi k T\left(C_{D}+\tilde{C}_{I}\right)^{2}}{3 f_{T} \tilde{C}_{I}} \cdot B W_{n 2}^{3} \\
& +\frac{8 \pi k T C_{D}^{2}}{3 f_{R b} \tilde{C}_{I}} \cdot B W_{n 2}^{3}+\cdots \tag{6.67}
\end{align*}
$$

Note that the third term (collector shot noise) has the same form as the third term in the noise equation for the FET front-end (drain noise). Thus, the optimum input capacitance that minimizes the third term is straightforward to determine. From our study of the FET front-end we know that the expression $\left(C_{D}+\tilde{C}_{I}\right)^{2} / \tilde{C}_{I}$ reaches its minimum for $\tilde{C}_{I}=C_{D}$.

The optimum input capacitance that minimizes the entire noise expression Eq. (6.67) is different from that for the third term alone. The second term (base shot noise), pulls the optimum toward a smaller size, especially in low-speed
receivers. The fourth term (base resistance noise), pulls the optimum toward a larger size. The first term (feedback-resistor noise) pulls the optimum toward a smaller size, if a constant gain-bandwidth product is imposed. Next, we quantify these three effects.

Effect of Feedback-Resistor Noise, Base Shot Noise, and Base Resistance Noise on the Optimum. To keep the gain-bandwidth product, $A_{0} f_{A}$, the TIA's bandwidth, $B W_{3 \mathrm{~dB}}$, and its stability, $Q$, constant during the optimization of $\tilde{C}_{I}$, the feedback resistor must vary with $\tilde{C}_{I}$ as (cf. Eq. (6.59))

$$
\begin{equation*}
R_{F}=\frac{1}{2 \pi f_{I}\left(C_{D}+\tilde{C}_{I}\right)} \tag{6.68}
\end{equation*}
$$

Inserting $R_{F}$ into the first noise term of Eq. (6.67), the noise optimization problem becomes

$$
\begin{equation*}
\overline{i_{n, T I A}^{2}}=\xi_{0}+\tilde{C}_{I} \xi_{1}+\frac{\left(C_{D}+\tilde{C}_{I}\right)^{2}}{\tilde{C}_{I}} \xi_{2}+\frac{C_{D}^{2}}{\tilde{C}_{I}} \xi_{3} \tag{6.69}
\end{equation*}
$$

where

$$
\begin{align*}
& \xi_{0}=8 \pi k T f_{I} C_{D} \cdot B W_{n} \quad \text { and } \quad \xi_{1}=4 \pi k T\left(2 f_{I}+\frac{f_{T}}{\beta}\right) \cdot B W_{n}  \tag{6.70}\\
& \xi_{2}=\frac{4 \pi k T}{3 f_{T}} \cdot B W_{n 2}^{3} \quad \text { and } \quad \xi_{3}=\frac{8 \pi k T}{3 f_{R b}} \cdot B W_{n 2}^{3} . \tag{6.71}
\end{align*}
$$

The first term is due to the $C_{D}$ part of the feedback-resistor noise. The second term is due to the $\tilde{C}_{I}$ part of the feedback-resistor noise and the base shot noise. The third term is due to the collector shot noise. Finally, the fourth term is due to the base resistance noise. All optimization constraints are now incorporated into the noise expression and only a single optimization variable, $\tilde{C}_{I}$, remains.

Taking the derivative with respect to the variable $\tilde{C}_{I}$ and setting the result to zero, we find the noise minimum at

$$
\begin{equation*}
\tilde{C}_{I}=\psi C_{D} \quad \text { where } \quad \psi=\sqrt{\frac{\xi_{2}+\xi_{3}}{\xi_{1}+\xi_{2}}} \tag{6.72}
\end{equation*}
$$

Like in the FET case, $\psi$ describes how much smaller the optimum $\tilde{C}_{I}$ is compared with $C_{D}$. Together with our optimization constraints, $\psi$ determines not only the optimum device size but also the optimum bias current. Note that the result in Eq. (6.72) has the same form as in the FET case, but the particular expression for $\psi$ and its dependence on $B W_{3 \mathrm{~dB}}$ are different.

Following the same method as for the FET front-end, that is, using our TIA model with a single-pole amplifier to calculate $f_{I}$, assuming $B W_{3 \mathrm{~dB}}$ is not too close to $A_{0} f_{A}$, and setting $Q=1 / \sqrt{2}$, we can approximate $\psi$ as

$$
\begin{equation*}
\psi \approx\left(\frac{2 f_{T}+f_{R b}}{f_{R b}}\right)^{1 / 2} \cdot\left(\frac{f_{T}^{2}}{\beta B W_{3 \mathrm{~dB}}^{2}}+\frac{2 f_{T}+A_{0} f_{A}}{A_{0} f_{A}}\right)^{-1 / 2} . \tag{6.73}
\end{equation*}
$$

In contrast to the FET case, the optimum now does depend on the TIA's bandwidth, $B W_{3 \mathrm{~dB}}$.

To gain more insight into Eq. (6.73) we approximate it with two asymptotes, one valid in the low-speed regime (where the first term in the parenthesis dominates) and one valid in the high-speed regime (where the second term in parenthesis dominates). For the low-speed regime, we have

$$
\begin{equation*}
\psi \approx \sqrt{\frac{\left(2 f_{T}+f_{R b}\right) \beta}{f_{R b}}} \cdot \frac{B W_{3 \mathrm{~dB}}}{f_{T}} \quad \text { (low speed). } \tag{6.74}
\end{equation*}
$$

Thus, $\psi$ increases linearly with the TIA's bandwidth until it saturates in the high-speed regime at a value near one

$$
\begin{equation*}
\psi \approx \sqrt{\frac{\left(2 f_{T}+f_{R b}\right) A_{0} f_{A}}{\left(2 f_{T}+A_{0} f_{A}\right) f_{R b}}} \quad \text { (high speed). } \tag{6.75}
\end{equation*}
$$

Why are the optimum BJT size and bias current smaller for low-speed TIAs? Because the base shot noise becomes dominant. For a constant size and bias current, the noise components due to the feedback resistor, collector current, and base resistance all scale like $B W_{3 d B}^{3}$, while the noise due to the base current scales like $B W_{3 \mathrm{~dB}}$ (cf. Eq. (6.67) and $R_{F} \propto B W_{3 \mathrm{~dB}}^{-2}$ ), making it the dominant noise at low speeds. By making the BJT size and bias current proportional to $B W_{3 \mathrm{~dB}}$, as recommended by Eq. (6.74), the base shot noise is reduced to scale like $B W_{3 \mathrm{~dB}}^{2}$ while other terms are increased to scale like $B W_{3 \mathrm{~dB}}^{2}$. Overall, the noise performance is improved by reducing the dominant noise source.

Numerical Example. Let us evaluate Eq. (6.73) for our 10-Gb/s BJT TIA example in Tables 6.1 and 6.6. With $f_{R b}=1 /(6.28 \cdot 40 \Omega \cdot 0.1 \mathrm{pF})=40 \mathrm{GHz}$, we can approximate the optimum as

$$
\begin{equation*}
\psi \approx \sqrt{\frac{(160+40) / 40}{80^{2} /\left(100 \cdot 6.85^{2}\right)+(160+44) / 44}}=0.91 \tag{6.76}
\end{equation*}
$$

With the detector capacitance $C_{D}=0.15 \mathrm{pF}$, we find that the BJT should be sized and biased for $\tilde{C}_{I}=0.91 \cdot 0.15 \mathrm{pF}=0.14 \mathrm{pF}$, which is about $40 \%$ larger than the value used in our example ( 0.1 pF ). If we were to increase the BJT by $40 \%$, the rms noise would reduce from 771 to 759 nA , which is probably not worth the additional power consumption. For our $40-\mathrm{Gb} / \mathrm{s}$ BJT TIA example, we find the same optimum value $\psi=0.91$.

Alternative Noise Optimization Procedures. In the aforementioned noise optimization procedure, we varied the device geometry and the bias current in sync ( $L_{E} \propto I_{C}$ ), thus keeping the current density at a fixed value. While this is a reasonable thing to do in an integrated circuit design, it is not possible in a design with discrete transistors where the device geometry is a given. In
the latter case, which has been analyzed in [4], only the bias current can be varied to optimize the noise. With a fixed device geometry, the fourth term in Eq. (6.66), which is due to the base resistance, is not part of the optimization problem. In contrast, with a variable device geometry, all terms in Eq. (6.66) can be balanced against each other.

Noise optimization can also be approached as a two-dimensional problem where the geometry and the bias current are treated as two independent variables. This approach is suitable when using numerical methods, but for an analytical treatment, a single variable is preferred.

In [20], the TIA noise is optimized under a fixed current-density constraint, as we did, but the optimum geometry is expressed in terms of HBT noise parameters.

Low-Noise Circuit Techniques. The noise optimization techniques discussed in this section dealt with device sizes, bias currents, and component values, but took the basic shunt-feedback topology as a given. Altering the circuit topology opens up another degree of freedom that can be exploited to optimize the noise performance. Let us look at some possibilities.

Inserting a suitable passive network in between the photodetector and the TIA input can reduce the noise. This technique is known as noise matching and we discuss it in Section 6.5.

Noise can also be reduced by subtracting two voltages (or currents) with the same noise waveform but complementary signal waveforms. This technique is known as noise canceling [70-72] and we encounter an example in Fig. 7.24.

Another circuit technique is to replace the noisy feedback resistor with another feedback element that is less noisy. In Section 8.1, we discuss capacitive, optical, and active feedback as possible candidates.

Finally, the TIA can be designed for a bandwidth that is lower than the target bandwidth and then be followed by an equalizer that restores the target bandwidth [73]. This technique is reminiscent of the high-impedance front-end, which also achieves low noise by sacrificing bandwidth and then restores the bandwidth with an equalizer.

Scaling of Noise and Sensitivity with Bit Rate. How does the input-referred rms noise current of a TIA scale with the bit rate? This is an interesting question because it is closely related to the question of how the sensitivity of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver scales with the bit rate. What sensitivity can we expect for a receiver operating at 10,40 , or $160 \mathrm{~Gb} / \mathrm{s}$ ?

From Eq. (6.64), we know that the input-referred mean-square noise current of an optimized TIA scales like $B W_{3 d B}^{3}$. At least, this is the case as long as the base or gate current can be neglected (i.e., the BJT operates in the high-speed regime). The input-referred rms noise current thus scales like $B W_{3 \mathrm{~dB}}^{1.5}$ or, with the receiver bandwidth being proportional to the bit rate $B$, like $B^{1.5}$.

Figure 6.20 Scaling of optical receiver sensitivity (at $B E R=10^{-9}$ ) with bit rate [74].


The aforementioned scaling law was derived under the assumption of a given technology (fixed $f_{T}, A_{0} f_{A}$, and $C_{D}$ ). However, TIAs for higher bit rates typically are fabricated in faster technologies and use lower capacitance detectors (higher $f_{T}, A_{0} f_{A}$, and lower $\left.C_{D}\right)$. The figure of merit $f_{T} /\left(\Gamma C_{D}\right)$ indicates that this results in a lower noise (cf. Eq. (6.64)). For our TIA examples in Tables 6.1, 6.5 , and 6.6 , we assumed $f_{T} \propto A_{0} f_{A} \propto B$, and $C_{D} \propto B^{-0.5}$ and found that the rms noise current scales like $B^{0.75}$. In practice, the technology may not scale as aggressively, and the rms noise ends up scaling somewhere between $B^{0.75}$ and $B^{1.5}$.
Assuming that the rms noise scales like $B$ and that the detector's responsivity is bit-rate independent, the optical sensitivity of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver degrades by 10 dB for every decade of speed increase. In practice, faster photodetectors tend to have a lower quantum efficiency and thus a lower responsivity (cf. Chapter 3), resulting in a slope of more than 10 dB per decade. The curves in Fig. 6.20, which are based on the experimental receiver-sensitivity data presented in [74], show a slope of about 15.8 dB per decade for the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver.

For a receiver with an APD or an optically preamplified p-i-n detector, the sensitivity is determined jointly by the TIA noise and the detector noise (cf. Eqs. (4.31) and (4.32)). In the extreme case when the detector noise dominates the TIA noise, we can conclude from Eqs. (4.30)-(4.32) that the optical sensitivity scales like $B$, corresponding to a slope of 10 dB per decade. In practice, the TIA contributes some noise and the scaling law is somewhere between $B$ and $B^{1.5}$, corresponding to a slope of 10 to 15 dB per decade. The experimental data in Fig. 6.20 confirms this expectation: we find a slope of about 13.5 dB per decade for APD receivers and 12 dB per decade for optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receivers.

Capacitance versus Responsivity of Photodetector. Integrated photodetectors often feature a lower capacitance than stand-alone photodetectors because their parasitic capacitances are smaller (cf. Section 3.4). At the same time, integrated photodetectors often suffer from a lower responsivity than optimized stand-alone photodetectors. Thus, the following question arises: How
do these two quantities trade against each other? If $C_{D}$ is reduced by $20 \%$ and $\mathcal{R}$ is reduced by $20 \%$, does the overall receiver sensitivity improve or degrade?

To answer this question we recall from Eq. (4.27) that the optical sensitivity of a receiver (for which the TIA noise dominates) is given by

$$
\begin{equation*}
\bar{P}_{\mathrm{sens}}=\frac{\mathcal{Q} \sqrt{\overline{\bar{i}_{n, T I A}^{2}}}}{\mathcal{R}} \tag{6.77}
\end{equation*}
$$

Clearly, the sensitivity is inversely proportional to the responsivity, $\bar{P}_{\text {sens }} \propto 1 / \mathcal{R}$, but its dependence on the detector capacitance $C_{D}$ is less obvious.

To find the latter dependence, we first have to determine how the noise varies with $C_{D}$. We recall from Eq. (6.52) that the input-referred mean-square noise current of a TIA with FET front-end is given by

$$
\begin{equation*}
\overline{i_{n, T I A}^{2}}=\frac{4 k T}{R_{F}} \cdot B W_{n}+2 q I_{G} \cdot B W_{n}+\frac{4 k T \Gamma\left(2 \pi \tilde{C}_{T}\right)^{2}}{3 g_{m}} \cdot B W_{n 2}^{3}+\ldots \tag{6.78}
\end{equation*}
$$

When varying $C_{D}$, we must keep $B W_{3 \mathrm{~dB}}, Q, f_{T}$, etc. fixed to be fair. Applying the constant-bandwidth constraint to the first term in Eq. (6.78), we find that it is proportional to $\tilde{C}_{T}$. (A larger capacitance $\tilde{C}_{T}$ implies a smaller and noisier resistor $R_{F}$.) For a noise-optimized TIA, which implies $C_{D} \propto \tilde{C}_{T}$ (cf. Eq. (6.62)), the first term is also proportional to $C_{D}$. A larger leakage current $I_{G}$ in the second term implies a larger FET with a larger input capacitance $\tilde{C}_{I}$. Thus, for a noise-optimized TIA $\left(C_{D} \propto \tilde{C}_{I}\right)$ the second term is also proportional to $C_{D}$. For a fixed $f_{T}$, the third term is proportional to $\tilde{C}_{T}^{2} / \tilde{C}_{I}$, which, for a noise-optimized TIA, is once more proportional to $C_{D}$. With all three terms proportional to $C_{D}$, we can conclude that the entire mean-squared noise current of the TIA is proportional to the detector capacitance [75].

Plugging this result into Eq. (6.77), we find that the optical sensitivity of a receiver scales like [75]

$$
\begin{equation*}
\bar{P}_{\mathrm{sens}} \propto \frac{\sqrt{C_{D}}}{\mathcal{R}} \tag{6.79}
\end{equation*}
$$

We can now answer the question about what happens when $C_{D}$ and $\mathcal{R}$ are both reduced by $20 \%: \bar{P}_{\text {sens }}$ goes up by $\sqrt{0.8} / 0.8=1.118$, that is, the sensitivity degrades by about $12 \%$. In conclusion, reducing $C_{D}$ is good, but not as effective as increasing $\mathcal{R}$.

### 6.5 Noise Matching

Apart from the transistor size and bias optimizations discussed in the previous section, the noise performance of a receiver can also be improved by noise matching the photodetector to the receiver front-end. In the following,

Figure 6.21 A noise-matching network transforms the admittance seen by the TIA input from $Y_{D}(f)$ to $Y_{M}(f)$.

we revisit the FET front-end and apply some simple noise-matching networks to it. Then, we discuss noise matching in a more general setting.

Noise-Matching Network. Figure 6.21 shows the block diagram of a receiver with a noise-matching network. The admittance of the photodetector, $Y_{D}$, is transformed with a passive network into another admittance, $Y_{M}$, for which the TIA produces less noise. Given the simple capacitive photodetector model, the former admittance is $Y_{D}(f)=j 2 \pi f C_{D}$. Finding a more optimal $Y_{M}(f)$ and the associated network is the objective of this section.

There is however a catch: the noise-matching network also changes the frequency response of the overall transimpedance $Z_{T}(f)$. As a result, the bandwidth, low-frequency cutoff, group-delay variation, and so on of the TIA may no longer meet the requirements. Thus the noise-matching network must meet two criteria:

- The noise-matching network must minimize the noise current referred to the intrinsic photodetector (i.e., "through" the noise-matching network) in the bandwidth of interest.
- The combination of noise-matching network and TIA must exhibit a flat frequency response $Z_{T}(f)$ from the intrinsic photodetector to the TIA's output in the bandwidth of interest.

FET Front-End Connected to an Arbitrary Source Admittance. As a first step in exploring the idea of noise matching, let us again calculate the input-referred noise current of a FET front-end, but this time assuming an arbitrary source admittance $Y_{S}$ (see Fig. 6.22). We already know that minimizing the

Figure 6.22 Calculation of the equivalent input noise current generator $i_{n, T I A}$ for a TIA with FET front-end driven by an arbitrary source admittance $Y_{s}(f)$.

photodetector capacitance, $C_{D}$, improves the TIA's noise performance. Now, let us find out which general admittance function $Y_{S}(f)$ results in the lowest TIA noise.

There are a number of differences compared with our calculation in Section 6.3. First, the source, which may have a resistive component, now itself generates the noise current $i_{n, S}$. If we decompose the source admittance into a real and imaginary part, $Y_{S}=G_{S}+j B_{S}$, the corresponding noise current PSD amounts to $I_{n, S}^{2}=4 k T\left|G_{S}\right|$. Second, the input-referral function for the drain noise, Eq. (6.43), must be generalized for the arbitrary source admittance $Y_{S}$, resulting in $H_{D}^{-1}(s)=-\left(Y_{S}+1 / R_{F}+s \tilde{C}_{I}\right) / g_{m}$ (where we again neglected feedforward through $C_{g d}$ ). Finally, we can no longer rely on Ogawa's noise factor $\Gamma$ to account for the induced gate noise because this method works only for capacitive sources. To keep things simple, we ignore the induced gate current here and write $I_{n, D}^{2}=I_{n, \text { chan }}^{2}=4 k T \gamma g_{d 0}$. Referring all noise sources to the input yields

$$
\begin{align*}
I_{n, T I A}^{2}(f)= & 4 k T\left|G_{S}(f)\right|+\frac{4 k T}{R_{F}}+2 q I_{G} \\
& +4 k T \gamma g_{d 0} \frac{\left[G_{S}(f)+1 / R_{F}\right]^{2}+\left[B_{S}(f)+2 \pi f \tilde{C}_{I}\right]^{2}}{g_{m}^{2}}+\cdots \tag{6.80}
\end{align*}
$$

The first term is due to the real (resistive) part of the source admittance, the second term is due to the feedback resistor, the third term is due to the gate shot noise, and the last term is due to the FET's channel noise. Note that if we let $G_{S}(f)=0$ and $B_{S}(f)=2 \pi f C_{D}$, we get back our familiar result for the capacitive photodetector (less the effect of the induced gate noise).

To find the optimum source admittance $\tilde{Y}_{\text {opt }}(f)=\tilde{G}_{\text {opt }}(f)+j \tilde{B}_{\text {opt }}(f)$, we take the derivative of Eq. (6.80) with respect to $G_{S}$ and $B_{S}$ and set them both to zero. This results in the optimum (cf. Eq. (I.109))

$$
\begin{equation*}
\tilde{G}_{\text {opt }}(f)=0 \quad \text { and } \quad \tilde{B}_{\text {opt }}(f)=-2 \pi f \tilde{C}_{I} \tag{6.81}
\end{equation*}
$$

under the condition that $g_{m}^{2} R_{F} \geq 2 \gamma g_{d 0}$, which is normally satisfied. Figure 6.23(a) shows the trajectory of this frequency-dependent optimum in


Figure 6.23 (a) Contours of constant input-referred noise current PSD in the source-admittance plane and (b) optimum susceptance as a function of frequency.
the source-admittance plane. The contours of constant input-referred noise current PSD, $I_{n, T I A}^{2}(f)=$ const., plotted for one particular frequency, show how the noise increases as we move away from the optimum. When the frequency is varied, these contours move along with the optimum.

Figure 6.23 (b) shows the optimum susceptance $\tilde{B}_{\text {opt }}$ as a function of frequency and compares it with the susceptance of the capacitive photodetector as well as an inductor. Clearly, a smaller photodetector capacitance brings the function closer to the optimum, but cannot reach it. A negative capacitance in parallel to the photodetector would be ideal, but it cannot be implemented with a passive network (an active implementation is possible [76], but it adds noise of its own). An inductive source has the same sign as $\tilde{B}_{\text {opt }}$, but its frequency dependence does not match $\tilde{B}_{\text {opt }}(f)$, yielding the minimum noise for only one frequency.

Noise-matching networks typically achieve a perfect match for only a couple of discrete frequencies. For this reason, broadband noise matching is hard to attain. Noise matching is well-suited for narrow-band receivers, such as a subcarrier multiplexing (SCM) receiver operating over a frequency span of about one octave [77, 78]. In this narrow-band context, a front-end with a noise-matching network is known as a resonant front-end or a tuned front-end.

It is well known from the theory of linear noisy two-ports that there is an optimum source admittance, usually designated $Y_{\text {opt }}$, that results in the minimum noise figure $[50,79,80]$. Is this optimum admittance the same as $\tilde{Y}_{\text {opt }}$ discussed earlier? Not quite, and this is why we used the tilde! Whereas the optimum susceptances happen to be the same, $B_{\mathrm{opt}}=\tilde{B}_{\mathrm{opt}}$, the optimum conductances are different, $G_{\text {opt }} \neq \tilde{G}_{\text {opt }}$. Moreover, whereas the contours of constant noise figure are (non-concentric) circles in the admittance plane, the contours of constant input-referred noise current PSD are concentric circle segments, as shown in Fig. 6.23(a). We continue to discuss the relationship between the optimum input-referred noise current PSD and the optimum noise figure toward the end of this section.

Noise Matching with a Shunt Inductor. Knowing that the optimum source admittance is on the inductive side, we may try the simple noise-matching network shown in Fig. 6.24, consisting of the shunt inductor $L_{P}$. The inductor transforms the photodetector admittance $Y_{D}=j \omega C_{D}$ to the new admittance

Figure 6.24 Shunt inductor as a noise-matching network.

$Y_{M}=j\left[\omega C_{D}-1 /\left(\omega L_{P}\right)\right]$, where $\omega=2 \pi f$. The shunt inductor subtracts from the photodetector susceptance, thus moving the source susceptance in the direction of the noise optimum.

Perfect noise matching is reached for $Y_{M}(\omega)=\tilde{Y}_{\text {opt }}(\omega)=-j \omega \tilde{C}_{I}$, which requires the inductor value $[77,78$ ]

$$
\begin{equation*}
L_{P}=\frac{1}{\omega^{2}\left(C_{D}+\tilde{C}_{I}\right)} \tag{6.82}
\end{equation*}
$$

The fact that this optimum inductance is frequency dependent means that a perfect match can be obtained only for one particular frequency. At this frequency, Eq. (6.80) evaluates to $I_{n, T I A}^{2}=4 k T / R_{F}$, assuming $I_{G} R_{F} \ll 2 V_{T}$ and $g_{m}^{2} R_{F} \gg \gamma g_{d 0}$. Thus at resonance, the parallel inductor removes the effect of the FET's channel noise entirely, leaving only the feedback-resistor noise.

If we had done the calculations with the induced gate noise included, the optimum shunt inductor would have come out slightly larger to compensate for the correlated part of the induced gate noise (see Eq. (I.99) for the inductor value). Similarly, the minimum noise would have come out slightly higher because it includes the uncorrelated part of the induced gate noise (see Eq. (I.100)). [ $\rightarrow$ Problem 6.14.]

The main drawback of the shunt-inductor network is that it gives the TIA a passband response, which makes it unsuitable for receivers of broadband signals, such as NRZ.

Noise Matching with a Series Inductor. Let us try the series inductor shown in Fig. 6.25. This simple noise-matching network results in a low-pass response that is suitable for NRZ receivers. The inductor may be realized with a bond wire of the appropriate length. The series inductor $L_{S}$ transforms the photodetector admittance to $Y_{M}(\omega)=j \omega C_{D} /\left(1-\omega^{2} L_{S} C_{D}\right)$. If we require $Y_{M}(\omega)=\tilde{Y}_{\text {opt }}(\omega)$, we find the inductor value [77,78]

$$
\begin{equation*}
L_{S}=\frac{1}{\omega^{2} C_{D}}+\frac{1}{\omega^{2} \tilde{C}_{I}} \tag{6.83}
\end{equation*}
$$

Done? No, this inductor minimizes the noise referred to node $x$ in Fig. 6.25, not the noise referred to the photodetector at node $y$. (In the case of the shunt-inductor network, nodes $x$ and $y$ were identical.) To do it right, we must


Figure 6.25 Series inductor as a noise-matching network.

Figure 6.26 Input-referred noise current PSD with (solid line) and without (dashed line) the series inductor $L_{s}$ for noise matching at the frequency $f_{1}$.

go back to Eq. (6.80) and multiply it with $\left|H_{M}^{-1}\right|^{2}$, where $H_{M}^{-1}(s)=1+s^{2} L_{S} C_{D}$ is the input-referral function referring the noise current generator at node $x$ backwards through the matching network to node $y$. Then, we set $Y_{S}$, the source admittance seen by the TIA in Eq. (6.80), to $Y_{M}$ and find the optimum inductor value by taking the derivative with respect to $L_{S}$ and setting it to zero. After some work, we find the optimum series inductor value

$$
\begin{equation*}
L_{S}=\frac{1}{\omega^{2} C_{D}} \frac{\omega^{2}\left(C_{D}+\tilde{C}_{I}\right) \tilde{C}_{I}+G^{2}}{\omega^{2} \tilde{C}_{I}^{2}+G^{2}} \tag{6.84}
\end{equation*}
$$

where $G^{2}=g_{m}^{2} /\left(\gamma g_{d 0} R_{F}\right)+1 / R_{F}^{2}$. Note that if the $\omega^{2}$ terms dominate the $G^{2}$ terms, the expression simplifies to Eq. (6.83).

Like in the shunt-inductor case, the noise can be optimized only at a single frequency. What is a good frequency to pick? Because the input-referred noise current PSD is largest above the $f^{2}$-noise corner, $f_{c 2}$, optimizing for a frequency in that region has the most impact. Figure 6.26 shows the input-referred noise current PSD with and without a series inductor. The series inductor $L_{S}=L_{1}$ is chosen to minimize the noise at frequency $f_{1}$, which is located somewhat above $f_{c 2}$. The inductor clearly helps to reduce the noise current PSD at $f_{1}$, but does it optimize the TIA's sensitivity? To determine the sensitivity, we need to weight and integrate the noise current PSD as prescribed by Eq. (5.6). Unfortunately, this calculation is complicated by the fact that the TIA's frequency response (the weighting function in the integral) also depends on $L_{S}$. In general, computer simulations are needed to determine the TIA's sensitivity and to find the optimum value(s) for the matching component(s). In Section 7.7, we continue the discussion on how $L_{S}$ affects the TIA's frequency response and bandwidth.

Numerical Example. As an illustration of the foregoing theory, let us add a series inductor to our $10-\mathrm{Gb} / \mathrm{s}$ FET TIA example in Table 6.5. With the $f^{2}$-noise corner at 4.2 GHz , we pick $f_{1}=10 \mathrm{GHz}$ for the frequency where we want to minimize the noise. Inserting $f_{1}$ and the numerical values of our example (with $\gamma g_{d 0} / g_{m}=2$ ) into Eq. (6.84), we find $L_{S}=2.88 \mathrm{nH}$. (The approximation Eq. (6.83) would have overestimated the value as $L_{S}=4.23 \mathrm{nH}$.) Running computer simulations of the TIA example confirms that the input-referred


Figure 6.27 Example noise-matching network for a 10-Gb/s NRZ receiver [81].
noise current density dips at 10 GHz down to $5.4 \mathrm{pA} / \sqrt{\mathrm{Hz}}$, significantly lower than the $14 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ without the inductor (cf. Fig. 6.26). However, inserting the inductor also changes the frequency response $Z_{T}(f)$, which now has almost twice the bandwidth ( 11.1 GHz ) and about 1.7 dB of peaking.

Noise Matching with RLC Network. In practice, noise-matching networks are often more complex than the simple shunt and series inductors discussed so far. Figure 6.27 shows the low-pass noise-matching network proposed in [81] for a $10-\mathrm{Gb} / \mathrm{s}$ NRZ receiver. It employs three reactive elements to obtain noise matching across a wide range of frequencies and two small resistors to flatten the frequency response. While these resistors add some unwanted noise, a practical design needs to balance the noise performance against other performance measures such as frequency response ripple and group-delay distortion.

In the following, we broaden our view of noise matching. Our goal is to come up with an expression for the input-referred noise current PSD that is valid for an arbitrary front-end with an arbitrary noise-matching network.

Four-Parameter Noise Model. It is well known that the noise of a general linear two-port can be modeled by adding two partially correlated noise generators to the noiseless linear model [50, 80, 82]. There are several equivalent ways of doing that, but most often a noise voltage generator, $v_{n 4}$, and a noise current generator, $i_{n 4}$, are added at the input of the noiseless two-port, as shown in Fig. 6.28(a).


Figure 6.28 (a) General four-parameter noise model of a linear two-port connected to a noisy source and (b) one-parameter noise model of the two-port and the source.

The partial correlation between the two noise generators is specified by the complex correlation coefficient $c$, which is defined as [80]
where $\underline{V}_{n 4}$ and $\underline{I}_{n 4}$ are the phasors of $v_{n 4}$ and $i_{n 4}$ in a narrow bandwidth around the frequency of interest, the star denotes the complex conjugate, and an overbar indicates the average over different noise waveform realizations. (We underline phasors to distinguish them from root spectral densities.) Note that without the averaging overbars, Eq. (6.85) simply equals $\exp (j \phi)$, where $\phi$ is the phase difference between the two phasors. Thus, for fully correlated noise sources we have $|c|=1$ and $\arg (c)=\phi$. For uncorrelated noise sources, however, the ensemble average of $\underline{V}_{n 4}^{*} I_{n 4}$ vanishes and we have $c=0$. The signs of $\operatorname{Re}\{c\}$ and $\operatorname{Im}\{c\}$ depend on the chosen reference polarities for the noise generators and whether $\underline{V}_{n 4}$ or $\underline{I}_{n 4}$ is conjugated in Eq. (6.85): here we follow the convention in [80].

The noise model in Fig. 6.28(a), like all general linear two-port noise models, is based on four real parameters. To fully specify the model, we need to provide the two PSDs $V_{n 4}^{2}$ and $I_{n 4}^{2}$ and the two components $\operatorname{Re}\{c\}$ and $\operatorname{Im}\{c\}$, all of which may be a function of frequency. All four parameters depend on the noisy two-port only. In particular, they do not depend on the source or load admittances. In fact, they permit the calculation of noise voltages and currents for arbitrary source and load admittances.

Relationship to Input-Referred Noise Current. At this point it is important to emphasize that the noise current $i_{n 4}$ is different from what we have called the input-referred noise current throughout this book. The noise model just introduced has four parameters, which are independent of the source admittance. In contrast, the noise model used so far to describe the TIA has only one parameter (the input-referred noise current), which does depend on the source admittance. To avoid confusion, we call the new model four-parameter noise model and use the subscript $n 4$ instead of $n$ for its noise current and noise voltage generators. Figure 6.28(a) and (b) shows the four-parameter noise model and the one-parameter noise model side by side. If we make the (not uncommon) mistake of calculating or simulating the noise current $i_{n 4}$ and then use it with Eqs. (5.6) and (5.7) to determine the TIA's or the receiver's sensitivity, we get an entirely wrong (and unrealistically optimistic) result. To be clear, we use the term input-referred noise current only for $i_{n}$ in the one-parameter noise model.

Of course, if we have the four-parameter noise model and a particular source admittance, we can calculate the corresponding input-referred noise current. Moving the noise current generator of the source admittance, $i_{n, S}$, to the right side of $v_{n 4}$ and converting the series connection of $Y_{S}$ and $v_{n 4}$ into its Norton
equivalent parallel connection of $Y_{S}$ and a noise current generator, we find the phasor relationship

$$
\begin{equation*}
\underline{I}_{n}=\underline{I}_{n, S}+\underline{I}_{n 4}+Y_{S} \underline{V}_{n 4}, \tag{6.86}
\end{equation*}
$$

where $\underline{I}_{n}$ is the input-referred noise current phasor in the one-parameter model. If $i_{n 4}$ and $v_{n 4}$ are uncorrelated, the corresponding input-referred noise current PSD follows easily as $I_{n}^{2}=I_{n, S}^{2}+I_{n 4}^{2}+\left|Y_{S}\right|^{2} V_{n 4}^{2}$. If $i_{n 4}$ and $v_{n 4}$ are correlated, however, there is an additional noise term. We can find the full expression by considering the mean-square-magnitude of the noise current phasor

$$
\begin{equation*}
\overline{\left|\underline{\underline{n}}_{n}\right|^{2}}=\overline{\left|\underline{I}_{n, S}\right|^{2}}+\overline{\left|\underline{I}_{n 4}+Y_{S} \underline{V}_{n 4}\right|^{2}} . \tag{6.87}
\end{equation*}
$$

Using the complex identity $\left|z_{1}+z_{2}\right|^{2}=\left|z_{1}\right|^{2}+2 \operatorname{Re}\left\{z_{1}^{*} z_{2}\right\}+\left|z_{2}\right|^{2}$, we can expand

$$
\begin{equation*}
\overline{\left|\underline{I}_{n}\right|^{2}}=\overline{\left|\underline{I}_{n, S}\right|^{2}}+\overline{\left|\underline{I}_{n 4}\right|^{2}}+2 \operatorname{Re}\left\{Y_{S} \overline{I_{n 4}^{*} \underline{V}_{n 4}}\right\}+\left|Y_{S}\right|^{2} \overline{\left|\underline{V}_{n 4}\right|^{2}} . \tag{6.88}
\end{equation*}
$$

With the definition Eq. (6.85), we can introduce the correlation coefficient $c$

$$
\begin{equation*}
\overline{\left|\underline{I}_{n}\right|^{2}}=\overline{\left|\underline{I}_{n, S}\right|^{2}}+\overline{\left|\underline{I}_{n 4}\right|^{2}}+2 \operatorname{Re}\left\{c^{*} Y_{S}\right\} \sqrt{\overline{\left|\underline{I}_{n 4}\right|^{2}} \overline{\left.\underline{V}_{n 4}\right|^{2}}}+\left|Y_{S}\right|^{2} \overline{\left.\underline{V}_{n 4}\right|^{2}} \tag{6.89}
\end{equation*}
$$

Making use of the fact that mean-square-magnitude noise phasors are proportional to their PSDs and that $I_{n, S}^{2}=4 k T\left|\operatorname{Re}\left\{Y_{S}\right\}\right|$, we can rewrite in terms of PSDs

$$
\begin{equation*}
I_{n}^{2}=4 k T\left|\operatorname{Re}\left\{Y_{S}\right\}\right|+I_{n 4}^{2}+2 \operatorname{Re}\left\{c^{*} Y_{S}\right\} I_{n 4} V_{n 4}+\left|Y_{S}\right|^{2} V_{n 4}^{2} \tag{6.90}
\end{equation*}
$$

where $I_{n 4}^{2}$ and $V_{n 4}^{2}$ are PSDs and $I_{n 4}$ and $V_{n 4}$ are root spectral densities. The third noise term is the correlation term that we were looking for. Equation (6.90) clearly shows that $I_{n 4}^{2}$ is but one of four components contributing to the total input-referred noise current PSD, $I_{n}^{2}$.

Four-Parameter Noise Model without Correlation Coefficient. Calculating with partially correlated noise phasors can be tricky. To avoid partial correlations, the noise current generator $i_{n 4}$ can be split into two parallel generators: a correlated noise current generator, $i_{n 4 c}$, and an uncorrelated noise current generator, $i_{n 4 u}$, as shown in Fig. 6.29. Whereas the phasor of the first noise current source is fully correlated to the phasor of $v_{n 4}$ by means of the complex correlation admittance $Y_{c}=G_{c}+j B_{c}$, the latter noise current source is fully uncorrelated.


Figure 6.29 General four-parameter noise model of a linear two-port containing only fully correlated and fully uncorrelated noise generators.

This two-port noise model has again four noise parameters: the PSDs $V_{n 4}^{2}$ and $I_{n 4 u}^{2}$ and the components $G_{c}$ and $B_{c}$.

Relating these four parameters to the input-referred noise current in our one-parameter model is now much easier than before. The phasor equation becomes

$$
\begin{align*}
\underline{I}_{n} & =\underline{I}_{n, S}+\underline{I}_{n 4 u}+\underline{I}_{n 4 c}+Y_{S} \underline{V}_{n 4} \\
& =\underline{I}_{n, S}+\underline{I}_{n 4 u}+Y_{c} \underline{V}_{n 4}+Y_{S} \underline{V}_{n 4} \\
& =\underline{I}_{n, S}+\underline{I}_{n 4 u}+\left(Y_{c}+Y_{S}\right) \underline{V}_{n 4} . \tag{6.91}
\end{align*}
$$

Realizing that all three terms in the last form are uncorrelated and inserting $I_{n, S}^{2}=4 k T\left|\operatorname{Re}\left\{Y_{S}\right\}\right|$, the PSD follows as [80]

$$
\begin{equation*}
I_{n}^{2}=4 k T\left|\operatorname{Re}\left\{Y_{S}\right\}\right|+I_{n 4 u}^{2}+\left|Y_{S}+Y_{c}\right|^{2} V_{n 4}^{2}, \tag{6.92}
\end{equation*}
$$

which is the corresponding result to Eq. (6.90).
Naturally, the parameters of the two-port noise model in Fig. 6.29 can be related to those of our previous model in Fig. 6.28(a). Starting with the definition of $Y_{c}$ and rewriting it in terms of $c$, we find [80]
thus $Y_{c}$ and $c$ have the same phase, $\arg \left(Y_{c}\right)=\arg (c)$. The uncorrelated portion of the noise current PSD in Fig. 6.29 then becomes

$$
\begin{equation*}
I_{n 4 u}^{2}=I_{n 4}^{2}-I_{n 4 c}^{2}=I_{n 4}^{2}-\left|Y_{c}\right|^{2} V_{n 4}^{2}=I_{n 4}^{2}-\left|c \frac{I_{n 4}}{V_{n 4}}\right|^{2} V_{n 4}^{2}=\left(1-|c|^{2}\right) I_{n 4}^{2} . \tag{6.94}
\end{equation*}
$$

The fully correlated portion follows as $I_{n 4 c}^{2}=|c|^{2} I_{n 4}^{2}$. Thus, the magnitude of $c$ describes the fraction of the partially correlated noise current that is fully correlated to the noise voltage. As a check, we can insert Eqs. (6.93) and (6.94) into Eq. (6.92) and, after some work, we recover Eq. (6.90).

Four-Parameter Noise Model Based on the Noise Figure. Equations (6.90) and (6.92) are two different parametrization of the same relationship between $I_{n}^{2}$ and $Y_{S}$. Yet another way to write the same relationship is [50, 79]

$$
\begin{equation*}
I_{n}^{2}=\left(F_{\min }+\frac{R_{n}}{\operatorname{Re}\left\{Y_{S}\right\}}\left|Y_{S}-Y_{\mathrm{opt}}\right|^{2}\right) \cdot 4 k T \operatorname{Re}\left\{Y_{S}\right\} . \tag{6.95}
\end{equation*}
$$

This form is of practical interest because it expresses the input-referred noise current PSD as a multiple of the noise current PSD of the source admittance. The multiplier, the expression in the parenthesis, is the noise figure. Again, there are four noise parameters: the noise resistance, $R_{n}$, the minimum noise figure, $F_{\min }$, and the complex source admittance for which the
minimum noise figure is reached, $Y_{\text {opt }}=G_{\text {opt }}+j B_{\text {opt }}$. Comparing Eq. (6.95) with Eq. (6.92), we can relate these noise parameters to those of the model in Fig. 6.29 as follows: $R_{n}=V_{n 4}^{2} /(4 k T), G_{\mathrm{opt}}^{2}=I_{n 4 u}^{2} / V_{n 4}^{2}+G_{c}^{2}, B_{\mathrm{opt}}=-B_{c}$, and $F_{\text {min }}=1+2 R_{n}\left(g_{\text {opt }}+G_{c}\right)[50]$.

Example. Let us make an example to illustrate the foregoing theory. Equation (6.80) expresses the input-referred noise current PSD of a TIA with FET front-end (neglecting induced gate noise) for an arbitrary source admittance $Y_{S}$. By comparing this equation to the general form in Eq. (6.92), we find the four noise parameters of that TIA:

$$
\begin{align*}
I_{n 4 u}^{2}=\frac{4 k T}{R_{F}}+2 q I_{G}, & V_{n 4}^{2}=\frac{4 k T \gamma g_{d 0}}{g_{m}^{2}}, \\
G_{c}=1 / R_{F}, & B_{c}=2 \pi f \tilde{C}_{I} . \tag{6.96}
\end{align*}
$$

In this example, $i_{n 4 u}$ and $v_{n 4}$ both have white noise spectra. Interestingly, $Y_{c} \neq 0$, which means that $i_{n 4 c} \neq 0$ and thus that $i_{n 4}$ and $v_{n 4}$ are partially correlated.

Let us try to understand where this correlation comes from. Wouldn't it be enough to have $i_{n 4 u}$, which models the feedback-resistor noise and the gate shot noise, and $v_{n 4}$, which models the channel noise divided by $g_{m}$ ? If the input port is shorted and thus $v_{n 4}$ drives the gate directly, this is indeed enough. But if the input port is open $\left(Y_{S}=0\right), v_{n 4}$ is disconnected and the channel noise is no longer modeled. Thus, we need to introduce a noise current generator, $i_{n 4 c}$, that drops the equivalent noise voltage $v_{n 4}$ across the input admittance $Y_{c}=1 / R_{F}+s \tilde{C}_{I}$. Now, the channel noise is modeled for the shorted and open cases, but what about an arbitrary source admittance? It can be shown that if the model includes the $v_{n 4}$ noise voltage generator needed for the shorted case and the $i_{n 4 c}$ noise current generator needed for the open case and both generators are fully correlated, the channel noise is modeled correctly for any source admittance. Thus in this example, the correlation arises because the channel noise is modeled with two noise generators that are both located on the gate side.

If we had included the induced gate noise in our example, $I_{n 4 u}^{2}$ would increase by the uncorrelated part of the induced gate noise (see Eq. (I.102)) and $B_{c}$ would reduce somewhat due to the correlated part of the induced gate noise (see Eq. (I.103)). [ $\rightarrow$ Problem 6.15.]

General Noise Matching. Now with Eq. (6.92) in hand, we can revisit the question about which source admittance minimizes the input-referred noise current PSD in a more general setting. Taking the derivative with respect to $G_{S}$ and $B_{S}$ and setting them both to zero yields the optimum (cf. Eqs. (I.105) and (I.106))

$$
\begin{equation*}
\tilde{G}_{\text {opt }}(f)=0 \quad \text { and } \quad \tilde{B}_{\text {opt }}(f)=-B_{c} \tag{6.97}
\end{equation*}
$$

under the condition that $\left|G_{c}\right| \leq 2 k T / V_{n 4}^{2}$, which is normally satisfied. Thus for any front-end, the input-referred noise current PSD becomes smallest when the
source admittance is purely reactive and its susceptance equals the negative correlation susceptance (assuming the correlation conductance is sufficiently small). In the case of a TIA with FET front-end this means $\tilde{Y}_{\text {opt }}(f)=-j 2 \pi f \tilde{C}_{I}$, which is consistent with Eq. (6.81). [ $\rightarrow$ Problem 6.16.]

As we know, the optimum source admittance in Eq. (6.97) is only relevant when the input and output nodes of the noise-matching network are identical. For a general (two-port) noise-matching network, we must refer the noise to the input of the noise-matching network before minimizing it. This is done by multiplying Eq. (6.92) with the input-referral function $\left|H_{M}^{-1}\right|^{2}$. Still, we are not completely done. For a general photodetector model, in which the photocurrent source does not connect directly to the output node, we need one more input-referral function to move the equivalent noise generator from the input of the noise-matching network to the intrinsic photodetector: $\left|H_{P D}^{-1}\right|^{2}$ (cf. Section 5.7). Using Eq. (6.92) with $Y_{M}$ as the source admittance and applying the two input-referral functions finally yields the general input-referred noise current PSD for a TIA with a noise-matching network:

$$
\begin{equation*}
I_{n, T I A}^{2}=\frac{4 k T\left|\operatorname{Re}\left\{Y_{M}\right\}\right|+I_{n 4 u}^{2}+\left|Y_{M}+Y_{c}\right|^{2} V_{n 4}^{2}}{\left|H_{P D}\right|^{2} \cdot\left|H_{M}\right|^{2}} \tag{6.98}
\end{equation*}
$$

The admittance $Y_{M}$ and the referral function $\left|H_{M}\right|^{2}$ can further be expressed in terms of the ABCD parameters (chain parameters) of the noise-matching network (cf. Eqs. (I.111) and (I.112)):

$$
\begin{equation*}
Y_{M}=\frac{\mathcal{A} Y_{D}+\mathcal{C}}{\mathcal{B} Y_{D}+\mathcal{D}} \quad \text { and } \quad\left|H_{M}\right|^{2}=\frac{1}{\left|\mathcal{B} Y_{D}+\mathcal{D}\right|^{2}} \tag{6.99}
\end{equation*}
$$

where $Y_{D}$ is the admittance of the photodetector.
For example, for the simple noise-matching network consisting of only a parallel inductor $L_{P}$ (cf. Fig. 6.24), the ABCD parameters are:

$$
\left[\begin{array}{ll}
\mathcal{A} & \mathcal{B}  \tag{6.100}\\
\mathcal{C} & \mathcal{D}
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
1 /\left(s L_{P}\right) & 1
\end{array}\right]
$$

With $Y_{D}=s C_{D}$ we find the familiar expression $Y_{M}=j\left[\omega C_{D}-1 /\left(\omega L_{P}\right)\right]$ and $\left|H_{M}\right|^{2}=1$. Similarly, for the series inductor $L_{S}$ (cf. Fig. 6.25), the ABCD parameters are:

$$
\left[\begin{array}{ll}
\mathcal{A} & \mathcal{B}  \tag{6.101}\\
\mathcal{C} & \mathcal{D}
\end{array}\right]=\left[\begin{array}{cc}
1 & s L_{S} \\
0 & 1
\end{array}\right] .
$$

With $Y_{D}=s C_{D}$ we find the familiar expressions $Y_{M}=j \omega C_{D} /\left(1-\omega^{2} L_{S} C_{D}\right)$ and $\left|H_{M}\right|^{2}=1 /\left(1-\omega^{2} L_{S} C_{D}\right)^{2}$. [ $\rightarrow$ Problem 6.17.]
Finally, the photodetector admittance $Y_{D}$ and the referral function $\left|H_{P D}\right|^{2}$ can be expressed in terms of the ABCD parameters of the photodetector model (cf. Section 5.1, Eq (I.32)):

$$
\begin{equation*}
Y_{D}=\frac{\mathcal{C}}{\mathcal{D}} \quad \text { and } \quad\left|H_{P D}\right|^{2}=\frac{1}{|\mathcal{D}|^{2}} \tag{6.102}
\end{equation*}
$$



Figure 6.30 Noise-figure view of a TIA with noise-matching network.

For the simple photodetector model consisting of a photocurrent source with parallel capacitor $C_{D}$, the ABCD parameters are

$$
\left[\begin{array}{ll}
\mathcal{A} & \mathcal{B}  \tag{6.103}\\
\mathcal{C} & \mathcal{D}
\end{array}\right]=\left[\begin{array}{rr}
1 & 0 \\
s C_{D} & 1
\end{array}\right]
$$

resulting in $Y_{D}=s C_{D}$ and $H_{P D}=1$, as expected.
This concludes our noise-matching tour. We started from special cases, went on to the general case, and then came back to our special cases.

The Noise-Figure View. Given a photodetector with a nonzero resistive component $G_{D}$, which a real photodetector always has, it is possible to discuss the TIA's noise in terms of its noise figure (cf. Section 5.7). While this is not the usual approach, it provides another view point that may be helpful to RF engineers who feel more comfortable with noise figures than with input-referred noise currents.

Figure 6.30 shows a general block diagram of a TIA that is coupled to the photodetector through a noise-matching network. The TIA is characterized by the noise figure $F$ and the noise-matching network is characterized by the noise figure $F_{M}$ and the available power gain (or loss, if less than one) $K_{M}$.

The total noise figure of the TIA plus the matching network can be found with the well-known Friis noise formula [83, 84] as $F_{\text {tot }}=F_{M}+(F-1) / K_{M}$. Inserting this total noise figure into Eq. (5.9), we find the input-referred noise current PSD in terms of the noise figures $F$ and $F_{M}$ :

$$
\begin{equation*}
I_{n, T I A}^{2}=\left(F_{M}+\frac{F-1}{K_{M}}\right) \cdot 4 k T G_{D} \tag{6.104}
\end{equation*}
$$

(This is the noise referred to $Y_{D}$; if we want the noise referred to the intrinsic photodetector, we must replace $G_{D}$ with $G_{D i}$, as in Eq. (5.10).)

Next, let us assume that the matching network is passive and lossless, as in the case of the simple shunt- or series-inductor network. Then, $K_{M}=1$ (no power gain) and $F_{M}=1$ (no noise) and the aforementioned equation simplifies to $I_{n, T I A}^{2}=F \cdot 4 k T G_{D}$. Thus, the noise figure of the TIA alone, $F$, and the noise figure of the TIA combined with the passive, lossless noise-matching network, $F_{\text {tot }}$, are the same. Can that be right? When we calculated with noise current PSDs, we had to use the input-referral function $H_{M}^{-1}$ to refer the noise from the

TIA back to the photodetector, but now that we calculate with noise figures, input referral seems unnecessary. The resolution of this apparent contradiction is that the noise figure describes the noise relative to the noise of the source admittance and the source admittances for $F$ and $F_{\text {tot }}$ are not the same. The source admittance for $F$ is $Y_{M}$ and the source admittance for $F_{\text {tot }}$ is $Y_{D}$. Thus, although the noise figures are the same, the equivalent noise current PSDs are not. In fact, the ratio of the noise-generating source conductances $G_{M}$ and $G_{D}$ equals the referral function $\left|H_{M}\right|^{2}$ :

$$
\begin{equation*}
\left|H_{M}\right|^{2}=\frac{\operatorname{Re}\left\{Y_{M}\right\}}{\operatorname{Re}\left\{Y_{D}\right\}}=\frac{G_{M}}{G_{D}} . \tag{6.105}
\end{equation*}
$$

It can be shown that this property holds for any network that is reciprocal and lossless (cf. Eqs. (I.113)-(I.115)). Thus, the noise current PSD approach and the noise figure approach are equivalent. [ $\rightarrow$ Problem 6.18.]

From the aforementioned reasoning, we conclude that minimizing the noise figure of the TIA, $F$, also minimizes the input-referred noise current, $I_{n, T I A}^{2}$, as long as the matching network is passive and lossless $\left(K_{M}=F_{M}=1\right)$. It is well known that the noise figure is minimized for the source admittance $Y_{\mathrm{opt}}=$ $G_{\text {opt }}+j B_{\text {opt }}$, where $[50,79,80$ ]

$$
\begin{equation*}
G_{\mathrm{opt}}=\sqrt{\frac{I_{n 4 u}^{2}}{V_{n 4}^{2}}+G_{c}^{2}} \quad \text { and } \quad B_{\mathrm{opt}}=-B_{c} . \tag{6.106}
\end{equation*}
$$

This optimum source admittance has a positive, nonzero real part, $G_{\text {opt }}$. What does that mean? Should we add a resistor to the matching network to make $Y_{M}=Y_{\text {opt }}$ ? No, this would violate our premise that the matching network is lossless, making $F_{M}>1, F_{\text {tot }} \neq F$, and thus $Y_{\text {opt }}$ no longer the optimum for the whole system. What $G_{\mathrm{opt}}>0$ means is that we should use a network that losslessly transforms any existing real part of $Y_{D}$ into $G_{\text {opt }}$. But if we have $G_{D} \rightarrow 0$, this is not possible and the optimum source admittance becomes $\tilde{Y}_{\text {opt }}=0+$ $j B_{\text {opt }}$, bringing us back to Eq. (6.97).

### 6.6 Summary

Circuits for converting an input current to an output voltage include the low-impedance front-end, the high-impedance front-end, the integrating front-end, and the shunt-feedback TIA:

- The low-impedance front-end is simple, has a large bandwidth, and a high overload current, but suffers from a low transimpedance and high noise.
- The high-impedance front-end has a higher transimpedance and better noise performance, but suffers from a low overload current and needs an equalizer to achieve a large bandwidth.
- The integrating front-end is similar to the high-impedance front-end, but replaces the load resistor with a current source.
- The shunt-feedback TIA simultaneously achieves a large bandwidth, a high transimpedance, a high overload current, and low noise, but consumes more power than the other approaches.

The dynamic stability of a shunt-feedback TIA, as measured by the pole quality factor or the phase margin, is critical. TIAs are often designed for a Butterworth or Bessel-Thomson response.

The maximum possible transimpedance of a TIA is limited by the speed of the circuit technology $\left(A_{0} f_{A}\right)$, the photodetector capacitance $\left(C_{D}\right)$, and the required TIA bandwidth $\left(B W_{3 \mathrm{~dB}}\right)$. Expressions for the maximum transimpedance (the transimpedance limit) are listed in Table 6.7 for some TIA topologies. Shunt-feedback TIAs with multistage voltage amplifiers are of interest when the technology is much faster than the TIA's target bandwidth $\left(A_{0} f_{A} \gg B W_{3 \mathrm{~dB}}\right)$ or when the gain of a single stage is limited.

The input and output impedance of shunt-feedback TIAs have an inductive or negative-capacitive component. The inductive input component helps to tune out some of the photodetector capacitance, thus extending the bandwidth.

Noise of a TIA with FET front-end: The input-referred noise current PSD has a white part, which is mostly due to the feedback-resistor noise and the gate shot noise, and an $f^{2}$ part, which is mostly due to the channel and induced gate noise. The channel noise and the induced gate noise can be jointly characterized by Ogawa's noise factor $\Gamma$.

Noise of a TIA with BJT front-end: The input-referred noise current PSD has a white part, which is mostly due to the feedback-resistor noise and the base

Table 6.7 Summary of transimpedance limit expressions (LZ = low-impedance front-end, SFB = shunt feedback).

| TIA topology | Transimpedance expression |
| :--- | :--- |
| LZ (shunt resistor) | $=\frac{1}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}}$ |
| SFB TIA, single-stage amp | $\leq \frac{A_{0} f_{A}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{2}}$ |
| SFB TIA, single-stage amp, $R_{L} \neq 0$ | $\leq \frac{A_{0}^{\prime} f_{A}^{\prime}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{2}}\left(1-\frac{R_{L}}{A_{0}^{\prime} R_{F}}\right)$ |
| SFB TIA, single-stage amp, $C_{F} \neq 0$ | $\leq \frac{A_{0} f_{A}}{2 \pi\left(C_{T}+C_{F}\right) \cdot B W_{3 \mathrm{~dB}}^{2}}$ |
| SFB TIA, multistage amp | $\leq \sqrt{2^{n+1}} \tan ^{n}\left(\frac{90^{\circ}-\phi_{m}}{n}\right) \cdot \frac{\left(A_{0} f_{A}\right)^{n}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{n+1}}$ |

shot noise, and an $f^{2}$ part, which is mostly due to the collector shot noise and the base resistance noise.

The total input-referred noise current, which determines the sensitivity, is found from the input-referred noise current PSD with the help of two noise bandwidths, one for white noise $\left(B W_{n}\right)$ and one for $f^{2}$ noise $\left(B W_{n 2}\right)$.

Noise optimization of a TIA with FET front-end: Choose a circuit technology and a photodetector for which $f_{T} /\left(\Gamma C_{D}\right)$ is large. For low-speed TIAs, a low gate-leakage current and a low $1 / f$ noise corner frequency are also important. Then, choose a channel length (often the minimum length) and a drain current density (often one that brings $f_{T}$ close to its maximum) and size the width of the front-end FET such that $\left(C_{g s}+C_{g d}\right) / C_{D}$ equals Eq. (6.63), usually around 0.7. To save power at the expense of a small noise penalty, the FET's width can be made somewhat smaller than that.

Noise optimization of a TIA with BJT front-end: Choose a circuit technology and a photodetector for which $f_{T} / C_{D}$ is large and $R_{b}$ is small. For low-speed TIAs, a high current gain $\beta$ is also important. Then, choose an emitter width (often the minimum width) and a collector current density (often one that brings $f_{T}$ close to its maximum) and size the emitter length of the front-end BJT such that $\left(C_{b e}+C_{b c}\right) / C_{D}$ equals Eq. (6.73), usually around 0.9 for high-speed receivers. To save power at the expense of a small noise penalty, the BJT's emitter length can be made somewhat smaller than that.

Besides the transistor size and bias current optimizations, the noise can be reduced by inserting a noise-matching network between the photodetector and the TIA. Popular noise-matching networks are the shunt and series inductor. While noise-matching networks can reduce the noise at specific frequencies, broadband noise matching is difficult to achieve.

## Problems

6.1 Low-Impedance Front-End. A low-impedance front-end as in Fig. 6.1(b) has an amplifier with gain $A=40 \mathrm{~dB}$, noise figure $F=2 \mathrm{~dB}$, and noise bandwidth $B W_{n}=10 \mathrm{GHz}$. (a) How large is the transimpedance of this arrangement? (b) How large is the input-referred rms noise current? (c) How does the optical sensitivity of this front-end compare with a TIA front-end with $i_{n, T I A}^{r m s}=1.0 \mu \mathrm{~A}$ ?
6.2 Open-Loop Pole Spacing. For a two-pole TIA, the open-loop pole spacing, $R_{F} C_{T} / T_{A}$, must be $2 A_{0}$ to obtain a Butterworth response after closing the loop (Eq. (6.12)). (a) Given an arbitrary closed-loop $Q$ value, what is the required open-loop pole spacing? (b) What is the required pole spacing for a Bessel response? (c) What is the required pole spacing for a critically damped response?
6.3 Transimpedance Limit. In the available technology, we can realize amplifier stages with a gain-bandwidth product of 44 GHz . Given $C_{T}=0.3 \mathrm{pF}$ and the requirement that the TIA bandwidth must be $70 \%$ of the bit rate, what transimpedance values do we expect for the basic shunt-feedback TIA with a single-stage voltage amplifier operating at $2.5,10$, and $40 \mathrm{~Gb} / \mathrm{s}$ ?
6.4 Single-Transistor Shunt-Feedback TIA. (a) Find the transformation that maps $A_{0}$ and $T_{A}$ of the zero-output-impedance TIA model described by Eqs. (6.8)-(6.11) to $A_{0}^{\prime}$ and $T_{A}^{\prime}$ of the single-transistor TIA model described by Eqs. (6.23)-(6.26) for a given load resistor $R_{L}$. (b) Calculate the input impedance $Z_{I}(s)$ of the single-transistor TIA model in Fig. 6.8. (c) Show that this input impedance matches that of the zero-output-impedance TIA in Eq. (6.21), if $A_{0}^{\prime}$ and $T_{A}^{\prime}$ are chosen according to the transformation found in (a).
6.5 Single-Transistor Shunt-Feedback TIA with $C_{F}$. (a) Calculate the transimpedance $Z_{T}(s)$ of the single-transistor shunt-feedback TIA shown in Fig. 6.8 extended with a capacitor $C_{F}$ in parallel to $R_{F}$. (b) How is the transimpedance limit Eq. (6.14) affected by $R_{L}$ and $C_{F}$ ?
6.6 Voltage Amplifier with Nonzero Output Resistance. (a) Calculate the transimpedance $Z_{T}(s)$ of the shunt-feedback TIA shown in Fig. 6.3(a) assuming a single-pole voltage amplifier, $A_{0} /\left(1+s T_{A}\right)$, with zero output impedance followed by the series resistance $R_{L}$. (b) How is the transimpedance limit Eq. (6.14) affected by $R_{L}$ ? (c) Calculate the output impedance $Z_{O}(s)$ of the same TIA circuit.
6.7 Feedback Capacitance. (a) Calculate the transimpedance $Z_{T}(s)$ of the TIA with a feedback capacitor shown in Fig. 6.12. Assume a voltage amplifier model with a single pole (time constant $T_{A}$ ) and zero output impedance. (b) What value for $C_{F}$ do we need to obtain a Butterworth response (assume $C_{F} \ll C_{T}$ )? (c) What is the $3-\mathrm{dB}$ bandwidth of the TIA given a Butterworth response (assume $T_{A} \ll R_{F}\left(C_{T}+A_{0} C_{F}\right)$ )? (d) How is the transimpedance limit Eq. (6.14) affected by $C_{F}$ ?
6.8 Ogawa's Noise Factor $\Gamma$. The correlation between the induced gate noise current generator $i_{n, \text { ind }}$ and the channel noise current generator $i_{n, \text { chan }}$ is described by the correlation coefficient $c$ [39]:

$$
\begin{equation*}
c=\frac{-\overline{\underline{I}_{n, \text { ind }}^{*}-n, \text { chan }}}{\sqrt{\overline{\left.\underline{I-n, \text { ind }}\right|^{2}}} \overline{\left.\underline{\underline{I}}_{-n, \text { chan }}\right|^{2}}}, \tag{6.107}
\end{equation*}
$$

where $\underline{I}_{n \text {,ind }}$ and $\underline{I}_{n \text {,chan }}$ are the phasors of $i_{n, \text { ind }}$ and $i_{n, \text { chan }}$ in a narrow bandwidth around the frequency of interest, the star denotes the
complex conjugate, and an overbar indicates the average over different noise waveform realizations. Phasors are underlined to distinguish them from root spectral densities and the noise current source polarities are as shown in Fig. 6.14. (The minus sign in Eq. (6.107) arises from the fact that the reference polarity of the channel noise generator in Fig. 6.14 is the reverse of that in [39]. Caution: Not all authors define $c$ in the same way [53].) (a) Given the source capacitance $C_{D}$ and ignoring feedforward through $C_{g d}$, refer the induced gate noise current to the drain side and combine it with the channel noise. (b) Find the full expression for Ogawa's Noise $\Gamma$ factor. (c) Assuming $\delta=2 \gamma, c=j 0.395$, and $g_{d 0}=g_{m}$, how large is the contribution of the induced gate noise relative to the channel noise for $C_{g s} / \tilde{C}_{T}=\frac{1}{2}, \frac{1}{3}$, and $\frac{1}{4}$ ?
6.9 Input-Referral Function. (a) Show that the three definitions of the input-referral function given in the main text are all equivalent. (b) Calculate the transfer functions from $i_{n, T I A}$ and from $i_{n, D}$ to the output of the TIA for the circuit in Fig. 6.13. Assume a MOS model with the parameters $C_{g s}, C_{g d}$, and $g_{m}$ (but $g_{o}=C_{d b}=0$ ), a resistive drain load $R_{D}$ (no load capacitance), and an ideal voltage follower between the drain node and the output of the TIA. Divide the transfer functions and show how the Miller factors cancel out in the input-referral function.
6.10 TIA $f^{2}$-Noise Corner. The " $f^{2}$-noise corner" occurs at the frequency where the white noise and $f^{2}$ noise are equally strong. (a) Derive an expression for the $f^{2}$-noise corner frequency of a TIA with a MOSFET front-end. (b) How is this corner frequency related to the bit rate?
6.11 TIA with $1 / f$ Noise. Assume that the white channel noise and the $1 / f$ noise can be written in the combined form $I_{n, D}^{2}=4 k T \Gamma g_{m}\left(1+f_{c} / f\right)$, where $f_{c}$ is the $1 / f$-noise corner frequency. Calculate the input-referred noise current spectrum of a TIA with a MOSFET front-end.
6.12 Noise Optimum of FET Front-End with Constant $R_{F}$. (a) Given a shunt-feedback TIA with a single-pole voltage amplifier and values for $R_{F}, C_{D}$, and $C_{I}$, find the DC gain $A_{0}$ and amplifier pole $f_{A}$ necessary to achieve a desired $B W_{3 \mathrm{~dB}}$ and $Q$. (b) For what range of $B W_{3 \mathrm{~dB}}$ are the solutions for $A_{0}$ and $f_{A}$ valid? Assume that the maximum realizable gain-bandwidth product is $A_{0} f_{A}$ (max).
6.13 Noise Optimum of FET Front-End with Constant $A_{0} f_{A}$. (a) Show that after minimizing Eq. (6.60), the noise fraction due to the FET is $\psi$. (b) Given a shunt-feedback TIA with a single-pole voltage amplifier and values for $A_{0} f_{A}, C_{D}$, and $C_{I}$, find the input pole $f_{I}$ and amplifier pole $f_{A}$
necessary to achieve a desired $B W_{3 \mathrm{~dB}}$ and $Q$. (c) For what range of $B W_{3 \mathrm{~dB}}$ are the solutions for $f_{I}$ and $f_{A}$ valid? Assume that the feedback resistor must remain below $R_{F}$ (max). (d) Derive Eq. (6.63).
6.14 Induced Gate Noise and Noise Matching with Shunt Inductor. (a) Calculate the input-referred noise current PSD of a TIA with FET front-end driven by the arbitrary source admittance $Y_{S}$ while taking the induced gate noise current into account. See Problem 6.8 for a description of the induced gate noise current. (b) Assuming $c$ is purely imaginary, find the optimum source admittance $\tilde{Y}_{\text {opt }}$. (c) Find the optimum shunt inductor $L_{P}$ for the noise-matching circuit shown in Fig. 6.24. (d) Find the residual input-referred noise current after noise matching.
6.15 Noise Parameters of a FET Front-End with Induced Gate Noise. Calculate the noise parameters $V_{n 4}^{2}, I_{n 4 u}^{2}$, and $Y_{c}$ for a FET front-end as we did in Eq. (6.96), but now taking the induced gate noise current into account. See Problem 6.8 for a description of the induced gate noise current.
6.16 Optimum Source Admittance. (a) Find the source admittance that minimizes the input-referred noise current PSD, $\tilde{Y}_{\text {opt }}$, for the general noise model in Eq. (6.92). (b) Find the source admittance that minimizes the noise figure, $Y_{\text {opt }}$, for the general noise model in Eq. (6.92). (c) Specialize the results for the case of a TIA with a FET front-end.
6.17 Noise Matching and ABCD Parameters. Prove the expressions for $Y_{M}$ and $H_{M}$ in Eq. (6.99).
6.18 Reciprocal and Lossless Matching Network. Prove Eq. (6.105) assuming a reciprocal and lossless matching network. Tip: For a reciprocal network $\mathcal{A D}-\mathcal{B C}=1$ and for a lossless network $\mathcal{A}, \mathcal{D}$ are real and $\mathcal{B}, \mathcal{C}$ are imaginary [85].
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## 7

## Advanced Transimpedance Amplifier Design I

The basic shunt-feedback TIA from the previous chapter can be enhanced in a number of ways to meet the needs of practical applications. In the following, we discuss shunt-feedback TIAs with post amplifier, differential inputs and outputs, DC input current control, and variable or adaptive transimpedance. Then, we turn to another class of TIAs, the so-called feedforward TIAs, which includes the common-base and common-gate TIA. After that, we analyze the regulated-cascode TIA. Finally, we discuss the application of inductive broadband techniques, ultimately leading to the distributed amplifier front-end.

### 7.1 TIA with Post Amplifier

In Section 6.2, we discussed the use of a voltage amplifier as part of the shunt-feedback TIA. Now, we discuss the use of a voltage amplifier as a post amplifier, that is, an amplifier that follows the basic TIA as shown in Fig. 7.1. The post amplifier comes in various forms. It can be just an output buffer to drive an off-chip load [1-3], it can be a single-stage amplifier [4-6], or it can be a multistage high-gain amplifier [7-9]. The last case amounts to a TIA with a main amplifier (MA) integrated on the same chip. The combination of a TIA and a limiting amplifier is known as a limiting transimpedance amplifier [10]. In the following, we discuss the trade-offs associated with the design of a TIA with post amplifier.

Transimpedance and Bandwidth. The addition of a post amplifier with voltage gain $A_{1}$ boosts the overall transimpedance by a factor $A_{1}$. Thus for the circuit in Fig. 7.1, we have

$$
\begin{equation*}
R_{T}=A_{1} \cdot \frac{A_{0} R_{F}}{A_{0}+1} \tag{7.1}
\end{equation*}
$$

where $A_{0}$ is, as usual, the low-frequency value of $A(s)$.
How large can we make the post-amplifier gain and how does the post amplifier impact the overall bandwidth? Let us take our 10-Gb/s TIA example


Figure 7.1 TIA with post amplifier.
from the previous chapter (Table 6.1) to illustrate the situation. There, the basic shunt-feedback TIA had a bandwidth of 6.85 GHz and a transimpedance of $500 \Omega$. In the technology that we assumed for the example $\left(A_{0} f_{A}=44 \mathrm{GHz}\right)$, we can build a single-stage post amplifier with a gain of two and a bandwidth of 22 GHz . Thus, with this post amplifier the transimpedance increases to $1 \mathrm{k} \Omega$ while the bandwidth shrinks only very little from the original 6.85 GHz to about 6.5 GHz . We could obtain an even higher overall transimpedance by increasing the gain of the post-amplifier stage to about three and redesigning the shunt-feedback TIA for a slightly larger bandwidth that compensates for the bandwidth shrinkage caused by the post amplifier.

The bandwidth of a cascade of $n$ identical second-order Butterworth stages is given by $[11,12]$

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=\sqrt[4]{\sqrt[n]{2}-1} \cdot B W_{S} \tag{7.2}
\end{equation*}
$$

where $B W_{S}$ is the $3-\mathrm{dB}$ bandwidth of the individual stages. For example, if we follow a (second-order Butterworth) shunt-feedback TIA with a bandwidth of 8.54 GHz by a (second-order Butterworth) post amplifier with the same bandwidth, the overall bandwidth is 6.85 GHz , corresponding to a bandwidth shrinkage of about $20 \%$.

Transimpedance Limit. The maximum transimpedance that can be obtained with a (single-stage) TIA followed by an $n$-stage post amplifier and an overall bandwidth of $B W_{3 \mathrm{~dB}}$ is given by the transimpedance limit [11,12]

$$
\begin{equation*}
R_{T} \leq \sqrt[4]{(\sqrt[n+1]{2}-1)^{n+2}} \cdot \frac{\left(A_{0} f_{A}\right)^{n+1}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{n+2}} \tag{7.3}
\end{equation*}
$$

where it was assumed that the TIA has a flat response $(Q \leq 1 / \sqrt{2})$, that all post-amplifier stages have a second-order Butterworth response with the same bandwidth as the TIA, and that each post-amplifier stage has a gain-bandwidth product of $A_{0} f_{A}$ (see solution to Problem 7.1 on p. 523 for a derivation). For $n=0$ (no post amplifier), this limit is identical to the transimpedance limit in Eq. (6.14), as we would expect. For $n>0$, the first factor decreases with $n$ (see Table 7.1) while the second factor increases by $\left(A_{0} f_{A} / B W_{3 \mathrm{~dB}}\right)^{n}$ relative to Eq. (6.14). Fortunately, in most situations the second factor grows faster than the first one shrinks, leading to a net gain in transimpedance over a TIA without post amplifier. Table 7.1 shows that if the bandwidth headroom, $A_{0} f_{A} / B W_{3 \mathrm{~dB}}$,

Table 7.1 First factor of Eq. (7.3) and minimum bandwidth headroom needed for an $n$-stage post amplifier to outperform an ( $n-1$ )-stage post amplifier.

| Number <br> of stages $n$ | First factor <br> of Eq. (7.3) | Minimum <br> $A_{0} f_{A} / B W_{3 \mathrm{~dB}}$ |
| :--- | :--- | :--- |
| 0 | 1.0 | - |
| 1 | 0.516 | 1.94 |
| 2 | 0.260 | 1.99 |
| 3 | 0.125 | 2.08 |
| 4 | 0.0573 | 2.18 |

Figure 7.2 Transimpedance limit of TIA with post amplifier versus multistage TIA for our $10-\mathrm{Gb} / \mathrm{s}$ example ( $A_{0} f_{A}=44 \mathrm{GHz}$, $C_{T}=0.3 \mathrm{pF}$, and $B W_{3 \mathrm{~dB}}=6.85 \mathrm{GHz}$ ).

is more than about two, adding a post-amplifier stage helps to boost the transimpedance, nearly regardless of how many stages were there already. [ $\rightarrow$ Problem 7.1.]

For our $10-\mathrm{Gb} / \mathrm{s}$ example in Table 6.1 and a single-stage post amplifier, the transimpedance limit comes out as $0.516 \times(44 / 6.85) \times 500 \Omega=1.65 \mathrm{k} \Omega$, corresponding to a boost of $3.3 \times$ over a TIA without post amplifier. For a two-stage post amplifier the transimpedance limit goes up to $0.260 \times(44 / 6.85)^{2} \times 500 \Omega=5.34 \mathrm{k} \Omega$, corresponding to a boost of $10.7 \times$, and so on. This nearly exponential growth in transimpedance is plotted in Fig. 7.2 (upper curve).

Comparison with Multistage TIA. It is interesting to compare the transimpedance limit in Eq. (7.3) with that for a multistage TIA in Eq. (6.35). The two forms are similar, but the first factor in Eq. (6.35) is much smaller than that in Eq. (7.3), especially for large $n$. This implies that it is much harder to boost the
transimpedance by adding gain stages within the feedback loop than adding them after the feedback loop. The reason for this difference is that adding gain stages within the loop is constrained by stability considerations, whereas adding gain stages after the loop is not.

Figure 7.2 compares the two transimpedance limits for the case of our $10-\mathrm{Gb} / \mathrm{s}$ TIA example. Because $A_{0} f_{A} / B W_{3 \mathrm{~dB}}$ is only 6.4 , a single gain stage within the loop is the best choice (cf. Table 6.4). Another comparison for the larger ratio $A_{0} f_{A} / B W_{3 \mathrm{~dB}}=20$ can be found in [12].

Noise Considerations. Given that it is so easy to boost the transimpedance with a post amplifier, should we still bother to optimize the transimpedance of the shunt-feedback section? Yes, because we also want to minimize the input-referred noise current. A larger transimpedance in the shunt-feedback section implies a larger feedback resistor, $R_{F}$, and thus a lower noise contribution from it. In contrast, boosting the transimpedance with a post amplifier keeps the input-referred noise approximately constant. [ $\rightarrow$ Problem 7.2.]

In the extreme case when all gain is located in the post amplifier, the circuit degenerates into a noisy low-impedance front-end. Thus, regardless of whether there is a post amplifier or not, we should make $R_{F}$ as large as possible, or at least large enough such that the feedback-resistor noise becomes small when compared with other noise sources.

Power Consumption, Coupling, and Stability. Figure 7.3(a) shows the classical partitioning of the receive chain into a TIA chip and an MA chip. A standard 50- $\Omega$ transmission line provides a broadband connection between the two chips. To


Figure 7.3 TIA and MA: (a) two-chip solution and (b) single-chip solution.
avoid reflections on the transmission line, an undesirable source of ISI, the input of the MA chip needs to have a $50-\Omega$ termination. Consequently, the buffer on the TIA side must be able to drive a $50-\Omega$ load. Preferably, the driver also has a $50-\Omega$ output impedance to prevent residual reflections from the MA from being reflected back into the MA (double reflections).

The main drawbacks of this partitioning are the power dissipated in the buffer and the termination as well as the cost and board space usage resulting from the two chip solution [8]. The obvious solution is to integrate the TIA and the MA on the same chip, as shown in Fig. 7.3(b). Unfortunately, this integration brings the highly sensitive TIA input and the noisy MA output(s) in close proximity and coupling between them may result in instability and oscillations [13].

The following coupling mechanisms in an integrated TIA + MA solution can be identified:

- Capacitive coupling between metal traces, bond pads, and package pins.
- Coupling through the chip substrate.
- Coupling though the inductance and resistance of shared power and ground connections.
- Magnetic coupling between bond wires.

To minimize the coupling, the following techniques can be utilized $[8,10$, 14, 15]:

- Place the input and output pads as far apart as possible, ideally on opposite sides of the chip.
- Use differential signaling and symmetric placement of the associated traces and pads. Equally coupled signals are suppressed as a common-mode disturbance.
- Use a buried-layer shield under sensitive input pads to reduce substrate coupling.
- Surround the TIA and MA blocks by shield rings (e.g., substrate contacts or isolation trenches) and separate the blocks by about 100 to $400 \mu \mathrm{~m}$ to reduce lateral substrate coupling. The separated blocks can be interconnected with on-chip microstrip lines, which provide shielding from the substrate and a well defined return path. (For the implementation of microstrip lines, shielded coplanar waveguides, and other transmission lines in CMOS see [16-18].) Impedance matching to these lines is not required because the lines tend to be short compared with the minimum signal wavelength.
- Mount the (thinned) chip with a conductive glue on a ground plane to provide a good (vertical) substrate connection to an external ground.
- Use separate power and ground pads for the TIA, MA, and output buffer blocks and use on-chip decoupling capacitors to avoid coupling through the power network.
- Use an on-chip voltage regulator for the sensitive TIA block to reduce the supply coupling.
- Keep ground bond wires short and use double bonding, if possible, to minimize their inductance. Arrange critical bond wires at right angle to minimize magnetic coupling.

The optimum partitioning of an optical receiver into individual chips is subject to debate. Besides integrating the MA function into the TIA front-end chip, as suggested earlier, the MA function could also be integrated into the subsequent mixed-signal (CMOS) chip [19].

### 7.2 TIA with Differential Inputs and Outputs

Differential circuits have a number of important advantages over their single-ended counterparts. Among them are the improved immunity to power-supply and substrate noise and the superior rejection of parasitically coupled signals. For these reasons, differential TIAs find application in noisy environments, such as systems on a chip (SOC) or multichannel receivers. Moreover, differential TIAs have low even-order distortions, which is important for linear applications (cf. Section 8.5).

Differential-input TIAs can subtract two photocurrents and thus find application in receivers with balanced detectors (cf. Section 3.5). Differential-output TIAs can produce twice the voltage swing compared with single-ended TIAs, making them an attractive solution for low-voltage systems. Moreover, differential-output TIAs facilitate the connection to differential MAs, avoiding the need for a reference voltage.

The main drawback of differential TIAs is their higher power consumption.
Balanced Differential TIA with Two Photodetectors. Figure 7.4 shows a balanced differential shunt-feedback TIA. The differential voltage amplifier at the center of the circuit senses the input differential voltage and drives the output differential voltage: $\left(v_{O P}-v_{O N}\right)=A_{0}\left(v_{I P}-v_{I N}\right)$. Simultaneously, the differential amplifier keeps the output common-mode voltage constant, that is, independent of the input voltages: $\frac{1}{2}\left(v_{O P}+v_{O N}\right)=V_{O C M}$. Implementation examples for differential voltage amplifiers are given in Chapter 9 (e.g., Fig. 9.5).

The differential TIA in Fig. 7.4 responds to the difference of the two photocurrents, $\left(v_{O P}-v_{O N}\right)=R_{T}\left(i_{I P}-i_{I N}\right)$, where the differential transimpedance is

$$
\begin{equation*}
R_{T}=\frac{\Delta\left(v_{O P}-v_{O N}\right)}{\Delta\left(i_{I P}-i_{I N}\right)}=\frac{A_{0}}{A_{0}+1} R_{F} . \tag{7.4}
\end{equation*}
$$

Note that this is the same expression as in Eq. (6.9). The transimpedance, bandwidth, and stability analysis, which we carried out in Section 6.2, remains valid for the differential TIA, if we replace the single-ended input voltage, $v_{I}$, by the differential input voltage, $v_{I P}-v_{I N}$, the single-ended output voltage, $v_{O}$, by the

Figure 7.4 Balanced differential TIA with two photodetectors.

differential output voltage, $v_{O P}-v_{O N}$, the single-ended voltage-amplifier gain by the differential gain, $A_{0}=\Delta\left(v_{O P}-v_{O N}\right) / \Delta\left(v_{I P}-v_{I N}\right)$, and so forth.

The two matched photodetectors in Fig. 7.4 present a balanced input impedance. Any noise on the power supply or the substrate couples equally to the noninverting and the inverting input of the voltage amplifier and thus is suppressed as a common-mode disturbance. If the basic shunt-feedback topology is enhanced with a variable feedback resistor, an inductive input network, a common-base/gate input stage, or something else, it must be done in a balanced manner to preserve the noise immunity.

When preceded by the appropriate optical front-end, the receiver in Fig. 7.4 can detect advanced modulation formats, such as quadrature phase-shift keying (QPSK) and differential quadrature phase-shift keying (DQPSK) [20-22] (cf. Section 3.5). When connected to a spatially modulated light (SML) detector, the differential TIA can subtract the deferred photocurrent from the immediate photocurrent (cf. Section 3.4).

Balanced Differential TIA with One Photodetector. Many receivers rely on only a single photodetector. Although it is possible to use the arrangement in Fig. 7.4 and keep one photodetector dark [1,23], this may not be a cost-effective solution. We are thus looking for a way to connect a single photodetector to the differential TIA without compromising its superior noise immunity. A straightforward solution is shown in Fig. 7.5, where the dark photodetector is replaced with a dummy or replica capacitor $C_{R}$ that closely matches the photodetector capacitance $C_{D}$ [15]. For best supply-noise cancellation, the photodetector and

Figure 7.5 Balanced differential TIA with one photodetector.

$C_{R}$ must be connected to the same supply node. Moreover, an $R C$ low-pass filter can be inserted into the supply line, as shown in Fig. 7.5 [24, 25].
In practice, however, the matching between $C_{R}$ and $C_{D}$ is never perfect and supply-noise coupling to the inverting and the noninverting input of the TIA is slightly different, resulting in imperfect noise cancellation. Moreover, if $C_{R}$ is located on chip and $C_{D}$ is located off chip, the bond wire connecting the photodetector to the chip may pick up some noise which is not canceled by the replica path.
The differential transimpedance is the same as before

$$
\begin{equation*}
R_{T}=\frac{\Delta\left(v_{O P}-v_{O N}\right)}{\Delta i_{I}}=\frac{A_{0}}{A_{0}+1} R_{F} . \tag{7.5}
\end{equation*}
$$

The single-ended input resistance seen by the photodetector, however, is larger than that of a single-ended TIA (cf. Eq. (I.117) on p. 524)

$$
\begin{equation*}
R_{I, s e}=\frac{\Delta v_{I P}}{\Delta i_{I}} \approx \frac{R_{F}}{2} . \tag{7.6}
\end{equation*}
$$

As a result, the voltage swing at the photodetector of a differential TIA typically is larger than that of a single-ended TIA. [ $\rightarrow$ Problem 7.3.]

Unbalanced Differential TIA. If noise immunity is not a primary concern, we can replace the replica capacitor $C_{R}$ in Fig. 7.5 by a large capacitor, $C \rightarrow \infty$, shorting the unused input to AC ground, as shown in Fig. 7.6 [1, 26]. This large capacitor disables the AC feedback through $R_{F}^{\prime}$ and we end up with essentially a single-ended topology. In this configuration the noise contribution of $R_{F}^{\prime}$ is eliminated and the input-referred rms noise current is reduced. However, because the input capacitances are no longer balanced, power-supply and substrate noise couple differently to the two inputs, causing noise to leak into the differential mode.
The transimpedance, bandwidth, and stability analysis, which we have carried out for the single-ended TIA, remain valid for the unbalanced differential TIA in Fig. 7.6, if we replace the single-ended input voltage, $v_{I}$, by the single-ended input voltage, $v_{I P}$, the single-ended output voltage, $v_{0}$, by the single-ended output voltage, $v_{O N}$, the single-ended voltage-amplifier


Figure 7.6 Unbalanced differential TIA with one photodetector.
gain, $A_{0}$, by half of the differential gain, $A_{0} / 2=-\Delta v_{O N} / \Delta v_{I P}$, and so forth. It follows that the single-ended transimpedance is now given by $R_{T, s e}=-\Delta v_{O N} / \Delta i_{I}=\left(A_{0} / 2\right) /\left[\left(A_{0} / 2\right)+1\right] \cdot R_{F}$, where $A_{0}$ is the differential gain. Although only one output provides shunt feedback, both outputs are swinging in a complementary fashion due to the common-mode constraint $\frac{1}{2}\left(v_{O P}+v_{O N}\right)=V_{O C M}$. Thus, the differential transimpedance is twice the single-ended one:

$$
\begin{equation*}
R_{T}=\frac{\Delta\left(v_{O P}-v_{O N}\right)}{\Delta i_{I}}=\frac{A_{0}}{A_{0} / 2+1} R_{F} \approx 2 R_{F} \tag{7.7}
\end{equation*}
$$

In comparison with the balanced TIA in Fig. 7.5, the unbalanced TIA has about twice the transimpedance and a somewhat better sensitivity (lower input-referred noise current) but it has less immunity to power-supply and substrate noise. Furthermore, its single-ended input resistance is

$$
\begin{equation*}
R_{I, s e}=\frac{\Delta v_{I P}}{\Delta i_{I}}=\frac{R_{F}}{A_{0} / 2+1}, \tag{7.8}
\end{equation*}
$$

which is lower than that in Eq. (7.6). If a TIA that has been designed for the balanced configuration is operated in the unbalanced configuration, its pole placement becomes nonoptimal because the loop gain is cut in half by AC grounding the unused input. The resulting unbalanced configuration has a lower bandwidth and a lower quality factor [1].

Pseudo-Differential TIAs. Instead of a differential voltage amplifier, we can use two matched single-ended voltage amplifiers, an arrangement known as a pseudo-differential amplifier. Whereas the differential and the pseudo-differential amplifier amplify the differential mode in the same way, $\left(v_{O P}-v_{O N}\right)=A_{0}\left(v_{I P}-v_{I N}\right)$, they treat the common mode differently. The output common-mode voltage of the differential amplifier is constant, as we know, but the output common-mode voltage of the pseudo-differential amplifier does depend on the input voltages. In other words, the differential amplifier rejects the common mode, whereas the pseudo-differential amplifier does not.

A balanced pseudo-differential TIA with two photodetectors is shown in Fig. 7.7. Its transimpedance is the same as of the balanced differential TIA. Similarly, its symmetry and impedance balance result in a good power supply and substrate noise rejection. However, depending on the optical inputs, this pseudo-differential TIA outputs a common-mode signal, which must be suppressed in a subsequent stage. For a more complete circuit example, see Fig. 9.6 in Chapter 9.

An unbalanced pseudo-differential TIA with one photodetector is shown in Fig. 7.8. This circuit consists of a single-ended main TIA and a matched replica TIA (a.k.a. dummy TIA) [8,27-29]. Only the $v_{\text {ON }}$ output swings while


Figure 7.7 Balanced pseudo-differential TIA with two photodetectors.

Main TIA:


Replica TIA:


Figure 7.8 Unbalanced pseudo-differential TIA with one photodetector.
the $v_{O P}$ output remains constant. The replica TIA simply produces a DC voltage that tracks the dark level of the signal voltage over process, voltage, and temperature.

Because the replica TIA only provides a DC output voltage, its bandwidth can be reduced with a large feedback capacitor $C$. This has the advantage that most of the replica TIA's noise is filtered out [8, 27, 28]. Thus, the input-referred noise current of this unbalanced pseudo-differential TIA approaches that of a single-ended TIA. The power consumption of the unbalanced pseudo-differential TIA can be reduced by scaling the bias currents in the replica TIA down (e.g., by one half) relative to the main TIA [8, 28].

From the unbalanced pseudo-differential TIA in Fig. 7.8 it is only a small step to the circuit in Fig. 7.9, which consists of a single-ended TIA followed by an $R C$ low-pass filter to generate a reference voltage [5, 7, 30]. Again, only the $v_{O N}$ output swings while the $v_{O P}$ output remains essentially constant and tracks the average value of $v_{O N}$. By eliminating the replica TIA, the circuit in Fig. 7.9 consumes less power, however, a large, possibly external, capacitor is needed to prevent the reference voltage from drifting during long runs of zeros or ones.

Output Signal Waveforms. It is instructive to compare the waveforms of the output signals $v_{O P}$ and $v_{O N}$ of the various TIA topologies (see Fig. 7.10). For the

Figure 7.9 Single-ended TIA with low-pass reference voltage generator.


Figure 7.10 Output signals of (a) differential TIA with two photodetectors (complementary input signals), (b) differential TIA with one photodetector (no offset control), (c) pseudodifferential TIA with one photodetector (no offset control), and (d) single-ended TIA with low-pass reference voltage generator.
differential TIA with two photodetectors and complementary optical signals, the differential input current, $i_{I P}-i_{I N}$, and the differential output voltage, $v_{O P}-$ $v_{O N}$, both swing symmetrically about zero. With the common-mode constraint $\frac{1}{2}\left(v_{O P}+v_{O N}\right)=V_{O C M}$, we find that the individual outputs swing symmetrically about the common-mode voltage $V_{O C M}$, as shown in Fig. 7.10(a). For the (balanced or unbalanced) differential TIA with one photodetector the situation is quite different. When the photodetector is dark, the input current is zero and hence $v_{O P}$ and $v_{O N}$ are both equal to the output common-mode voltage $V_{O C M}$. When the detector is illuminated, a current starts to flow into $R_{F}$, forcing $v_{O N}$ (dashed line) to decrease. Meanwhile, $v_{O P}$ (solid line) has to increase by the same amount to keep the output common-mode voltage at $V_{O C M}$, as illustrated in Fig. 7.10(b). For the pseudo-differential TIA with one photodetector, only the $v_{O N}$ signal swings while $v_{O P}$ remains at the dark level, as shown in Fig. 7.10(c). Finally, for the single-ended TIA with a low-pass reference voltage generator, shown in Fig. 7.10(d), only the $v_{O N}$ signal swings while $v_{O P}$ remains at the average level.

### 7.3 TIA with DC Input Current Control

Offset Control. The signals in Figs 7.10(b) and (c) suffer from a large systematic output offset voltage. In Fig. 7.10(b) this offset voltage limits the maximum possible output signal swing: $v_{O P}$ can only swing in the upper half and $v_{O N}$ can only swing in the lower half of the supply range.


Figure 7.11 Differential TIA with automatic offset control.

Figure 7.11 shows the differential TIA from Fig. 7.5 (or Fig. 7.6) enhanced with an automatic offset control (AOC) circuit. The feedback control circuit determines the output offset voltage by subtracting the time-averaged ( $R C$ low-pass filtered) values of the two output signals and, in response to this difference, controls the DC current source $I_{O S}$ (usually implemented with a MOSFET) until the output offset voltage becomes zero. In steady state, $I_{O S}$ equals the average photocurrent from the detector and the current into $R_{F}$ swings symmetrically about zero. With the offset control circuit added, the outputs swing as shown in Fig. 7.10(a) rather than in Fig. 7.10(b).

The control loop in Fig. 7.11 must be sufficiently slow to prevent the output signals from drifting when long runs of zeros or ones are received. This means that large values for $R, R^{\prime}, C$, and $C^{\prime}$ are needed, possibly requiring external capacitors. To reduce the size of the capacitors, the two grounded capacitors, $C$ and $C^{\prime}$, can be combined into one floating capacitor half their size, resulting in the same cutoff frequency (for the differential mode) but requiring only a quarter of the chip area. Alternatively, Miller multiplication may be exploited to implement large effective capacitances with small on-chip capacitors [8, 28]. To avoid large resistors and improve the accuracy of the offset compensation loop, the $R C$ low-pass filters can be replaced by a $g_{m} C$ integrator [15]. To obtain a faster response to signal increases, the $R C$ low-pass filters can be replaced by leaky peak detectors [31]. Finally, the AOC loop can be implemented in the digital domain with a current DAC providing the current $I_{O S}$.

Care must be taken to minimize the capacitive load presented by the current source $I_{O S}$ to the TIA input and to minimize noise injection from the AOC circuit $[8,15]$. To that end, we may consider moving the current source in Fig. 7.11 from the active input to the unused (and AC grounded) input and reversing its polarity to $-I_{O S}[26,32]$. Although this arrangement removes the output offset voltage as expected, it has the drawback that the amplifier's average input common-mode voltage becomes dependent on the received power


Figure 7.12 Pseudo-differential TIA with post amplifier and automatic offset control.
level. A large optical power level may push the common-mode voltage out of its permitted operating range.

Figure 7.12 shown another example of an offset control loop [8, 28]. Here, the pseudo-differential TIA from Fig. 7.8 is followed by a post amplifier, which subtracts the signals $v_{O P}$ and $v_{O N}$ and produces the complementary output signals $v_{O P}^{\prime}$ and $v_{O N}^{\prime}$ (i.e., the common-mode voltage $\left(v_{O P}^{\prime}+v_{O N}^{\prime}\right) / 2$ is constant). The control loop, which is implemented with a $g_{m} C$ integrator, forces the average output voltage of the main TIA to be identical to that of the replica TIA. Because the input current of the replica TIA is zero, the average input current of the main TIA (after $I_{O S}$ is subtracted) is forced to zero as well. Thus, like in the case of the differential TIA, $I_{O S}$ ends up matching the average photocurrent. With the AOC circuit added, the outputs of the pseudo-differential TIA section swing as shown in Fig. 7.10(d) rather than in Fig. 7.10(c).

The DC current $I_{O S}$ produced by the AOC circuits in Figs 7.11 and 7.12 is proportional to the average received optical power. Therefore, a copy of this current may be used for a received signal strength indicator (RSSI) [8], a loss of signal (LOS) alarm [8], or to control the transimpedance of the TIA [33] (cf. Section 7.4).

DC Overload Control. In coherent receivers with balanced detection, the strong local-oscillator laser causes large DC currents in both photodetectors (cf. Section 3.5). While these two DC currents are essentially equal (a common-mode current) and thus ideally do not cause an output offset error, they can easily overload the TIA. For the differential TIA with two photodetectors in Fig. 7.4, a common-mode current from the detectors moves the common-mode input voltage up and for large currents it may go out of its permitted range. For the pseudo-differential TIA with two photodetectors in Fig. 7.7, a common-mode current from the detectors causes the
common-mode output voltage to move down and for large currents it may cause the outputs to saturate.

To avoid these problems, control loops that remove the DC input currents from the photodetectors can be used. The basic idea is the same as the one discussed earlier for offset control, except that the primary goal now is to remove the input common-mode current (rather than the output offset voltage). A replica circuit similar to that in Fig. 7.12 can be used to determine each DC input current and to force it to zero by subtracting $I_{O S}$ (see Fig. 9.7 in Chapter 9).

DC input current control can also be applied to single-ended TIAs with one photodetector. The goal now is to make the DC component of the output signal independent of the received power level. The average voltage drop across $R_{F}$ can be taken as the input to the error amplifier thus forcing the average current into the TIA to zero [33].

### 7.4 TIA with Adaptive Transimpedance

How does the basic shunt-feedback TIA respond to an increasing input signal? Starting with a small input signal, the output voltage swing $v_{O}^{p p}$ increases proportional to the input current swing, $i_{I}^{p p}$. Eventually, the voltage amplifier starts to compress and the TIA no longer responds linearly. This point defines the maximum input current for linear operation, $i_{\text {lin }}^{p p}$ (cf. Section 5.3). Continuing to increase the input signal swing, the output swing ultimately reaches the overload limit of the voltage amplifier, $v_{O, o v l}^{p p}$, resulting in large signal distortions and jitter. This point defines the input overload current of the TIA, $i_{o v l}^{p p}=v_{O, o v l}^{p p} / R_{T}$ (cf. Section 6.2).

The maximum input current for linear operation as well as the input overload current can be pushed to higher values by reducing the transimpedance for large input currents. The block diagram of a TIA with adaptive transimpedance or automatic gain control (AGC) is shown in Fig. 7.13(a). Its response to an


Figure 7.13 TIA with adaptive transimpedance: (a) block diagram and (b) output swing versus input swing for fixed (dashed line) and adaptive (solid line) transimpedance.
increasing input signal is plotted in Fig. 7.13(b) and compared to that of a TIA with fixed transimpedance. Starting with a small input signal, the transimpedance is set to its highest value and the output swing increases rapidly with input swing. When the output swing approaches the nonlinear limit, a control loop reduces the transimpedance such that the output swing remains below that limit. Continuing to increase the input signal swing, the output swing initially remains relatively constant up to the point where the loop cannot reduce the transimpedance any further. Then, the output swing starts to increase again, eventually resulting in nonlinear distortions and overload. However, the adaptive TIA reaches these limits for significantly larger input signals than the fixed TIA.

A large linear range is important in applications that perform linear signal processing, such as equalization and data conversion, and in applications that use higher-order modulation, such as 4-PAM and QAM. Wide dynamic range TIAs also are important in optical storage systems [34-36] and in laser radar systems [37, 38].

Control Loop. The control loop shown in Fig. 7.13(a) uses an $R C$ low-pass filter to extract the average value $\bar{v}_{O}$ from the output signal [4, 39]. Given a DC-balanced signal with the lower level at a fixed voltage, the average value $\bar{v}_{O}$ is proportional to the swing $v_{O}^{p p}$. An error amplifier subtracts $\bar{v}_{O}$ from the reference voltage $V_{\text {REF }}$ and outputs the AGC voltage $V_{A G C}$ that adjusts the transimpedance. The loop reaches steady state when $\bar{v}_{O} \approx V_{\text {REF }}$. The $R C$ filter's bandwidth must be sufficiently small to prevent the gain from drifting when long runs of zeros or ones are received. Loops with bandwidths as low as 3 Hz have been reported [40].

If the TIA also contains an AOC circuit, as discussed in Section 7.3, the offset control voltage from this circuit, which is a good measure of the received signal strength, can be reused to control the transimpedance, eliminating the need to generate a separate gain control voltage [33].

The required narrow loop bandwidth prevents the gain control mechanism from responding quickly to changes in the input signal swing. Thus, for an abrupt signal increase, the TIA may temporarily overload. To avoid this, the signal swing can be determined with two leaky peak detectors instead of the $R C$ low-pass filter [7,40-42]. This approach simultaneously gives a quick response to signal increases and a slow response to signal decreases. The latter feature also keeps the drift due to long runs of zeros or ones small. When discussing burst-mode TIAs in Section 8.4, we come back to the use of peak detectors for gain control.

The transimpedance of a TIA can be controlled by (i) varying the feedback resistor, (ii) shunting a variable amount of photodetector current away from the input, or (iii) attenuating the photodetector current by a variable amount. We discuss these three methods next.


Figure 7.14 TIA with variable feedback resistor: (a) continuous control and (b) discrete control.
Variable Feedback Resistor. The transimpedance $R_{T}$ can be controlled by means of the feedback resistor $R_{F}$, as is evident from the relationship

$$
\begin{equation*}
R_{T}=\frac{A_{0} R_{F}}{A_{0}+1} . \tag{7.9}
\end{equation*}
$$

The feedback resistor may be varied continuously in response to a control voltage ( $V_{A G C}$ ) or discretely in response to a digital code. Figure 7.14(a) shows a TIA with continuous control, where the feedback resistor is implemented with a MOSFET, $M_{F}$, operating in the linear regime [4, 29, 43]. A fixed resistor, $R_{F 0}$, in parallel to $M_{F}$ improves the linearity and limits the maximum resistance. Figure 7.14(b) shows a TIA with discrete control, where the maximum feedback resistor, $R_{F 0}$, is reduced by switching additional resistors, $R_{F 1}, R_{F 2}$, etc., in parallel to it [34, 44]. The latter scheme typically allows for a wider transimpedance tuning range but requires a digital controller.

Dynamic Range Improvement. As we discussed in Section 6.2, the input overload current is inversely proportional to the feedback resistor, $i_{o v l}^{p p} \propto 1 / R_{F}$ (assuming the voltage amplifier is able to $\left.\operatorname{sink} i_{o v l}^{p p}\right)$. The same is true for the maximum input current for linear operation, $i_{\operatorname{lin}}^{p p} \propto 1 / R_{F}$. The sensitivity, the lower end of the dynamic range, is proportional to the input-referred rms noise current, $i_{\text {sens }}^{p p} \propto i_{n, T I A}^{r m s}$. For small values of $R_{F}$, when the feedback-resistor noise dominates, the sensitivity varies with $R_{F}$ as $i_{\text {sens }}^{p p} \propto 1 / \sqrt{R_{F}}$; for large values of $R_{F}$, when the amplifier front-end noise dominates, the sensitivity becomes independent of $R_{F}$. The optical overload and sensitivity limits following from this analysis are plotted in Fig. 7.15 as a function of $R_{F}$ on a log-log scale [45].

What happens when the feedback resistor is made adaptive? For strong optical signals, $R_{F}$ is reduced to prevent the high input currents from overloading the TIA. For weak optical signals, $R_{F}$ is increased to reduce the noise contributed by this resistor. Figure 7.15 shows how an adaptive feedback resistor extends the dynamic range over what can be achieved with any particular fixed feedback resistor.

Figure 7.15 Extension of the dynamic range with an adaptive feedback resistor.


Adaptation Range

Stability and Bandwidth Control. An important consideration for TIAs with variable transimpedance is their stability. From Eq. (6.11) we see that if we reduce $R_{F}$, while keeping the voltage amplifier ( $T_{A}$ and $A_{0}$ ) fixed, the quality factor $Q$ increases, pushing the TIA toward instability. This can be explained with the help of Fig. 6.4: If we reduce $R_{F}$, the open-loop low-frequency pole, $f_{I}=1 /\left(2 \pi R_{F} C_{T}\right)$, speeds up, while the open-loop high-frequency pole, $f_{A}=1 /\left(2 \pi T_{A}\right)$, and the loop gain, $A_{0}$, remain constant. Consequently, the open-loop pole spacing and thus the stability is reduced (cf. Eq. (6.12)).

Another concern is that the bandwidth of the TIA increases when we reduce $R_{F}$ while keeping $A_{0}$ fixed. This effect can be seen from Eqs. (6.4) or (6.13). Increasing the open-loop low-frequency pole while keeping the DC loop gain constant increases the open-loop unity-gain frequency. In optically amplified transmission systems, an increase in bandwidth causes the receiver to pick up more noise from the optical amplifiers, resulting in a degraded SNR and higher bit error rate, as explained in Section 4.6 (cf. Eq. (4.53)). In unamplified transmission systems, an increase in bandwidth at high power levels usually is not an issue. The bandwidth increase causes the receiver to generate more noise, but the received signal is much stronger and the resulting SNR is sufficiently high.

One way to keep the TIA's bandwidth approximately constant is to reduce the gain of the voltage amplifier proportional to the feedback resistor, $A_{0} \propto R_{F}$ [4, 44, 46, 47]. This approach is indicated in Fig. 7.14(a) by the arrow through the voltage amplifier. Varying $A_{0}$ proportional to $R_{F}$, results in the bandwidth of the voltage amplifier varying inversely proportional to $R_{F}, f_{A} \propto 1 / A_{0} \propto 1 / R_{F}$, assuming $A_{0} f_{A}$ is constant. As a result, $f_{I}$ and $f_{A}$ both become inversely proportional to $R_{F}$ and the open-loop pole spacing remains fixed. Moreover, the open-loop unity-gain frequency becomes approximately independent of $R_{F}$. For the closed-loop response this means that the bandwidth remains approximately constant (cf. Eq. (I.118)) while the quality factor $Q$ decreases (stability improves) with decreasing $R_{F}$ (cf. Eq. (I.119)). Circuit techniques to obtain good tracking between $A_{0}$ and $R_{F}$ have been proposed [44]. [ $\rightarrow$ Problem 7.4.]

For our $10-\mathrm{Gb} / \mathrm{s}$ TIA example in Table 6.1, reducing $R_{F}$ by a factor four from 600 to $150 \Omega$ and cutting $A_{0}$ by a factor four from 5.0 to 1.25 results in $R_{T}=83 \Omega, B W_{3 \mathrm{~dB}}=8.8 \mathrm{GHz}$ and $Q=0.43$. We observe a small increase in bandwidth (up from 6.85 GHz ) and a decrease in the quality factor (down from 0.71).

Another technique to keep the bandwidth constant is to add feedback capacitors, $C_{F 1}, C_{F 2}$, etc., when $R_{F}$ is reduced [34, 43]. This approach is shown in Fig. 7.14(b). We can estimate the necessary $C_{F}$ from the requirement that the open-loop low-frequency time constant including the Miller contribution from $C_{F}$, given by $R_{F}\left[C_{T}+\left(A_{0}+1\right) C_{F}\right]$, remains constant (cf. Eq. (I.58)). The feedback capacitors added to keep the bandwidth constant also provide good stability for all transimpedance settings. In this scheme, the voltage gain remains at its full value, keeping the input voltage swing small.

For our 10-Gb/s TIA example, reducing $R_{F}$ by a factor four from 600 to $150 \Omega$ and adding the feedback capacitor $C_{F}=0.15 \mathrm{pF}$ (note that $0.3 \mathrm{pF}+[5+1] \times$ $0.15 \mathrm{pF}=4 \times 0.3 \mathrm{pF}$ ) results in $R_{T}=125 \Omega, B W_{3 \mathrm{~dB}}=5.9 \mathrm{GHz}$ and $Q=0.43$. The slightly smaller value $C_{F}=0.125 \mathrm{pF}$ would have given a more constant bandwidth.

Although Fig. 7.14 illustrates the gain compensation method for a TIA with continuous control and the feedback-capacitance compensation method for a TIA with discrete control, the methods do not need to be paired in this way. For example, in [43] $R_{F}$ is controlled in a continuous manner and discrete feedback capacitors are switched in when the control voltage crosses predefined thresholds while in [4] $R_{F}$ and the voltage-amplifier gain are controlled in discrete steps.

Equation (7.9) suggests that the transimpedance also could be controlled by varying the gain $A_{0}$ while keeping $R_{F}$ fixed [48]. However, this method has the problem that very low gains, $A_{0} \ll 1$, are needed to reduce the transimpedance to the values needed in practice. These very low gains lead to very small bandwidths (high input impedances) and large input voltage swings that far exceed the output voltage swing. For our $10-\mathrm{Gb} / \mathrm{s}$ TIA example, to lower the transimpedance from 500 to $125 \Omega$, we would have to cut the gain from 5.0 to 0.26 , resulting in a bandwidth of only 1.1 GHz .

Variable Input Shunt Resistor. An alternative to the TIA with variable feedback resistor is the TIA with variable input shunt resistor, $R_{S}$. This approach is shown in Fig. 7.16. To prevent the input shunt resistor from disturbing the operating point of the TIA, it must connect to a node with a voltage that matches the quiescent voltage of the TIA input $\left(V_{1}\right)$. The shunt resistor can connect to an AC


Figure 7.16 TIA with variable input shunt resistor.
ground if a parallel shunt path for the DC current is provided [33]. This scheme extends the dynamic range of the TIA as follows: For large optical signals, $R_{S}$ is reduced to divert some of the photodetector current to ground, thus preventing the input current from overloading the TIA. For weak optical signals, $R_{S}$ is increased such that almost all photodetector current flows into the TIA. In the latter case, the noise contribution from the shunt resistor and the associated sensitivity degradation are negligible.

The addition of $R_{S}$ modifies the low-frequency transimpedance of the TIA as follows (cf. Eq. (I.122)) [48]

$$
\begin{equation*}
R_{T}=\frac{A_{0} R_{F}}{A_{0}+1+R_{F} / R_{S}} \tag{7.10}
\end{equation*}
$$

confirming that $R_{S}$ can be used to control the transimpedance. Varying the shunt resistor has the advantage over varying the feedback resistor that it is easier to maintain stability and constant bandwidth. More specifically, if we reduce $R_{S}$, the open-loop low-frequency pole, which is given by $\left(R_{S}+R_{F}\right) /\left(R_{S} R_{F} C_{T}\right)$, speeds up and the loop gain, which is given by $A_{0} R_{S} /\left(R_{S}+R_{F}\right)$, decreases by the same amount. Thus, for a loop gain that is significantly larger than one, the closed-loop response remains approximately constant (cf. Eq. (I.121)). When $R_{S}$ becomes so small that the loop gain drops below unity, stability is guaranteed by virtue of that low loop gain. [ $\rightarrow$ Problem 7.5.]

For our 10-Gb/s TIA example in Table 6.1, we can lower the transimpedance from 500 to $125 \Omega$ by adding the input shunt resistor $R_{S}=33.3 \Omega$, resulting in $B W_{3 \mathrm{~dB}}=9.6 \mathrm{GHz}$ and $Q=0.53$. In this example, the loop gain dropped by a factor 19 from 5.0 to 0.26 and the open-loop low-frequency pole sped up by the same factor 19, moving past the open-loop high-frequency pole. A small feedback capacitor, $C_{F} \approx 45 \mathrm{fF}$, could be added to bring the bandwidth back to 6.85 GHz .

Another advantage of the shunt-resistor control is that the voltage amplifier does not need to sink the whole overload current from the photodetector: much of this current is picked up by the shunt resistor. A downside is that a relatively large FET is needed to realize the low value of $R_{S}$. Such an FET has a correspondingly large parasitic capacitance that adds substantially to $C_{T}$.

The methods of variable feedback resistor and variable shunt resistor can also be combined to extend the control range. For example, in [29] the feedback resistor is reduced first and after this resistor has reached its lowest value, a shunt mechanism similar to Fig. 7.16 is turned on to reduce the transimpedance further.

Implementation of Voltage-Controlled Resistors. The variable resistor in the aforementioned TIAs is usually implemented with an FET operating in the linear regime. Over what range can the resistance of such an FET resistor be tuned? From the FET model for the linear regime it follows that the drain-source
resistance varies approximately inversely proportional to the overdrive voltage, $R \propto 1 /\left(V_{G S}-V_{T H}\right)$. Thus, the resistance tuning range is given by the maximum and minimum possible overdrive voltages. The maximum overdrive voltage is limited by the supply voltage and headroom considerations whereas the minimum overdrive voltage is limited by the signal voltage from drain to source and the tolerable nonlinear distortions [29]. As a rule, the overdrive voltage needs to be at least a factor of two more than the drain-source voltage to limit the modulation of the resistance by the signal voltage. For example, for a maximum drain-source voltage of 0.1 V (a swing of $0.2 \mathrm{~V}_{p p}$ ) and a supply voltage of 4 V , the overdrive voltage range is about 0.2 to 2 V resulting in a resistance ratio of $10: 1$.

To increase the resistance tuning range beyond 10:1, two (or more) FETs with different sizes can be used [29]. Drain and source of the two FETs are connected in parallel and the gates are controlled individually in a sequential manner. For example, to cover the $100: 1$ range from $20 \mathrm{k} \Omega$ to $200 \Omega$, the gate voltage of the small FET is first swept from low to high while the large FET is turned off, tuning the resistance from 20 to $2 \mathrm{k} \Omega$; then, the gate voltage of the $10 \times$ larger FET is swept from low to high while the small FET is kept on, tuning the resistance from $2 \mathrm{k} \Omega$ to $200 \Omega$.

A fixed resistor may be connected in parallel to the voltage-controlled FET to limit the maximum resistance for low control voltages and to linearize the channel resistance for small overdrive voltages.

Variable Input Current Attenuator. Another way to increase the TIA's input overload current is to insert a current attenuator in between the photodetector and the TIA [37, 38, 49]. This approach is sketched in Fig. 7.17. The AC current from the photodetector, $i_{i}$, is split into two parts, one of which, $i_{a}$, flows into the TIA and the other, $i_{i}-i_{a}$, is dumped into the power rail. The split is accomplished with the differential pair $Q_{1}$ and $Q_{1}^{\prime}$, which is controlled by the voltage difference $V_{A G C}-V_{\text {REF }}$. For $V_{A G C} \gg V_{\text {REF }}, Q_{1}$ is fully turned on and virtually all signal current flows into the TIA, $i_{a}=i_{i}$ (ignoring $R_{E}, R_{C}, R_{C}^{\prime}$ for now); for $V_{A G C}=V_{\text {REF }}$, both transistors are equally turned on and the signal current is split in half, $i_{a}=\frac{1}{2} i_{i}$; for $V_{A G C} \ll V_{\text {REF }}, Q_{1}^{\prime}$ is fully turned on and virtually no signal current flows into the TIA, $i_{a}=0$.


Figure 7.17 TIA with variable input current attenuator.

The bias current through $R_{E}$ must be chosen significantly larger than the maximum photodetector current to prevent the transistors from current starving. Moreover, the impedance seen into the common-emitter node of $Q_{1}$ and $Q_{1}^{\prime}$ must be low compared to the emitter resistor, $1 /\left(g_{m 1}+g_{m 1}^{\prime}\right) \ll R_{E}$, such that almost all signal current from the photodetector flows into the differential pair. Similarly, the input impedance of the shunt-feedback TIA must be low compared to $R_{C}$, such that almost all signal current from the attenuator flows into the TIA. With these assumptions and a high current gain for $Q_{1}$ and $Q_{1}^{\prime}$, the transimpedance can be written as

$$
\begin{equation*}
R_{T}=\frac{1}{1+\exp \left[\left(V_{\mathrm{REF}}-V_{A G C}\right) / V_{T}\right]} \cdot \frac{A_{0} R_{F}}{A_{0}+1}, \tag{7.11}
\end{equation*}
$$

where $V_{T}$ is the thermal voltage. The first factor is the voltage-controlled attenuation and the second factor is the familiar transimpedance of the TIA without attenuator. To derive the first factor, we write the attenuation as $i_{a} / i_{i}=g_{m 1} /\left(g_{m 1}+g_{m 1}^{\prime}\right)$ and use $g_{m 1}=I_{C 1} / V_{T}, g_{m 1}^{\prime}=I_{C 1}^{\prime} / V_{T}$, and $I_{C 1}=$ $\left(I_{C 1}+I_{C 1}^{\prime}\right) /\left(1+\exp \left[-\left(V_{A G C}-V_{\mathrm{REF}}\right) / V_{T}\right]\right)$ [50].

One drawback of the simple attenuator in Fig. 7.17 is that the DC voltage drop across $R_{C}$ varies with the control voltage. To prevent the attenuator from disturbing the TIA's operating point, AC coupling capacitor $C_{1}$ is inserted. A more elegant solution is to connect a second differential pair, controlled by $-\left(V_{A G C}-V_{\text {REF }}\right)$, in parallel to the outputs of the first one such that the bias currents through $R_{C}$ and $R_{C}^{\prime}$ remain constant regardless of the control voltage [37, 38]. DC coupling between the attenuator and the TIA is then possible.

When used with a differential-input TIA, the collectors of $Q_{1}$ and $Q_{1}^{\prime}$ can be connected to the inverting and noninverting inputs of the TIA, respectively [37, 38]. In this configuration, the transimpedance is zero for $V_{A G C}=V_{\text {REF }}$, that is, when the attenuator splits the photodetector current 1:1.

The presence of an input current attenuator increases the input-referred noise current by the amount of the attenuation. At the same time, the input current attenuator may reduce the total capacitance at the voltage amplifier input, $C_{T}$, by decoupling the photodetector capacitance. The latter effect decreases the input-referred noise current of the TIA. For large photodetector capacitances, the overall noise performance with and without the attenuator stays about the same [37,38, 49]. Stability and bandwidth variations are usually small in this control scheme because the output impedance of the attenuator is largely independent of the control voltage.

The circuit in Fig. 7.17 shares some properties with the TIA with common-base input stage, which we discuss in Section 7.5.

Nonlinear Networks. If linearity for large input signals is not a requirement, nonlinear elements, such as diodes and transistors, can be used to increase the


Figure 7.18 TIA with nonlinear feedback network: (a) circuit and (b) DC transfer function.

TIA's input overload current. This method avoids the need for a control loop and results in an instantaneous response to changes in signal strength.

Figure 7.18(a) shows an example where the linear feedback resistor has been replaced by a nonlinear feedback network [27]. For small input signals, diode $D_{1}$ is turned off and the transimpedance is determined by $R_{F 0}$. For input signals large enough to forward biases $D_{1}$, the feedback resistance reduces to $R_{F 0} \| R_{F 1}$, thus reducing the transimpedance and preventing the TIA from overloading. Capacitor $C_{F 1}$ has the same stabilizing function as in Fig. 7.14(b). The DC transfer function for this nonlinear TIA is depicted in Fig. 7.18(b). Note that this graph, unlike the one in Fig. 7.13(b), relates instantaneous signal values.

Figure 7.19(a) shows an example of a shunt-feedback TIA with a nonlinear input shunt network. For small input signals, diode $D_{1}$ is off and the transimpedance is set by $R_{F}$. For signals large enough to turn the diode on, some input current is shunted away from $R_{F}$, resulting in a logarithmic compression. The corresponding DC transfer function is depicted in Fig. 7.19(b). The breaking point between the linear and logarithmic regime can be controlled with the voltage source $V_{1}$. More sophisticated variations of this idea using bipolar transistors have been reported in $[51,52]$.

In Section 8.4, we discuss the use of nonlinear TIAs in burst-mode applications.


Figure 7.19 TIA with nonlinear input shunt network: (a) circuit and (b) DC transfer function.

### 7.5 Common-Base and Common-Gate TIAs

The bandwidth and stability of the shunt-feedback TIA depend on the photodetector capacitance, $C_{D}$. This dependence is made explicit by Eqs. (6.10) and (6.11) and can be explained as follows. If we increase $C_{T}\left(=C_{D}+C_{I}\right)$, the open-loop low-frequency pole at $1 /\left(R_{F} C_{T}\right)$ slows down, which reduces the TIA's bandwidth. If we decrease $C_{T}$, the open-loop low-frequency pole speeds up, which reduces the open-loop pole spacing and thus degrades the stability (cf. Fig. 6.4 and Eq. (6.12)). In applications where the TIA has to work with a variety of photodetectors exhibiting a range of capacitances, this dependence can be problematic.

One solution is to add a feedback capacitor $C_{F}$, such that the resulting Miller capacitance at the input dominates the photodetector capacitance: $\left(A_{0}+1\right) C_{F} \gg C_{D}$ [29]. Then, the bandwidth is mostly determined by $R_{F}$ and $C_{F}$ and the sensitivity to $C_{D}$ is greatly reduced (cf. Eq. (I.58)). However, this approach also significantly reduces the maximum achievable transimpedance (cf. Eqs. (I.59) and (I.61)).

Another solution is to interpose a current buffer in the form of a common-base or common-gate stage in between the photodetector and the shunt-feedback TIA [53]. The input capacitance seen by the shunt-feedback TIA is now independent of $C_{D}$ and, if the bandwidth of the current buffer is sufficiently high, the overall bandwidth is insensitive to $C_{D}$.

Before discussing the combination of a current buffer with a shunt-feedback TIA in more details, let us analyze the common-base (and common-gate) stage by itself. Not only is this a good warm-up exercise, but the common-base (and common-gate) stage can also serve as a simple TIA by itself. This type of TIA is known as a feedforward TIA [54] or an open-loop TIA [30]. Despite its simplicity, it is suitable for applications that do not require the lowest possible noise but demand low power consumption (e.g., optical interconnects) [54-57].

Common-Base (Common-Gate) Feedforward TIA. Figure 7.20 shows the schematic of a basic common-base feedforward TIA. The common-base stage presents a low input impedance, $R_{I} \approx 1 / g_{m}$, to the photodetector, pushing the input pole to a high frequency. The AC current from the photodetector, $i_{i}$ passes mostly unattenuated through $Q_{1}$ into the collector resistor $R_{C}$, where it is converted to a voltage, $v_{o} \approx R_{C} i_{i}$. Thus, the transimpedance of this TIA is approximately $R_{C}$. Note that $Q_{1}$ acts as a unity-gain current buffer (or current follower) with an input impedance that is much lower than its output impedance. The emitter resistor $R_{E}$ supplies the bias current for $Q_{1}$. In some implementations, $R_{E}$ is replaced by a current source transistor.

To calculate the frequency response, we make the following simplifying assumptions (for now): $R_{E} \gg 1 / g_{m}, \beta \gg 1, g_{o} \ll 1 / R_{C}$, and $R_{b} \ll 1 / g_{m}$. We define the total capacitance at the input node $C_{T}=C_{D}+C_{I}$, where $C_{D}$ is


Figure 7.20 Basic common-base feedforward TIA.
the photodetector capacitance plus all parasitic capacitances in parallel to it and $C_{I} \approx C_{b e}$. (Note that in contrast to the shunt-feedback TIA, $C_{I}$ does not contain a Miller component.) We also define the total capacitance at the output node $C_{L}$ as the sum of $C_{b c}$, the collector-substrate capacitance, and the external load capacitance. The resulting transfer function has two real poles, one corresponding to the input node and one corresponding to the output node:

$$
\begin{equation*}
Z_{T}(s)=\frac{R_{T}}{\left(1+s / \omega_{p 1}\right)\left(1+s / \omega_{p 2}\right)}, \tag{7.12}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{T}=R_{C}, \quad \omega_{p 1}=\frac{g_{m}}{C_{T}}, \quad \omega_{p 2}=\frac{1}{R_{C} C_{L}} . \tag{7.13}
\end{equation*}
$$

The frequency response of Eq. (7.12) is shown in Fig. 7.21. Because both poles are real (and negative), stability is guaranteed for any value of $C_{T}$.
Equations (7.12) and (7.13) also hold for a common-gate feedforward TIA if $g_{m}$ is replaced by $g_{m}+g_{m b}$, where $g_{m b}$ is the substrate transconductance and a FET with grounded substrate is assumed.

Second-Order Effects. A finite emitter resistor $R_{E}$ or a finite current gain $\beta$ diverts some of the photodetector AC current away from $R_{C}$ resulting in the lower transimpedance $R_{T}=R_{C} /\left(1+g_{m} / R_{E}+1 / \beta\right)$, the lower input resistance $R_{I}=1 /\left(g_{m}+1 / R_{E}+g_{m} / \beta\right)$, and the faster input pole $\omega_{p 1}=$ $\left(g_{m}+1 / R_{E}+g_{m} / \beta\right) / C_{T}$. Conversely, a nonzero output conductance $g_{o}$ increases the input resistance from $1 / g_{m}$ to $1 / g_{m} \cdot\left(1+g_{o} R_{C}\right)$ [30].
A nonzero base resistance $R_{b}$ increases the input impedance and for large base resistances the input impedance becomes inductive [58]. While an


Figure 7.21 Frequency response of the common-base feedforward TIA.
inductive input speeds up the input pole, it may also degrade the TIA's stability (cf. Eq. (I.128)). [ $\rightarrow$ Problem 7.6.]

Bias Considerations. The DC output voltage of the circuit in Fig. 7.20 is $V_{C C}-$ $I_{C} R_{C}$, where $V_{C C}$ is the supply voltage and $I_{C}$ is the collector current. To maximize the signal headroom, this output voltage should be set to about $V_{C C} / 2$. Thus, the bias current essentially determines the transimpedance of the TIA, $R_{T}=R_{C} \approx V_{C C} /\left(2 I_{C}\right)$, as well as the input resistance, $R_{I}=1 / g_{m}=V_{T} / I_{C}$. Note that the shunt-feedback TIA does not suffer from a similar trade off because $R_{F}$, which determines the transimpedance, does not need to support a bias current.

The photodetector DC current and the collector bias current in Fig. 7.20 must sum up to the bias current supplied by $R_{E}$. Thus, the collector bias current and $g_{m}$ are reduced when a large optical signal is received. This undesirable effect can be eliminated by adding a control loop that removes the photodetector DC current or by making $Q_{1}$ part of a floating current mirror that imposes a constant collector current [59] (see Fig. 9.16 in Chapter 9 for an example).

3- $d B$ Bandwidth. Let us determine the $3-\mathrm{dB}$ bandwidth of the common-base TIA. In order to make the TIA's bandwidth insensitive to the photodetector capacitance, we choose the input pole $\omega_{p 1}$ at a higher frequency than the output pole $\omega_{p 2}$ [59]. The bandwidth is then, as indicated in Fig. 7.21, mostly determined by the dominant output pole, $B W_{3 \mathrm{~dB}} \approx \omega_{p 2} /(2 \pi)$.

To determine the $3-\mathrm{dB}$ bandwidth more accurately, we need to know the pole spacing, which is defined as $\chi=\omega_{p 1} / \omega_{p 2}$. Then, we can use Eq. (H.16) on p. 486 in Appendix H to calculate $B W_{3 \mathrm{~dB}}$ as a function of $\omega_{p 2}$ and $\chi$. Table 7.2 gives numerical values for the $3-\mathrm{dB}$ bandwidth (normalized to the dominant pole frequency) as a function of the pole spacing. Clearly, $B W_{3 \mathrm{~dB}} \leq \omega_{p 2} /(2 \pi)$ for any value of $\chi$ and $B W_{3 \mathrm{~dB}}=\omega_{p 2} /(2 \pi)$ for $\chi \rightarrow \infty$, in which case the response reduces to first order.

Table 7.2 Normalized 3-dB and noise bandwidths of Eq. (7.12) as a function of the pole spacing $\chi=\omega_{p 1} / \omega_{p 2}$ (for $\omega_{p 1} \geq \omega_{p 2}$ ).

| Pole <br> spacing $\chi$ | $B W_{3 \mathrm{~dB}} /\left[\omega_{p 2} /(2 \pi)\right]$ | $B W_{n} / B W_{3 \mathrm{~dB}}$ | $B W_{n 2} / B W_{3 \mathrm{~dB}}$ |
| :--- | :--- | :--- | :--- |
| 1 | 0.644 | 1.22 | 2.07 |
| 2 | 0.838 | 1.25 | 2.20 |
| 3 | 0.912 | 1.29 | 2.41 |
| 4 | 0.946 | 1.33 | 2.61 |
| 5 | 0.964 | 1.36 | 2.80 |
| 10 | 0.990 | 1.44 | 3.53 |
| 100 | 0.99990 | 1.56 | 7.76 |

The table also shows that a larger pole spacing makes the bandwidth less sensitive to variations in $C_{D}$. For example, if the pole spacing for the largest value of $C_{D}$ is two, the TIA's bandwidth varies less than $16.2 \%$ ( $=100 \%-83.8 \%$ ) over the full range of $C_{D}$. If the minimum pole spacing is three, the variation is less than $8.8 \%(=100 \%-91.2 \%)$.

Transimpedance Limit. To derive a transimpedance limit that can be compared to our earlier results for the shunt-feedback TIA, we write the gain-bandwidth product of the common-base stage as $A_{0} f_{A}$. With the DC voltage gain $A_{0}=$ $g_{m} R_{C}$ and the stage bandwidth $f_{A}=\omega_{p 2} /(2 \pi)$, we can write the output pole as $\omega_{p 2}=2 \pi A_{0} f_{A} /\left(g_{m} R_{C}\right)$. Using $g_{m}=\omega_{p 1} C_{T}$ from Eq. (7.13) and $\omega_{p 1}=\chi \omega_{p 2}$, we find $\omega_{p 2}=\sqrt{2 \pi A_{0} f_{A} /\left(\chi R_{C} C_{T}\right)}$. Observing that $B W_{3 \mathrm{~dB}} \leq \omega_{p 2} /(2 \pi)$ and using $R_{T}=R_{C}$, the transimpedance limit becomes [12]

$$
\begin{equation*}
R_{T} \leq \frac{A_{0} f_{A}}{2 \pi C_{T} \chi \cdot B W_{3 \mathrm{~dB}}^{2}} \tag{7.14}
\end{equation*}
$$

where the equality is reached for large values of $\chi$. Interestingly, for $\chi=1$, that is, for two identical real poles, the transimpedance limit coincides with that of the shunt-feedback TIA, Eq. (6.14). As we increase the pole spacing to decouple the bandwidth from $C_{D}$, the maximum achievable transimpedance is linearly reduced.

Note that the inequality in Eq. (7.14) did not result from a stability condition (e.g., $Q \leq Q_{0}$ or $\phi_{m} \geq \Phi_{m}$ ) as in the transimpedance limit for the shunt-feedback TIA, but from (lazily) bounding the bandwidth as $B W_{3 \mathrm{~dB}} \leq \omega_{p 2} /(2 \pi)$. When going through the trouble of calculating the exact bandwidth of Eq. (7.12) as a function of $\omega_{p 2}$ and $\chi$, the transimpedance can be written as an equality (see Eq. (I.130) on p. 525 for the expression). The exact solution is illustrated graphically in Fig. 7.22 (solid line) along with the bound of Eq. (7.14) (dashed line). The exact transimpedance reaches its maximum for $\chi=1$ with a value equal to about $41 \%$ of the shunt-feedback limit in Eq. (6.14). In conclusion, given the same bandwidth and technology, our feedforward TIA model always has a lower transimpedance than the shunt-feedback TIA model, even in the best case when the two poles are at the same frequency. [ $\rightarrow$ Problem 7.7.]


Figure 7.22 Transimpedance versus pole spacing of the feedforward TIA (on a log-log scale): exact solution Eq. (I.130) (solid line) and bound Eq. (7.4) (dashed line).

Input-Referred Noise Current PSD. To calculate the input-referred noise current PSD, we first need to find the input-referral functions for the individual device noise sources. The thermal noise current of $R_{E}$ and the base shot-noise current of $Q_{1}$ contribute directly to the input-referred noise. The collector shot-noise current is input referred by $H_{C}^{-1}(s)=\left(s R_{E} C_{T}+1\right) /\left(g_{m} R_{E}\right)$, where we neglected $R_{b}$. The thermal noise current of $R_{C}$ is input referred by $H_{R C}^{-1}(s)=1+H_{C}^{-1}(s) \approx 1+s C_{T} / g_{m}$, where we again neglected $R_{b}$ and further assumed $g_{m} R_{E} \gg 1$. Finally, the thermal noise current of $R_{b}$ is input referred by $H_{R b}^{-1}(s)=s R_{b} C_{D}+R_{b} / R_{E}$. After referring all device noise sources to the input, we find the noise current PSD as

$$
\begin{align*}
I_{n, T I A}^{2}(f)= & \frac{4 k T}{R_{C}}+\frac{4 k T}{R_{E}}+\frac{2 q I_{C}}{\beta}+2 q I_{C} \frac{\left(2 \pi C_{T}\right)^{2}}{g_{m}^{2}} f^{2}  \tag{7.15}\\
& +4 k T R_{b}\left(2 \pi C_{D}\right)^{2} f^{2}+\cdots,
\end{align*}
$$

where the terms are due to the collector resistor, emitter resistor, and base current, collector current, and the base resistance, respectively, and the following simplifying assumptions were made: $\left(g_{m} R_{E}\right)^{2} \gg \beta$ (the white noise due to the base current dominates that due to the collector current), $R_{E} \gg R_{b}$ (the white noise due to $R_{E}$ dominates that due to $R_{b}$ ), and $g_{m} R_{C} \gg 2$ (the $f^{2}$ noise due to the collector current dominates that due to $R_{C}$ ).

Interestingly, this noise expression is very similar to that of the shuntfeedback TIA with a common-emitter input stage given in Eq. (6.48). The main differences are that $R_{C}$ now plays the role of $R_{F}$ and that there is a new noise term due to the bias resistor $R_{E}$ (or, if a bias transistor is used, a new noise term due to that transistor). It is a well known fact that common-emitter, common-collector, and common-base configurations are all described by very similar input-referred noise expressions [49, 60].

The corresponding noise expression for the common-gate TIA essentially consists of the noise terms known from the shunt-feedback TIA with common-source input stage plus the noise current of the new biasing device (cf. Eq. (I.131)). [ $\rightarrow$ Problem 7.8.]

Noise Bandwidths and Input-Referred RMS Noise Current. To calculate the input-referred rms noise current we need to know the noise bandwidths, $B W_{n}$ and $B W_{n 2}$, in addition to the noise current PSD. For $\chi=1$, the common-base TIA exhibits a critically damped second-order response and the corresponding noise bandwidths can be found in Table 4.7. For $\chi \rightarrow \infty$, the second-order response degenerates into a first-order response and the noise bandwidth for white noise becomes $B W_{n}=\pi / 2 \cdot B W_{3 \mathrm{~dB}}$ while the noise bandwidth for $f^{2}$ noise diverges like $B W_{n 2} \rightarrow \sqrt[3]{3 \pi / 2 \cdot \chi} \cdot B W_{3 \mathrm{~dB}}$. The noise bandwidths for an arbitrary pole spacing can be calculated with Eqs. (H.20) and (H.21) on p. 487 in Appendix H. Some noise bandwidth values (normalized to the 3-dB bandwidth) are listed in Table 7.2 and plotted in Fig. 7.23 (cf. Fig. H.3). Note


Figure 7.23 Noise bandwidths versus pole spacing of the feedforward TIA.
that both noise bandwidths increase with increasing pole spacing even though the $3-\mathrm{dB}$ bandwidth is held fixed. For symmetry reasons, the noise bandwidths assume the same values for $\chi$ and $1 / \chi$ and reach their minima for $\chi=1$.

Relatively simple rms noise expressions for the common-base and the common-gate TIA can be found when using approximate noise bandwidths (see Eqs. (I.132) and (I.133) on p. 526 for the expressions). [ $\rightarrow$ Problem 7.9.]

Noise Optimization. What is the optimum transistor size that minimizes the input-referred rms noise current? Like in Section 6.4, we first choose a fixed collector-current density, $I_{C} / A_{E}$, (often one for which the BJT operates near its maximum $f_{T}$ ) and a fixed emitter width, $W_{E}$, (often the minimum width), then we vary the emitter length, $L_{E}$, to find the noise optimum. Under these constraints, the transistor size (emitter length) determines $I_{C}, C_{I}, g_{m}$, and $R_{b}$.

An important difference between the shunt-feedback and common-base TIA is that the latter has fewer degrees of freedom for noise optimization. If we want a certain TIA bandwidth and pole spacing, the location of the two poles are fixed and with a given $C_{D}$ and $f_{T}$ the transconductance $g_{m}$ and thus the transistor size is already determined. There is no room left for noise optimization.

However, if we do not require a particular pole spacing, we can choose it such that it minimizes the input-referred noise current under the appropriate constraints. Because so many variables in the expression of the input-referred rms noise current depend on the pole spacing $\chi$ (when subjected to the constraints of a constant $B W_{3 \mathrm{~dB}}, A_{0} f_{A}$, and $f_{T}$ ), an analytical solution is difficult to find. Nevertheless, we can discuss the optimum in a qualitative way: If we neglect the base shot noise and the thermal noise due to $R_{b}$ and $R_{C}$ and assume that $B W_{n}$ and $B W_{n 2}$ are independent of $\chi$ (a crude approximation), the noise optimum occurs for $C_{I}=C_{D}$, that is, the same condition that we found for the shunt-feedback TIA. Taking the base shot noise into account pulls this minimum toward a smaller value of $C_{I}$ and taking the base resistance noise into account pulls the minimum toward a larger value of $C_{I}$, just like for the shunt-feedback TIA. From the transimpedance limit, illustrated in Fig. 7.22, we know that $R_{C}$ reaches its maximum for $\chi=1$. Thus, taking the thermal noise of $R_{C}$ into account pulls the minimum toward $\chi=1$. Moreover, $B W_{n}$ and $B W_{n 2}$ both reach their minima for $\chi=1$, as illustrated in Fig. 7.23, pulling the
minimum further toward $\chi=1$. From the interplay of these "forces," we may get a rough sense of where the optimum occurs.

Even if we choose the pole spacing that minimizes the noise, the common-base TIA is still noisier than the corresponding shunt-feedback TIA: First, the noise of $R_{C}$ is larger than that of $R_{F}$ due to the lower transimpedance limit. Second, $R_{E}$ results in an additional noise term. Third, the noise bandwidths for a given $3-\mathrm{dB}$ bandwidth are larger as a result of the common-base TIA's slower frequency-response roll-off. (For the combination of TIA and MA, the difference in noise bandwidths between the common-base and shunt-feedback TIA is smaller because the MA provides additional high-frequency filtering, resulting in a steeper roll-off.)

Numerical Example. Let us conclude the discussion of the common-base TIA with a numerical example (see Table 7.3). For simplicity, we choose the same BJT, operating at the same collector current, as in our $10-\mathrm{Gb} / \mathrm{s}$ shunt-feedback TIA example in Table 6.6. Given $g_{m}=50 \mathrm{mS}, C_{D}=0.15 \mathrm{pF}$, and $C_{I}=0.1 \mathrm{pF}$, the input resistance is $1 / g_{m}=20 \Omega$ and the input pole frequency is $g_{m} /\left(2 \pi C_{T}\right)=31.8 \mathrm{GHz}$. To obtain a TIA bandwidth of 6.85 GHz , as in our shunt-feedback example, the output pole frequency must be set to 7.17 GHz . (This can be found with Eq. (H.16).) The resulting pole spacing is $31.8 \mathrm{GHz} / 7.17 \mathrm{GHz}=4.44$. With this large pole spacing, the TIA's bandwidth is rather insensitive to the photodetector capacitance: doubling $C_{D}$ from 0.15 to 0.3 pF reduces the bandwidth by only $6 \%$.

Given a technology that permits a gain-bandwidth product of 44 GHz , as in our $10-\mathrm{Gb} / \mathrm{s}$ shunt-feedback TIA example in Table 6.1, the voltage gain of

Table 7.3 Parameters and performance of our common-base TIA examples.

| Parameter | Symbol | $10 \mathrm{~Gb} / \mathrm{s}$ | $40 \mathrm{~Gb} / \mathrm{s}$ |
| :--- | :--- | :--- | :--- |
| Transition frequency | $f_{T}$ | 80 GHz | 318 GHz |
| Gain-bandwidth product | $A_{0} f_{A}$ | 44 GHz | 177 GHz |
| Detector capacitance incl. parasitics | $C_{D}$ | 0.15 pF | 75 fF |
| Input capacitance | $C_{I}$ | 0.1 pF | 50 fF |
| Transconductance | $g_{m}$ | 50 mS | 100 mS |
| Load resistor | $R_{C}$ | $123 \Omega$ | $61.7 \Omega$ |
| Input pole frequency | $f_{p 1}$ | 31.8 GHz | 127.4 GHz |
| Output pole frequency | $f_{p 2}$ | 7.17 GHz | 28.7 GHz |
| Pole spacing | $\chi$ | 4.44 | 4.44 |
| Transimpedance | $R_{T}$ | $123 \Omega$ | $61.7 \Omega$ |
| Input impedance | $R_{I}$ | $20 \Omega$ | $10 \Omega$ |
| 3-dB bandwidth | $B W_{3 \mathrm{~dB}}$ | 6.85 GHz | 27.4 GHz |

the common-base stage comes out as $A_{0}=44 \mathrm{GHz} / 7.17 \mathrm{GHz}=6.14$, and thus $R_{C}=A_{0} / g_{m}=123 \Omega$. Clearly, the $123-\Omega$ transimpedance achieved with this topology is much inferior to the $500 \Omega$ of our shunt-feedback example. According to the transimpedance limit Eq. (7.14), we would expect it to be lower by $\chi=4.44$, which approximately agrees with our numbers. Therefore, to design a common-base TIA with a higher transimpedance, we must reduce the pole spacing, which can be done by reducing the size of $Q_{1}$.

To determine the rms noise current of our $10-\mathrm{Gb} / \mathrm{s}$ common-base TIA example, we first need to calculate the noise bandwidths with Eqs. (H.20) and (H.21), which yields $B W_{n}=9.2 \mathrm{GHz}$ and $B W_{n 2}=18.5 \mathrm{GHz}$ (cf. Table 7.4). Note that these bandwidths are significantly larger than those of our shunt-feedback example in Table 6.6. Next, we calculate the input-referred rms noise current as

$$
i_{n, T I A}^{r m s} \approx \sqrt{(1,110 \mathrm{nA})^{2}+(195 \mathrm{nA})^{2}+(926 \mathrm{nA})^{2}+(1,110 \mathrm{nA})^{2}}=1,840 \mathrm{nA},
$$

where we neglected the noise due to the emitter resistor and the terms are due to the collector resistor, and base current, collector current, and the base resistance, respectively (same order as in Eq. (7.15)). Note that this noise current is significantly larger than that of our shunt-feedback example in Table 6.6.

To lower the input-referred rms noise current of our $10-\mathrm{Gb} / \mathrm{s}$ common-base TIA example, we can reduce the pole spacing, which can be done by reducing the size of $Q_{1}$. Shortening the emitter length by a factor two $\left(C_{I}=50 \mathrm{fF}\right.$, $g_{m}=25 \mathrm{mS}, R_{b}=80 \Omega$ ) while keeping $B W_{3 \mathrm{~dB}}, A_{0} f_{A}$, and $f_{T}$ fixed, reduces the pole spacing from 4.44 to 2.58 . This modification increases the transimpedance (and $R_{C}$ ) from 123 to $228 \Omega$, reduces the noise bandwidths from $B W_{n}=9.2$ to 8.7 GHz and from $B W_{n 2}=18.5$ to 15.9 GHz , and reduces the input-referred rms noise current from 1.84 to $1.71 \mu \mathrm{~A}$. Moreover, the collector current is reduced from 1.3 to 0.65 mA . A potential downside of this optimization is that the TIA's bandwidth is now more sensitive to the photodetector capacitance.

Feedforward TIA with Differential Outputs. The common-base feedforward TIA shown in Fig. 7.20 is single-ended. In many applications, such as multichannel

Table 7.4 Parameters and noise performance of our common-base TIA examples.

| Parameter | Symbol | $10 \mathrm{~Gb} / \mathrm{s}$ | $40 \mathrm{~Gb} / \mathrm{s}$ |
| :--- | :--- | :--- | :--- |
| DC current gain | $\beta$ | 100 | 100 |
| Base resistance | $R_{b}$ | $40 \Omega$ | $20 \Omega$ |
| Noise bandwidth (white noise) | $B W_{n}$ | 9.2 GHz | 36.8 GHz |
| Noise bandwidth $\left(f^{2}\right.$ noise $)$ | $B W_{n 2}$ | 18.5 GHz | 73.9 GHz |
| Input-referred rms noise current | $i_{n, T I A}^{r m s}$ | $1.84 \mu \mathrm{~A}$ | $5.19 \mu \mathrm{~A}$ |
| Averaged inp.-ref. noise curr. density | $I_{n, T I A}^{\text {avg }}$ | $19.2 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ | $27.1 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ |

Figure 7.24 Feedforward TIA with differential outputs.

receivers, a differential topology with its superior noise immunity would be preferable (cf. Section 7.2). To this end, a pseudo-differential common-base TIA, consisting of two matched, but separate, single-ended common-base TIAs, can be used. For a circuit example of this approach, see Fig. 9.16 in Chapter 9.

Another way to obtain differential outputs with a feedforward TIA is shown in Fig. 7.24 [61]. Here, the common-base stage with $Q_{1}$ is accompanied by a common-emitter stage with $Q_{2}$. The transimpedance from $i_{I}$ to the output of the common-base stage, $v_{O P}$, is $R_{C}$, as before. The transimpedance from $i_{I}$ to the output of the common-emitter stage, $v_{O N}$, is $-g_{m 2} / g_{m 1} \cdot R_{C}^{\prime}$. In order for the two output signals to be amplitude matched, the following condition must be satisfied: $R_{C}=g_{m 2} / g_{m 1} \cdot R_{C}^{\prime}$.

The topology in Fig. 7.24 has another interesting property: some of the noise generated by $Q_{1}$ gets canceled in the differential output voltage, $v_{O P}-v_{O N}$. The noise current generator from the collector to the emitter of $Q_{1}$ produces noise voltages at the collector and the emitter nodes that are $180^{\circ}$ out of phase. After the voltage inversion by $Q_{2}$, the noise voltages appear in phase at the two outputs, $v_{O P}$ and $v_{O N}$. In order for the two noise voltages to be amplitude matched, the following condition must be satisfied: $R_{C}=g_{m 2} R_{E} \cdot R_{C}^{\prime}$ [62]. Looking at the differential output signal, the two signal voltages add constructively, whereas the two noise voltages cancel each other. For an insightful comparison of noise matching and noise canceling, see [63].

An implementation of a feedforward TIA with a common-gate and a common-source pair to provide differential outputs has been reported in [64].

Shunt-Feedback TIA with Common-Base (Common-Gate) Input Stage. As pointed out at the beginning of this section, the common-base/gate current buffer can also be combined with the shunt-feedback TIA. A shunt-feedback TIA with common-base input stage is shown in Fig. 7.25. (For a shunt-feedback TIA with common-gate input stage, see Fig. 9.15 in Chapter 9.) The common-base stage is now primarily loaded by the input impedance of the shunt-feedback TIA, which is $R_{F} /\left(A_{0}+1\right)$ at low frequencies. The collector resistor $R_{C}$ is usually much larger than that or is left away entirely [53].

Compared with the common-base stage alone, the small and noisy collector resistor, $R_{C}$, is replaced by a much larger and quieter feedback resistor, $R_{F}$, while


Figure 7.25 Shunt-feedback TIA with common-base input stage.
maintaining a similar resistance at node $x$. Compared with the shunt-feedback TIA alone, the photodetector capacitance $C_{D}$ is now isolated from the critical node $x$, making the TIA's bandwidth and stability less dependent on $C_{D}$. A drawback of this arrangement is the power consumption, which is larger than that of the common-base TIA or the shunt-feedback TIA alone.

For a common-base stage with unity current gain and a single real input pole as in Eq. (7.12), $R_{C} \gg R_{F} /\left(A_{0}+1\right)$, and a single-stage shunt-feedback section as described by Eqs. (6.8)-(6.11), the transimpedance of the common-base shunt-feedback TIA is

$$
\begin{equation*}
Z_{T}(s)=-\frac{R_{T}}{\left[1+s / \omega_{p 1}\right]\left[1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}\right]} \tag{7.16}
\end{equation*}
$$

where

$$
\begin{align*}
R_{T} & =\frac{A_{0}}{A_{0}+1} \cdot R_{F},
\end{aligned} \quad \omega_{p 1}=\frac{g_{m}}{C_{T}}, ~ \begin{aligned}
\frac{A_{0}+1}{R_{F} C_{X} T_{A}} & Q=\frac{\sqrt{\left(A_{0}+1\right) R_{F} C_{X} T_{A}}}{R_{F} C_{X}+T_{A}}  \tag{7.17}\\
\omega_{0} & =\sqrt{2} \tag{7.18}
\end{align*}
$$

$C_{T}=C_{D}+C_{I}$ is the total capacitance an the input node, $C_{X}$ is the total capacitance at node $x$ (including the Miller component), $A_{0}$ is the low-frequency gain of the voltage amplifier, and $T_{A}$ is its time constant (cf. Section 6.2).

If the input pole of the common-base stage, $\omega_{p 1}$, is placed sufficiently high, such that it does not interfere with the frequency response of the shunt-feedback TIA section, the overall TIA bandwidth is mostly determined by the shunt-feedback section. Analogous to the pole spacing of the common-base TIA, we can define the cutoff-frequency spacing $\chi=\omega_{p 1} / \omega_{b 2}$, where $\omega_{b 2} /(2 \pi)$ is the $3-\mathrm{dB}$ bandwidth of the shunt-feedback section. For any value of $\chi$, the $3-\mathrm{dB}$ bandwidth of the overall TIA can be bounded as $B W_{3 \mathrm{~dB}} \leq \omega_{b 2} /(2 \pi)$, where equality is reached for large values of $\chi$.

Transimpedance Limit. The transimpedance limit Eq. (6.14) that we derived for the shunt-feedback TIA still applies to the shunt-feedback section in Fig. 7.25. Thus, given a common-base/gate stage with unity current gain, and
requiring $Q \leq 1 / \sqrt{2}$ for the shunt-feedback section, the transimpedance limit is $R_{T} \leq 2 \pi A_{0} f_{A} /\left(C_{X} \omega_{b 2}^{2}\right)$. To get an estimate for $C_{X}$, we assume, as before, that the gain-bandwidth product of the common-base/gate stage is $A_{0} f_{A}$. Thus, $C_{X}=g_{m} /\left(2 \pi A_{0} f_{A}\right)$ and with $g_{m}=\omega_{p 1} C_{T}$ from Eq. (7.17) and $\omega_{p 1}=\chi \omega_{b 2}$, we have $C_{X}=\chi \omega_{b 2} /\left(2 \pi A_{0} f_{A}\right) \cdot C_{T}$. Observing that $B W_{3 \mathrm{~dB}} \leq \omega_{b 2} /(2 \pi)$, the transimpedance limit for the common-base/gate shunt-feedback TIA becomes [12]

$$
\begin{equation*}
R_{T} \leq \frac{\left(A_{0} f_{A}\right)^{2}}{2 \pi C_{T} \chi \cdot B W_{3 \mathrm{~dB}}^{3}} \tag{7.19}
\end{equation*}
$$

where the equality is reached for large values of $\chi$ and $Q=1 / \sqrt{2}$.
Comparing this limit with Eq. (6.14), we see that if the bandwidth headroom exceeds the cutoff-frequency spacing, $A_{0} f_{A} / B W_{3 \mathrm{~dB}}>\chi$, the common-base/gate shunt-feedback TIA can achieve a higher transimpedance than the basic shunt-feedback TIA. The reason for this boost is that the addition of an input stage can reduce the capacitance at node $x$, which permits a larger value for $R_{F}$ while maintaining the same bandwidth. As a result, the transimpedance increases and the noise contributed by the feedback resistor decreases.

Input-Referred Noise Current PSD. To estimate the input-referred noise current PSD let us assume that the common-base stage has unity current gain and that $\omega_{p 1} \gg \omega_{b 2}$. Then, the input-referral function for the noise from the shunt-feedback section is one and the input-referred noise current PSD of the whole circuit is simply the sum of Eqs. (7.15) and (6.48) [53]:

$$
\begin{align*}
I_{n, T I A}^{2}(f)= & \frac{4 k T}{R_{F}}+\frac{4 k T}{R_{C}}+\frac{4 k T}{R_{E}}+\frac{2 q I_{C 1}}{\beta_{1}}+\frac{2 q I_{C 2}}{\beta_{2}} \\
& +2 q I_{C 1} \frac{\left(2 \pi C_{T}\right)^{2}}{g_{m 1}^{2}} f^{2}+2 q I_{C 2} \frac{\left(2 \pi \tilde{C}_{X}\right)^{2}}{g_{m 2}^{2}} f^{2}  \tag{7.20}\\
& +4 k T R_{b 1}\left(2 \pi C_{D}\right)^{2} f^{2}+4 k T R_{b 2}\left(2 \pi C_{X}^{\prime}\right)^{2} f^{2}+\cdots,
\end{align*}
$$

where $I_{C 1}, \beta_{1}, g_{m 1}$, and $R_{b 1}$ refer to the common-base transistor and $I_{C 2}, \beta_{2}$, $g_{m 2}$, and $R_{b 2}$ refer to the input transistor of the shunt-feedback section. $\tilde{C}_{X}$ is the total capacitance at node $x$ under shorted-output conditions and $C_{X}^{\prime}$ is the capacitance contributed by the common-base stage to node $x$.

The noise contribution from $R_{F}$ (first term) may be smaller than that of a TIA without common-base input stage because $R_{F}$ may be larger, as explained earlier. However, this advantaged may easily be nullified by the five additional noise terms from the common-base stage. In many cases, adding a common-base (common-gate) input stage increases the total noise of the TIA [1], but noise equality [37, 38], and even noise improvements [53] also have been reported.

Numerical Example. As an illustration, let us combine the $10-\mathrm{Gb} / \mathrm{s}$ commonbase TIA example in Table 7.3 with the $10-\mathrm{Gb} / \mathrm{s}$ shunt-feedback TIA example in Table 6.1. Assuming that $R_{C} \gg 100 \Omega$ and $C_{X}=0.3 \mathrm{pF}$, the resulting shunt-feedback TIA with common-base input stage combines the high transimpedance of the shunt-feedback TIA example ( $R_{T}=500 \Omega$ ) with the low input impedance of the common-base TIA example ( $R_{I}=20 \Omega$ ).

To estimate the input-referred rms noise current of our common-base shunt-feedback TIA example, let us assume that $R_{E} \| R_{C}=R_{F}=600 \Omega$, $\tilde{C}_{X}=C_{T}=0.25 \mathrm{pF}$ and $C_{X}^{\prime}=C_{D}=0.15 \mathrm{pF}$. Then, the noise PSD contributions from the common-base stage and the shunt-feedback section in Eq. (7.20) happen to be equal. Given the high input pole frequency of the common-base stage, the noise bandwidths of the shunt-feedback TIA with and without the common-base input stage are approximately the same. Thus, the total input-referred rms noise current is about $\sqrt{2} \times$ that of the basic shunt-feedback TIA in Table 6.6, which evaluates to $1.09 \mu \mathrm{~A}$. This is significantly less than the noise of the common-base TIA in Table 7.4, which was $1.84 \mu \mathrm{~A}$. The elimination of the small load resistor at the collector and the steeper roll-off of the frequency response provided by the shunt-feedback section do make a difference.

### 7.6 Regulated-Cascode TIA

So far, the focus has been on common-base rather than common-gate input stages. The reason for this preference is that BJTs achieve a significantly higher $g_{m}$ than FETs for a given bias current. More precisely, for a BJT $g_{m}=I_{C} / V_{T}$, neglecting the parasitic emitter resistance, and for an FET $g_{m}=2 I_{D} /\left(V_{G S}-\right.$ $V_{T H}$ ), assuming the simple quadratic model. With the thermal voltage $V_{T} \approx$ 25 mV and the typical overdrive voltage $V_{G S}-V_{T H} \approx 0.3 \mathrm{~V}$, the BJT's $g_{m}$ is about six times larger than the FET's. (A smaller overdrive voltage helps to increase $g_{m}$ at the expense of a lower $f_{T}$.) For the FET to achieve the same $g_{m}$ as a BJT, it would need an about six times larger bias current. Thus, a BJT input stage is more power efficient and more effective in achieving a large pole spacing (or cutoff-frequency spacing).

Interestingly, there is an alternative way to increase the effective $g_{m}$, without increasing the FET's bias current, namely by adding a booster amplifier, as shown in Fig. 7.26(a). This arrangement is known as a regulated cascode (RGC) stage. Like the common-gate stage, the regulated-cascode stage can be used as a TIA by itself $[54,56]$ or it can be used as an input stage to a shunt-feedback TIA [65-68]. We focus here on the former variant.

The booster amplifier $B$ senses any voltage change at the input node and controls the gate voltage to counteract it. The resulting input resistance is $B_{0}+1$ times lower than that of the simple common-gate stage: $R_{I} \approx 1 /\left[\left(B_{0}+1\right) g_{m 1}\right]$.


Figure 7.26 The regulated-cascode TIA: (a) block diagram and (b) a common transistor-level implementation with MOSFETs.

A common transistor-level implementation of the RGC TIA is shown in Fig. 7.26(b) [65-67]. Here, the booster amplifier is realized with a commonsource MOSFET stage, $M_{B}$ and $R_{B}$, which has the DC gain $B_{0}=g_{m B} R_{B}$. Other topologies and realizations have been devised as well. For example, an RGC TIA with multistage booster amplifier [54] (see Fig. 9.17 in Chapter 9), a differential RGC TIA [69], an RGC TIA with MESFETs [70], and an RGC TIA with BJTs [71] have been reported.

For the subsequent analysis of the RGC TIA in Fig. 7.26(a) we model the booster amplifier as having a single pole, $B(s)=B_{0} /\left(1+s T_{B}\right)$, infinite input resistance, and zero output resistance, just like we did for the voltage amplifier in the shunt-feedback TIA. The 3-dB bandwidth of this booster amplifier is $f_{B}=1 /\left(2 \pi T_{B}\right)$. With the simplifying assumptions $R_{S} \rightarrow \infty, g_{m b 1}=0, g_{o 1}=0$, and $C_{g d 1}=0$ the transimpedance becomes

$$
\begin{equation*}
Z_{T}(s)=R_{T} \frac{1+s / \omega_{z}}{\left[1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}\right]\left[1+s / \omega_{p 2}\right]}, \tag{7.21}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{T}=R_{D}, \quad \omega_{z}=\frac{B_{0}+1}{T_{B}}, \quad \omega_{p 2}=\frac{1}{R_{D} C_{L}},  \tag{7.22}\\
& \omega_{0}=\sqrt{\frac{\left(B_{0}+1\right) g_{m 1}}{C_{T} T_{B}}}, \quad Q=\frac{\sqrt{\left(B_{0}+1\right) C_{T} g_{m 1} T_{B}}}{C_{T}+B_{0} C_{M}+g_{m 1} T_{B}} \tag{7.23}
\end{align*}
$$

$C_{L}$ is the total load capacitance at the output node, and $C_{T}$ is the total capacitance at the input node at low frequencies. $C_{T}$ can be broken down into three components, $C_{T}=C_{D}+C_{I}+C_{M}$, where $C_{D}$ is the photodetector capacitance with all parasitic capacitances in parallel to it, $C_{I}$ is the input capacitance of the booster amplifier plus $C_{s b 1}\left(C_{I}=C_{g s B}+C_{s b 1}\right.$ in Fig. $\left.7.26(\mathrm{~b})\right)$, and $C_{M}$ is $C_{g s 1}$ plus all capacitances in parallel to it ( $C_{M}=C_{g s 1}+C_{g d B}$ in Fig. 7.26(b)).

The expressions for the low-frequency transimpedance, $R_{T}$, and the output pole, $\omega_{p 2}$, are the same as for the common-gate TIA. The real input pole of the
common-gate TIA, $\omega_{p 1}$, however, is replaced by a (complex) pole pair given by $\omega_{0}, Q$, and a zero at $\omega_{z}$. To get a handle on this fairly complex expression, let us make the simplification $C_{M}=T_{B}=0$. Now, $\omega_{0}$ and $\omega_{z}$ both go to infinity, leaving only a single real input pole at $\omega_{0} Q=\left(B_{0}+1\right) \cdot g_{m 1} / C_{T}$. The first factor, $B_{0}+1$, is the DC gain of the booster amplifier plus one and the second factor, $g_{m 1} / C_{T}$, is the input pole of the unboosted common-gate TIA. As expected, the presence of the booster amplifier increases the transconductance of the input FET and thus the frequency of the input pole by $B_{0}+1$. For the transistor-level RGC TIA in Fig. 7.26(b), the input pole is boosted by the corresponding factor $g_{m B} R_{B}+1$ (cf. Eqs. (I.134)-(I.137)). [ $\rightarrow$ Problem 7.10.]

The zero and (complex) pole pair in Eq. (7.21) could potentially result in a peaked frequency response or even instability. From Eq. (7.22) we can see that $\omega_{z}>B_{0} / T_{B}=2 \pi B_{0} f_{B}$, that is, the frequency of the zero is beyond the gain-bandwidth product of the booster amplifier. Located at such a high frequency, the zero has little impact on the overall frequency response. A large value for $Q$ in Eq. (7.23) is another concern. If necessary, $Q$ can be lowered by reducing $B_{0}$ and simultaneously increasing $f_{B}$, thus keeping the gain-bandwidth product $B_{0} f_{B}$ fixed. From an open-loop perspective, this modification reduces the loop gain and speeds up the nondominant open-loop pole. Both changes help to improve the phase margin. In practice, a $Q$ value slightly larger than $1 / \sqrt{2}$ is often beneficial as it increases the RGC TIA's bandwidth and, owing to the roll-off resulting from the output pole at $\omega_{p 2}$, does not necessarily result in a peaked overall response.

3-dB Bandwidth. Assuming that the zero can be neglected and that $Q=1 / \sqrt{2}$, the $3-\mathrm{dB}$ bandwidth of the RGC input node (the input cutoff frequency) is $f_{b 1}=$ $\omega_{0} /(2 \pi)$. With Eq. (7.23) we find [12]

$$
\begin{equation*}
f_{b 1}=\sqrt{\frac{g_{m 1}}{2 \pi C_{T}} \cdot B_{0} f_{B} \cdot \frac{B_{0}+1}{B_{0}}} \approx \sqrt{\frac{g_{m 1}}{2 \pi C_{T}} \cdot B_{0} f_{B}} . \tag{7.24}
\end{equation*}
$$

The first factor under the root, $g_{m 1} /\left(2 \pi C_{T}\right)$, is the input cutoff frequency of the unboosted common-gate TIA and the second factor, $B_{0} f_{B}$, is the gain-bandwidth product of the booster amplifier. Ignoring the third factor, which is close to one for $B_{0} \gg 1$, leads to the approximation shown in the second form of Eq. (7.24).

This equation has the following interesting interpretation: Adding a booster amplifier speeds up the bandwidth of the input node to approximately the geometrical mean of its bandwidth before boost is applied and the gain-bandwidth product of the booster amplifier. This is a consequence of the booster gain being constrained by the gain-bandwidth product and the necessity of the booster bandwidth to be commensurate with the input cutoff frequency.

In practice, the input cutoff frequency is often higher than given by the approximation in Eq. (7.24) because $Q$ may be larger than $1 / \sqrt{2}$ and the neglected zero and the $\left(B_{0}+1\right) / B_{0}$ factor do have some impact.

Transimpedance Limit. An approximate transimpedance limit can be derived following the by now familiar procedure. Let us assume that the input FET $M_{1}$ and the booster amplifier $B$ are both constrained by the same gain-bandwidth product: $g_{m 1} R_{D} \cdot \omega_{p 2} /(2 \pi)=A_{0} f_{A}=B_{0} f_{B}$. Requiring $Q \leq 1 / \sqrt{2}$ and assuming $\omega_{z} \rightarrow \infty$ (no peaking from the input node), the input cutoff frequency can be bounded as $f_{b 1} \leq \sqrt{g_{m 1} /\left(2 \pi C_{T}\right) \cdot A_{0} f_{A}}$ (cf. Eq. (7.24)) and the overall TIA bandwidth can be bounded as $B W_{3 \mathrm{~dB}} \leq \omega_{p 2} /(2 \pi)$. Now, we can write the output pole as $\omega_{p 2}=2 \pi A_{0} f_{A} /\left(g_{m 1} R_{D}\right)$. Inserting $g_{m 1} \geq \omega_{b 1}^{2} C_{T} /\left(2 \pi A_{0} f_{A}\right)$ and $\omega_{b 1}=\chi \omega_{p 2}$, we find $\omega_{p 2}^{3} \leq\left(2 \pi A_{0} f_{A}\right)^{2} /\left(\chi^{2} R_{D} C_{T}\right)$. Using $B W_{3 \mathrm{~dB}} \leq \omega_{p 2} /(2 \pi)$ and $R_{T}=R_{C}$, the transimpedance limit of the RGC TIA is found as [12]

$$
\begin{equation*}
R_{T} \leq \frac{\left(A_{0} f_{A}\right)^{2}}{2 \pi C_{T} \chi^{2} \cdot B W_{3 \mathrm{~dB}}^{3}} \tag{7.25}
\end{equation*}
$$

where the equality is reached for $Q=1 / \sqrt{2}$ and large values of $\chi$. Some of the assumptions and approximations (e.g., $Q \leq 1 / \sqrt{2}$ and neglecting the zero) are pessimistic and the actual limit tends to be higher.

Compared with the limit of the common-gate TIA, Eq. (7.14), we gained the factor $A_{0} f_{A} /\left(\chi B W_{3 \mathrm{~dB}}\right)$, which equals the ratio of the bandwidth headroom to the cutoff-frequency spacing. The reason for this improvement is that the addition of a booster amplifier permits a reduction of $M_{1}$ 's width without loss in bandwidth. The smaller $M_{1}$, in turn, results in a smaller load capacitance $C_{L}$, permitting a larger drain resistor, $R_{D}$, and thus a larger transimpedance.

The transimpedance limit of the shunt-feedback TIA with common-gate input stage, Eq. (7.19), improves by the same factor, $A_{0} f_{A} /\left(\chi B W_{3 \mathrm{~dB}}\right)$, when the common-gate input stage is replaced by an RGC input stage [12].

Power Consumption. The RGC TIA typically consumes less power than a common-gate TIA with the same bandwidth. This power reduction can be explained and quantified as follows [54]: The addition of a booster amplifier with gain $B_{0}$ permits the width, and thus the bias current, of the input FET $M_{1}$ to be reduced by the factor $B_{0}+1$, while maintaining roughly the same input cutoff frequency $f_{b 1}$. Assuming that the booster FET, $M_{B}$, and $M_{1}$ are biased at the same current level, the total current of the RGC TIA becomes $2 /\left(B_{0}+1\right)$ times that of the common-gate TIA. For example, for $B_{0}=3$ the RGC TIA consumes only half the power of the common-gate TIA at the same bandwidth.

Input-Referred Noise Current PSD. Let us analyze the noise of the transistor-level RGC TIA in Fig. 7.26(b). To calculate the input-referral functions, we make
the following simplifying assumptions: $R_{S} \rightarrow \infty, g_{m b 1}=0, g_{o 1}=g_{o B}=0$, and $C_{g d 1}=0$. The noise current of $R_{S}$ contributes directly to the input. The drain noise current of $M_{1}$ is input referred by $H_{D 1}^{-1}(s)=s\left[\left(C_{D}+C_{I}\right) /\left(B_{0}+1\right)+\right.$ $\left.C_{M}\right] / g_{m 1}$, which is valid for $f \ll\left(C_{T}+B_{0} C_{M}\right) /\left\{2 \pi R_{B}\left[\left(C_{D}+C_{I}\right) C_{M}+C_{T} C_{B}\right]\right\}$ where $C_{I}=C_{g s B}+C_{s b 1}, C_{M}=C_{g s 1}+C_{g d B}, C_{B}=C_{d b B}, C_{T}=C_{D}+C_{I}+C_{M}$, and $B_{0}=g_{m B} R_{B}$. The noise current of $R_{D}$ is input referred by $H_{R D}^{-1}(s)=1+H_{D 1}^{-1}(s)$. Finally, the drain noise current of $M_{B}$ and the noise current of $R_{B}$ are both input referred by $H_{B}^{-1}(s)=s R_{B}\left(C_{D}+C_{I}\right) /\left(B_{0}+1\right)$, which is valid for $f \ll\left(B_{0}+1\right) /\left(2 \pi R_{B} C_{B}\right)=1 /\left(2 \pi \omega_{z}\right)$ (cf. Eq. (I.135)).

After referring all device noise sources to the input, we find the noise current PSD as $[67,72]$

$$
\begin{align*}
I_{n, T I A}^{2}(f)= & \frac{4 k T}{R_{D}}+\frac{4 k T}{R_{S}}+4 k T \tilde{\Gamma}_{1} \frac{\left[2 \pi\left(\frac{C_{D}+C_{I}}{B_{0}+1}+C_{M}\right)\right]^{2}}{g_{m 1}} f^{2}  \tag{7.26}\\
& +4 k T \tilde{\Gamma}_{B} \frac{B_{0}^{2}}{\left(B_{0}+1\right)^{2}} \frac{\left[2 \pi\left(C_{D}+C_{I}\right)\right]^{2}}{g_{m B}} f^{2}+\cdots,
\end{align*}
$$

where we neglected the gate shot noise and the induced gate noise of $M_{1}$ and $M_{B}\left(\tilde{\Gamma}_{1}=\gamma_{1} g_{d 01} / g_{m 1}\right.$ and $\left.\tilde{\Gamma}_{B}=\gamma_{B} g_{d 0 B} / g_{m B}\right)$, we assumed that the $f^{2}$ noise due to $M_{1}$ dominates that due to $R_{D}\left(g_{m 1} R_{D} \gg 1 / \tilde{\Gamma}_{1}\right)$ and that the noise due to $M_{B}$ dominates that due to $R_{B}\left(B_{0}=g_{m B} R_{B} \gg 1 / \tilde{\Gamma}_{B}\right)$. Note that this noise expression reverts to that of the common-gate TIA, if we let $B_{0}=0$.

The first two terms of Eq. (7.26) are due to the resistors $R_{D}$ and $R_{S}$, respectively. Because the RGC TIA permits a larger $R_{D}$ than the common-gate TIA, the noise contribution of the first term is reduced.

The third term is due to $M_{1}$. Because the RGC TIA permits an $M_{1}$ that is smaller by a factor $B_{0}+1$ than the corresponding common-gate TIA, the noise of this term is also reduced by about a factor $B_{0}+1$. (When converting a common-gate TIA with a FET characterized by $g_{m 1}$ and $C_{g s 1}$ into an RGC TIA with roughly the same bandwidth and pole spacing, $g_{m 1} \rightarrow g_{m 1} /\left(B_{0}+1\right)$ and $C_{M} \approx C_{g s 1} \rightarrow C_{g s 1} /\left(B_{0}+1\right)$. Thus, the numerator of the third noise term is reduced by $\left(B_{0}+1\right)^{2}$ and the denominator is reduced by $B_{0}+1$.)

The fourth term is due to the booster amplifier and is new. The magnitude of this noise term depends on the size of $M_{B}$ and can be optimized similar to our discussion in Section 6.4. Because this term is proportional to $\left(C_{D}+C_{s b 1}+C_{g s B}\right)^{2} / g_{m B}$, it reaches its minimum for $C_{g s B}=C_{D}+C_{s b 1}$. For an RGC TIA with a large value for $B_{0}$, this fourth term easily becomes the largest. For a high-speed RGC TIA with a relatively small value for $B_{0}$, the third and fourth terms usually have comparable magnitudes.

Noise Optimization. It is convenient to start the design of an RGC TIA with a common-gate TIA prototype that has the desired bandwidth and pole spacing. Then, we convert this prototype into an RGC TIA by adding a booster amplifier
with gain $B_{0}$ and reducing the size of $M_{1}$ by $B_{0}+1$. The gain $B_{0}$ must be chosen such that the peaking in the overall frequency response is acceptable.

At this point, we still have the freedom to choose the size of $M_{B}$, at least within certain bounds. Considering the fourth noise term of Eq. (7.26) in isolation, the noise minimum is reached for the capacitive matching condition $C_{g s B}=C_{D}+C_{s b 1}$, as mentioned earlier. However, when taking all noise terms into consideration, the optimum is pulled toward a smaller $M_{B}$. A smaller $M_{B}$, for example, results in a smaller $C_{I}$, which reduces the third noise term.

Numerical Example: Common-Gate TIA Prototype. Let us conclude the discussion of the RGC TIA with a numerical example (see Table 7.5). We start by designing a common-gate TIA prototype using the same FET as for our $10-\mathrm{Gb} / \mathrm{s}$ shunt-feedback TIA example in Table 6.5 . For simplicity we assume $R_{S} \rightarrow \infty$ and $g_{m b}=g_{o}=0$. Given $g_{m}=50 \mathrm{mS}, C_{D}=0.15 \mathrm{pF}$, and $C_{I}=C_{g s}+C_{s b}=0.1 \mathrm{pF}+0.08 \mathrm{pF}=0.18 \mathrm{pF}$, the input resistance is $1 / g_{m}=20 \Omega$ and the input pole frequency is $g_{m} /\left(2 \pi C_{T}\right)=24.1 \mathrm{GHz}$.

Table 7.5 Parameters and performance of our 10-Gb/s common-gate TIA prototype and RGC TIA example.

| Parameter | Symbol | Common-gate TIA | RGC TIA |
| :--- | :--- | :--- | :--- |
| Gain-bandwidth product | $A_{0} f_{A}$ | 44 GHz | 44 GHz |
| Detector capacitance incl. parasitics | $C_{D}$ | 0.15 pF | 0.15 pF |
| Noise factor | $\tilde{\Gamma}^{\prime} \tilde{\Gamma}_{B}$ | 2 | 2 |
| Gate-source capacitance | $C_{g s}$ | 100 fF | 25 fF |
| Source-bulk capacitance | $C_{s b}$ | 80 fF | 20 fF |
| Transconductance | $g_{m}$ | 50 mS | 12.5 mS |
| Load resistor | $R_{D}$ | $118 \Omega$ | $547 \Omega$ |
| Gate-source capacitance (booster) | $C_{g s B}$ |  | 25 fF |
| Drain-bulk capacitance (booster) | $C_{d b B}$ |  | 20 fF |
| Transconductance (booster) | $g_{m B}$ |  | 12.5 mS |
| Load resistor (booster) | $R_{B}$ |  | $240 \Omega$ |
| Input cutoff frequency | $f_{b 1}$ | 24.1 GHz | 29.5 GHz |
| Output pole frequency | $f_{p 2}$ | 7.43 GHz | 6.43 GHz |
| Pole spacing | $\chi$ | 3.25 | 4.58 |
| Transimpedance | $R_{T}$ | $118 \Omega$ | $547 \Omega$ |
| Input impedance | $R_{I}$ | $20 \Omega$ | $20 \Omega$ |
| 3-dB bandwidth | $B W W_{3 \mathrm{~dB}}$ | 6.85 GHz | 6.85 GHz |
| Inp.-ref. noise from $R_{D}$ | $I_{n, \mathrm{in}, R D}$ | $11.8 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ | $5.5 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ |
| Inp.-ref. noise from $M_{1} @ 10 \mathrm{GHz}$ | $I_{n, \text { in }, M 1}$ | $16.9 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ | $7.5 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ |
| Inp.-ref. noise from $M_{B} @ 10 \mathrm{GHz}$ | $I_{n, \text { in }, M B}$ |  | $15.0 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ |

To obtain a TIA bandwidth of 6.85 GHz , as for our shunt-feedback example in Table 6.1, the output pole frequency must be set to 7.43 GHz (from Eq. (H.16)). The resulting pole spacing is $24.1 \mathrm{GHz} / 7.43 \mathrm{GHz}=3.25$. Given a technology that permits a gain-bandwidth product of 44 GHz , as in our shunt-feedback example, the voltage gain of the common-gate stage comes out as $A_{0}=44 \mathrm{GHz} / 7.43 \mathrm{GHz}=5.92$, and thus $R_{D}=A_{0} / g_{m}=118 \Omega$, which is also the low-frequency transimpedance $R_{T}$.

To calculate the noise of our common-gate TIA prototype, we use the solution to Problem 7.8 on p. 526. At low frequencies, the input-referred noise current density due to $R_{D}$ is $11.8 \mathrm{pA} / \sqrt{\mathrm{Hz}}$. At 10 GHz , the FET adds about $16.9 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ to this noise.

Numerical Example: Regulated-Cascode TIA. Next, we convert our $10-\mathrm{Gb} / \mathrm{s}$ common-gate TIA prototype into an RGC TIA by reducing the size of the FET by a factor four and adding a booster amplifier with $B_{0}=3$ to boost $g_{m 1}=12.5 \mathrm{mS}$ back to an effective value of 50 mS . We build the booster amplifier with a FET of the same size biased at the same current, that is, $g_{m B}=12.5 \mathrm{mS}$. To obtain a DC gain of three, the load resistor must be $R_{B}=240 \Omega$. To calculate the input cutoff frequency, we use the solution to Problem 7.10 on p. 526. With the scaled-down device capacitances $C_{g s 1}=C_{g s B}=0.1 \mathrm{pF} / 4, \quad C_{s b 1}=C_{d b B}=0.08 \mathrm{pF} / 4, \quad$ and $C_{g d 1}=C_{g d B}=0$, we find $C_{I}=C_{g s B}+C_{s b 1}=45 \mathrm{fF}, \quad C_{M}=C_{g s 1}=25 \mathrm{fF}, \quad C_{B}=C_{d b B}=20 \mathrm{fF}$, and $C_{T}=C_{D}+C_{I}+C_{M}=220 \mathrm{fF}$ and with Eqs. (I.136) and (I.137), we can calculate the input pole parameters as $\omega_{0}=2 \pi \cdot 23.9 \mathrm{GHz}$ and $Q=0.94$. Finally, with Eq. (H.2), we find the input cutoff frequency as $f_{b 1}=29.5 \mathrm{GHz}$. Note that the peaking associated with the relatively high $Q$ value results in an input cutoff frequency that is somewhat higher than that of the common-gate prototype.

A numerical analysis shows that we need to place the output pole at 6.43 GHz to obtain an overall bandwidth of 6.85 GHz . This low-frequency output pole flattens the overall response such that no peaking occurs despite the large $Q$ value of the input poles. (The zero in Eq. (I.135) is at 133 GHz and thus far out of band.) Given a technology that permits a gain-bandwidth product of 44 GHz and $f_{p 2}=6.43 \mathrm{GHz}$, we find $A_{0}=6.84$ and $R_{D}=R_{T}=547 \Omega$. (The pessimistic transimpedance limit Eq. (7.25) would have predicted less than half of that.)

The noise performance of our RGC TIA example can be calculated with Eq. (7.26). At low frequencies, the input-referred noise current density due to $R_{D}$ is $5.5 \mathrm{pA} / \sqrt{\mathrm{Hz}}$. This is only about half of the noise of the common-gate prototype, a direct consequence of the larger $R_{D}$. At $10 \mathrm{GHz}, M_{1}$ adds about $7.5 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ and $M_{B}$ adds about $15.0 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ to this noise. Compared with the common-gate prototype, the noise current density due to $M_{1}$ is reduced to less than half. Even when including the additional noise due to $M_{B}$, the RGC TIA is still quieter than the common-gate prototype.

In conclusion, our RGC TIA example has a transimpedance that is about 4.6 times larger than that of the common-gate prototype, consumes only half the power, and has comparable, if not better, noise performance (cf. Table 7.5).

Other Common-Gate Input Stages. Besides the regulated-cascode stage there are several other variations of the common-gate stage that feature an input resistance of less than $1 / g_{m}$. We briefly discuss three examples.

Instead of a feedback loop around the voltage amplifier, as in Fig. 7.25, a global feedback loop encompassing the common-gate stage and the voltage amplifier, as shown in Fig. 7.27, can be used. This feedback loop reduces the input resistance from $1 / g_{m 1}$ to $\left[1 / g_{m 1}\right] \|\left[R_{F} /\left(g_{m 1} R_{D} A_{0}+1\right)\right]$, where we neglected $R_{S}$ [73]. With the shunt-feedback resistor $R_{F}$ now connecting to the input node rather than node $x$, the pole frequency associated with node $x$ is lower (higher resistance) and the open-loop gain is higher (if $g_{m 1} R_{D}>1$ ), making this feedback configuration potentially slower and less stable. The configuration in Fig. 7.27 can also be realized with a common-base instead of a common-gate input stage [1, 53].

Instead of negative feedback, positive feedback and matched devices can be used to theoretically reduce the input resistance to zero. A first example is shown in Fig. 7.28(a) [35]. The current mirror consisting of $M_{3}$ and $M_{4}$ copies the drain current of $M_{1}$ into $M_{2}$. Under ideally matched conditions ( $M_{1}=M_{2}$ and $M_{3}=M_{4}$ ) and zero drain-source conductance, the gate-source voltage of $M_{2}$ always equals that of $M_{1}$. Consequently, the input voltage at node $x$ replicates the bias voltage $V_{\mathrm{BI}}$ at node $y$ for any input current $i_{I}$, which is to say that the input resistance is zero. Of course, when there is device mismatch or nonzero output conductance the input impedance becomes nonzero and may even be negative (cf. Eq. (I.138)). The current mirror, consisting of $M_{3}$ and $M_{5}$, copies the input current into the load resistor $R_{D}$, producing the output voltage $v_{O}$. Unfortunately, this current mirror contributes a fair amount of input-referred noise current, making this a rather noisy circuit.

Another example, operating on the same principles, is the translinear cross-quad shown in Fig. 7.28(b) [74]. Instead of using a current mirror to force the collector currents of two devices to be equal, the two devices are stacked to achieve the same goal (neglecting base currents). Under ideally matched

Figure 7.27 TIA with common-gate input stage and a global feedback loop.



Figure 7.28 Common-gate/common-base input stages with theoretically zero input resistance: (a) $V_{G S}$ voltage mirror and (b) translinear cross-quad.
conditions $\left(Q_{1}=Q_{3}\right.$ and $\left.Q_{2}=Q_{4}\right)$, zero collector-emitter conductance, and zero base currents, we have $V_{B E 1}=V_{B E 3}$ and $V_{B E 2}=V_{B E 4}$. Due to cross coupling, the voltage at node $x$ is $V_{\mathrm{BI}}-V_{B E 4}-V_{B E 1}$ and the voltage at node $y$ is $V_{\mathrm{BI}}-V_{B E 3}-V_{B E 2}$. Thus, under matched conditions, these two voltages become equal. Again, the input voltage at node $x$ replicates that at node $y$ for any input current $i_{I}$, which means that the differential input resistance is zero. To make the single-ended input resistance at node $x$ zero, node $y$ can be AC grounded with a large capacitor $C$. This circuit has better noise properties than the previous one because it avoids the current mirrors, however, it requires a higher supply voltage because of the larger number of stacked transistors and resistors. [ $\rightarrow$ Problem 7.11.]

The common-gate/common-base stage, the regulated-cascode stage, as well as the circuits in Fig. 7.28 are all current buffers in the sense that they have a low input impedance (ideally zero), a high output impedance (ideally infinite), and an output current that equals the input current. Now, if such a current buffer has a third terminal that sets the input voltage to that of the third terminal, the buffer is known as a current conveyor [75]. Interestingly, the two circuits in Fig. 7.28 do have such a terminal, namely node $y$ (node $x$ is the current buffer input and node $z$ is the current buffer output). (The regulated cascode can be turned into a current conveyor by making the booster-amplifier inputs differential.) Thus, these circuits are not only current buffers but also current conveyors and the associated TIAs are sometimes known as current conveyor TIAs.

### 7.7 TIA with Inductive Broadbanding

In Section 6.5, we used inductors to improve the noise performance of TIAs by means of noise matching. Now, we investigate the use of inductors to broaden the TIA's bandwidth.


Figure 7.29 TIA (a) without and (b) with an input series inductor.
Input Series Inductor. Figure 7.29 shows a shunt-feedback TIA with and without an input series inductor.

The inductor $L_{S}$ splits the formerly parallel shunt capacitors $C_{D}$ and $C_{I}$ apart and thus adds two new poles to the TIA's transimpedance function. To keep the following discussion simple, let us assume that the original TIA in Fig. 7.29(a) has only one pole at $\omega_{p}=\left(A_{0}+1\right) /\left(R_{F} C_{T}\right)=1 /\left(R_{I} C_{T}\right)$ (cf. Eq. (6.3)), that is, we neglect the pole(s) in the voltage amplifier. When adding the inductor, the following third-order transimpedance function is obtained:

$$
\begin{equation*}
Z_{T}(s)=-R_{T} \cdot \frac{1}{1+s R_{I} C_{T}+s^{2} L_{S} C_{D}+s^{3} R_{I} C_{I} L_{S} C_{D}} \tag{7.27}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{T}=\frac{A_{0}}{A_{0}+1} R_{F}, \quad R_{I}=\frac{R_{F}}{A_{0}+1}, \quad \text { and } \quad C_{T}=C_{D}+C_{I} \tag{7.28}
\end{equation*}
$$

Here, $C_{D}$ is the photodetector capacitance and $C_{I}$ is the input capacitance of the TIA including all parasitic capacitances in parallel to it (e.g., the bond pad and ESD circuit capacitance). Note that if we let $L_{S}=0$, two of the three poles disappear and the first-order transimpedance function of Eq. (6.1) is recovered.

Bandwidth Improvement. If we want the transimpedance response to be maximally flat (Butterworth response), the series inductor needs to be (cf. Eq. (I.141))

$$
\begin{equation*}
L_{S}=\frac{2}{3} R_{I}^{2} C_{T}=\frac{2 / 3}{\left(2 \pi B W_{3 \mathrm{~dB}}\right)^{2} C_{T}}, \tag{7.29}
\end{equation*}
$$

where $B W_{3 \mathrm{~dB}}$ is the original bandwidth without inductor.
With this inductor, the new bandwidth becomes twice the original bandwidth, $2 B W_{3 d B}$, quite a substantial improvement! Figure 7.30(a) illustrates how the inductor turns the first-order transimpedance function (dashed line) into a third-order function with twice the bandwidth (solid line).

But there is a catch: The Butterworth solution can be found only if $C_{D}$ is three times larger than $C_{I}$. For the example values $C_{D}=C_{I}=0.15 \mathrm{pF}$ and $R_{I}=$ $100 \Omega$, there is no solution, but for $C_{D}=0.225 \mathrm{pF}$ and $C_{I}=0.075 \mathrm{pF}$, we find
$L_{S}=2 \mathrm{nH}$. The reason for this difficulty is that we need to satisfy two conditions to force the three poles into a neat Butterworth (or Bessel, etc.) configuration, but $L_{S}$ provides only one degree of freedom. [ $\rightarrow$ Problem 7.12.]

In practice, it is often not possible to obtain the desired (e.g., maximally flat) response, necessitating a compromise. Nevertheless, Eq. (7.29) can serve as a starting point for the required inductance. A similar equation, $L_{S} \approx 1 /\left[\left(2 \pi B W_{3 \mathrm{~dB}}\right)^{2} C_{D}\right]$, was provided in [76] based on the intuition that the inductor and the photodetector capacitance should resonate near the cutoff frequency.

To gain more insight into the origin of the bandwidth extension, it is useful to analyze the ratio of the current flowing into the TIA, $i_{I}^{\prime}$, to the current generated in the photodetector, $i_{I}$ (cf. Fig. 7.29) [76]. Figure 7.30(b) shows the frequency response of $I_{i}^{\prime} / I_{i}$ without and with the inductor. At low frequencies, the full photodetector current appears at the TIA input, that is, $I_{i}^{\prime} / I_{i}=1$ (or 0 dB ). At higher frequencies and without the inductor, some of the photodetector current is shunted to ground by $C_{D}$, resulting in a roll off near the original bandwidth (dashed line). Now adding the inductor, $C_{D}, L_{S}$, and $C_{I}$ create a resonance that improves the current transfer from the photodetector to the TIA in a frequency band near the original bandwidth (solid line). This resonance can even result in a current gain, $I_{i}^{\prime} / I_{i}>1$, an effect that can be used to compensate for bandwidth limitations elsewhere in the TIA. Note that the same signal-current enhancement that improves the bandwidth is also responsible for the reduction in input-referred noise that we discussed earlier in the context of noise matching (cf. Section 6.5).

Rise-Time Improvement. The bandwidth improvement in the frequency domain can be explained in terms of $L_{S}$ resonating out (or tuning out) the undesired capacitances $C_{D}$ and $C_{I}$. The corresponding rise-time improvement in the time domain can be explained in terms of $L_{S}$ stagger charging the capacitances $C_{D}$ and $C_{I}$, as illustrated in Fig. 7.31.

Without $L_{S}$, capacitors $C_{D}$ and $C_{I}$ are connected in parallel and must charge simultaneously (dashed line). With $L_{S}$ present, initially all photodetector current charges $C_{D}$ ( $C_{I}$ is temporarily isolated by $L_{S}$ ), then after a small delay,


Figure 7.30 Effect of input series inductor on (a) the transimpedance and (b) the photodetector current transfer efficiency.

Figure 7.31 Charging of the capacitors $C_{D}$ and $C_{l}$ in response to a step current with (solid line) and without (dashed line) the inductor $L_{s}$.

the photodetector current charges $C_{I}$ (solid lines). Because $C_{D}$ and $C_{I}$ are each smaller than their parallel combination, the rise times resulting from stagger charging are shorter. Note that the inductor does not improve the delay time (or latency), but it is the rise time that determines the maximum bit rate that can be processed.

In high-speed receivers, the photodetector and the TIA chip are often copackaged to minimize the interconnect parasitics (cf. Section 3.4). The bond wire that is typically used for this interconnection can play the role of $L_{S}$. Choosing the optimum length for this bond wire can result in a substantial bandwidth and noise improvement [76, 77].

Separating Capacitances with Inductors. The idea of inserting a series inductor between the photodetector and the TIA input to improve the speed can be generalized as follows: Look for parallel capacitances in the signal path and break them up by inserting small inductors. Like before, stagger charging the broken up capacitances results in faster edges. Two examples of this technique are shown in Fig. 7.32.

In Fig. 7.29(b), we separated $C_{D}$ from the input capacitance of the TIA, but the latter capacitance still has (at least) two parallel components that can be broken up further: the capacitance of the front-end transistor and the capacitance of the bond pad (also the capacitance of the ESD protection circuit). Figure 7.32(a) shows how the detector capacitance $C_{D}$ can be separated from the bond-pad capacitance $C_{B}$ with a bond wire $L_{B}$ and additionally $C_{B}$ can be separated from the transistor capacitance $C_{I}$ with an on-chip spiral inductor $L_{1}$ [1].


Figure 7.32 Separating capacitances with inductors in (a) a shunt-feedback TIA and (b) a regulated-cascode TIA.

In a regulated-cascode TIA, the photodetector is connected to two FETs: the source of the common-gate FET, $M_{1}$, and the gate of the booster-amplifier FET, $M_{B}$. Figure 7.32(b) shows how two on-chip spiral inductors $L_{1}$ and $L_{2}$ can be used to separate the capacitances of these two transistors from each other and from $C_{D}$ [72].

In both examples, the two inductors add four new poles, making the overall response at least fifth order. To force all five poles into a Butterworth or Bessel configuration, we need to satisfy four conditions, which may be difficult, considering that the two inductors provide only two degrees of freedom. Nevertheless, solutions with acceptable amplitude ripple and group-delay variation can usually be found [1, 72].

Deferring Resistor Currents with Inductors. In the same way inductors can defer currents in capacitors, leading to stagger charging, inductors can also defer currents in resistors, speeding up the charging of capacitances at the same node. Two examples of this technique are shown in Fig. 7.33.

Figure 7.33(a) shows a shunt-feedback TIA with an inductor $L_{F}$ in series with the feedback resistor [9, 78]. In response to a current step from the photodetector, the inductor $L_{F}$ temporarily blocks the current from flowing into the feedback branch thus leaving more current for charging the capacitances $C_{D}$ and $C_{I}$ more quickly. In the frequency domain the same effect can be understood as follows: At high frequencies, the inductor increases the impedance of the feedback branch thus emphasizing high frequencies in the closed-loop response and pushing the cutoff frequency to a higher value. Besides increasing the speed, the feedback inductor also helps to reduce the input-referred noise [9].

The second example in Fig. 7.33(b) shows a common-gate TIA with a shunt peaking inductor [55]. In response to a drain current step, the inductor $L_{D}$ defers the current flow into the load resistor $R_{D}$ thus leaving more drain current for charging the load capacitance $C_{L}$ more quickly. Equivalently, we can


Figure 7.33 Deferring resistor currents with inductors in (a) a shunt-feedback TIA and (b) a common-gate TIA.


Figure 7.34 Application of T-coils in (a) a shunt-feedback TIA and (b) a common-gate TIA.
say that at high frequencies, $L_{D}$ increases the load impedance counteracting the impedance decrease (and gain roll-off) due to $C_{L}$.

T-Coil Networks. The methods of separating capacitances with inductors and deferring resistor currents with inductors can be combined, often producing superior results than each method by itself. Whereas an implementation with multiple individual inductors is possible, it is more efficient to use a so-called T-coil network. A T-coil consists of a pair of magnetically coupled inductors (a transformer) and is equivalent to a three-inductor T network but consumes less chip area and permits one of the three inductors to be negative [79-81].

Figure 7.34(a) shows a shunt-feedback TIA with a T-coil that separates the capacitances $C_{D}$ and $C_{I}$, resulting in stagger charging of those capacitances, while also deferring the current into the feedback resistor $R_{F}$ [82]. Figure 7.34(b) shows a common-gate TIA with a T-coil that separates the drain capacitance from the load capacitance $C_{L}$ while also deferring the current into the drain resistor $R_{D}$ [83].

### 7.8 Distributed-Amplifier TIA

In the previous section, we saw how the speed of a circuit can be increased by breaking up parallel capacitances and inserting small inductors. But what can we do if the speed is limited by the capacitance of a single large transistor? We can replace the large transistor by $n$ smaller transistors, each one $n$ times smaller than the original one, and connect them all in parallel. This replacement does not affect the low-frequency behavior of the circuit, but it provides the opportunity to insert inductors between the individual small transistors. This is the basic idea behind a distributed amplifier.

Figure 7.35(a) shows a conventional low-impedance front-end with a FET amplifier stage. Let us assume that the input capacitance of the FET, $C_{I}$,


Figure 7.35 (a) Low-impedance front-end and (b) distributed amplifier front-end.
dominates the photodetector capacitance, $C_{D}$, and simply inserting an inductor between the detector and the FET does not provide sufficient bandwidth. Applying the idea outlined earlier, we break the FET of width $W$ into three FETs $(n=3)$ of width $W / 3$ and connect them in parallel with a string of input inductors $L_{I}$ and a string of output inductors $L_{O}$. The resulting arrangement, shown in Fig. 7.35(b), is known as a distributed amplifier front-end or a distributed preamplifier (see [84-86] for design examples).

The low-frequency transimpedance of the lumped front-end in Fig. 7.35(a) is given by $R_{T}=g_{m} R_{D} R_{L}$. By construction, the distributed amplifier front-end must have the same $R_{T}$, where $g_{m}$ now designates the transconductance of all transistors in parallel and $R_{D}$ designates the value of the two output load resistors in parallel. If we define the transconductance of the individual transistor as $g_{m}^{\prime}=g_{m} / n$ and the resistance of each individual output load resistor as $R_{D}^{\prime}=2 R_{D}$, we can rewrite the low-frequency transimpedance as [84]

$$
\begin{equation*}
R_{T}=g_{m} R_{D} R_{L}=\frac{n}{2} g_{m}^{\prime} R_{D}^{\prime} R_{L} . \tag{7.30}
\end{equation*}
$$

How large should we make $L_{I}$ and $L_{O}$ to obtain a flat broadband response? The answer is provided by the theory of artificial transmission lines [79, 87]: The characteristic impedance of each artificial transmission line must match its termination resistors. In the passband, the characteristic impedances of the input and output lines can be approximated as

$$
\begin{equation*}
Z_{T L, I}=\sqrt{\frac{L_{I}}{C_{I}^{\prime}}} \quad \text { and } \quad Z_{T L, O}=\sqrt{\frac{L_{O}}{C_{O}^{\prime}}}, \tag{7.31}
\end{equation*}
$$

where $C_{I}^{\prime}$ is the input capacitance of each individual transistor, $C_{I}^{\prime}=C_{I} / n$, and $C_{O}^{\prime}$ is the output capacitance of each individual transistor, $C_{O}^{\prime}=C_{O} / n$. Requiring that $Z_{T L, I}$ and $Z_{T L, O}$ match the respective termination resistors $R_{L}$ and $R_{D}^{\prime}$, results in

$$
\begin{equation*}
L_{I}=R_{L}^{2} C_{I}^{\prime} \quad \text { and } \quad L_{O}=R_{D}^{\prime 2} C_{O}^{\prime} \tag{7.32}
\end{equation*}
$$

Bandwidth. The theory of artificial transmission lines also provides the bandwidth of the input and output lines [79, 87]:

$$
\begin{equation*}
f_{\text {cutoff }, I}=\frac{1}{\pi \sqrt{L_{I} C_{I}^{\prime}}} \quad \text { and } \quad f_{\text {cutoff }, O}=\frac{1}{\pi \sqrt{L_{O} C_{O}^{\prime}}} \tag{7.33}
\end{equation*}
$$

With Eqs. (7.32) and (7.33), we find $f_{\text {cutoff }, I}=2 n /\left(2 \pi R_{L} C_{I}\right)$ and $f_{\text {cutoff }, O}=$ $n /\left(2 \pi R_{D} C_{O}\right)$. Thus, assuming that the bandwidth of the original lumped low-impedance front-end was limited by its input pole to $1 /\left[2 \pi R_{L}\left(C_{D}+C_{I}\right)\right]$ and that $C_{I} \gg C_{D}$, the bandwidth of the distributed amplifier front-end is $2 n$ times larger than that of the lumped front-end.

The bandwidth, however, is not only determined by the cutoff frequencies of the input and output transmission lines, but also by the phase synchronization between these two lines. Figure 7.36(a) illustrates the three different paths in our example circuit through which the signal propagates from input to output (in general, there are $n$ such paths). Ideally, the delay through all paths is identical such that the signals at the output add up in phase. In the time domain, path differences result in smeared out edges (superimposed time-shifted copies of the edges). In the frequency domain, they manifest themselves as nulls (due to destructive interference) and a reduction in bandwidth. With the delays of the input-line and output-line sections given as [79, 87]

$$
\begin{equation*}
\tau_{I}=\sqrt{L_{I} C_{I}^{\prime}} \quad \text { and } \quad \tau_{O}=\sqrt{L_{O} C_{O}^{\prime}} \tag{7.34}
\end{equation*}
$$

phase synchronization is established when $L_{I} C_{I}^{\prime}=L_{O} C_{O}^{\prime}$.

(a)

(b)

Figure 7.36 (a) Forward paths and (b) reverse paths in the distributed amplifier front-end.


Figure 7.37 Frequency response of the forward and reverse transimpedance of a distributed amplifier front-end.

If we take the output signal from the back end of the output transmission line, we experience large delay mismatches, as shown in Fig. 7.36(b). As a result, the reverse transimpedance, that is, the transimpedance to the back end output, has deep nulls and a bandwidth that is significantly smaller than that of the forward transimpedance [84, 87]. This situation is illustrated in Fig. 7.37. The nulls occur when the phases of the reverse paths are evenly distributed around the circle and thus cancel out. Assuming phase synchronization in the forward direction, $\tau=\tau_{I}=\tau_{O}$, the first null occurs for $f=1 /(2 \tau n)$. Expressed in terms of the cutoff frequency, this frequency is $f=\pi /(2 n) \cdot f_{\text {cutoff. Thus, the factor } 2 n \text { that we }}$ gained in the forward bandwidth is lost in the reverse bandwidth. Interestingly, at the very high frequency $f=1 /(2 \tau)=\pi / 2 \cdot f_{\text {cutoff }}$, all reverse paths are again in phase and the full gain is restored (cf. Fig. 7.37).

Numerical Example. Let us make a numerical example to illustrate the foregoing theory (see Table 7.6). We start with the lumped low-impedance front-end of Fig. 7.35(a) and the values $R_{L}=50 \Omega, R_{D}=25 \Omega, g_{m}=400 \mathrm{mS}$,

Table 7.6 Parameters and performance of our lumped and distributed front-end examples.

| Parameter | Symbol | Lumped TIA | Distributed TIA |
| :--- | :--- | :--- | :--- |
| Detector capacitance incl. parasitics | $C_{D}$ | 0.15 pF | 0.15 pF |
| Input capacitance | $C_{I}$ | 1.2 pF | $8 \times 0.15 \mathrm{pF}$ |
| Output capacitance | $C_{O}$ | 1.2 pF | $8 \times 0.15 \mathrm{pF}$ |
| Transconductance | $g_{m}$ | 400 mS | $8 \times 50 \mathrm{mS}$ |
| Input load resistor | $R_{L}$ | $50 \Omega$ | $50 \Omega$ |
| Output load resistor | $R_{D}$ | $25 \Omega$ | $50 \Omega \\| 50 \Omega$ |
| Input inductors | $L_{I}$ |  | 0.375 nH |
| Output inductors | $L_{O}$ |  | 0.375 nH |
| Input pole/cutoff frequency | $f_{\text {cutoff }, I}$ | 2.36 GHz | 42.5 GHz |
| Output pole/cutoff frequency | $f_{\text {cutoff, } O}$ | 5.31 GHz | 42.5 GHz |
| Transimpedance | $R_{T}$ | $500 \Omega$ | $500 \Omega$ |
| Input impedance | $R_{I}$ | $50 \Omega$ | $50 \Omega$ |
| 3-dB bandwidth | $B W_{3 \mathrm{~dB}}$ | 2.04 GHz | 39.4 GHz |

$C_{D}=0.15 \mathrm{pF}, C_{I}=1.2 \mathrm{pF}$, and $C_{O}=1.2 \mathrm{pF}$. We easily find the amplifier gain $400 \mathrm{mS} \times 25 \Omega=10$, the low-frequency transimpedance $R_{T}=10 \times 50 \Omega=$ $500 \Omega$, the input pole frequency 2.36 GHz , and the output pole frequency 5.31 GHz . The lumped front-end's $3-\mathrm{dB}$ bandwidth is found with Eq. (H.16) as $B W_{3 \mathrm{~dB}}=2.04 \mathrm{GHz}$. Clearly, the bandwidth is limited by the input capacitance of the large transistor and not the photodetector.

Next, we convert the lumped front-end into a distributed front-end with $n=8$ sections (cf. Fig. 7.35(b)). The individual transistors are characterized by $g_{m}^{\prime}=400 \mathrm{mS} / 8=50 \mathrm{mS}$ and $C_{I}^{\prime}=C_{O}^{\prime}=1.2 \mathrm{pF} / 8=0.15 \mathrm{pF}\left(\right.$ same as $\left.C_{D}\right)$. With Eq. (7.32) and the termination resistors $R_{L}=R_{D}^{\prime}=50 \Omega$, we find the inductor values $L_{I}=L_{O}=0.375 \mathrm{nH}$. The cutoff frequency of both lines is found with Eq. (7.33) as 42.5 GHz , which is also an estimate for the forward bandwidth. The delay of each section is found with Eq. (7.34) as $\tau=7.5 \mathrm{ps}$. Thus the first null of the reverse response occurs at 8.33 GHz .

A circuit simulation of our distributed front-end example reveals that the $3-\mathrm{dB}$ forward bandwidth is 39.4 GHz and the $3-\mathrm{dB}$ reverse bandwidth is 3.7 GHz. Thus, the 3-dB forward bandwidth is about 19 times larger than that of the lumped front-end.

Noise Analysis. If the noise of the low-impedance front-end is dominated by the thermal noise of the load resistor $R_{L}$, the input-referred noise current density is white and given by $I_{n}=\sqrt{4 k T / R_{L}}$, which is about $18 \mathrm{pA} / \sqrt{\mathrm{Hz}}$ for $R_{L}=50 \Omega$. Is the noise of the distributed amplifier front-end the same? By construction, it must be the same at low frequencies. But note that the noise from the load resistor $R_{L}$ propagates in the opposite direction than the signal. For this reason, the noise from $R_{L}$ is not amplified by the forward transimpedance, but by something close to the reverse transimpedance [84]. (It is not exactly the reverse transimpedance because the input line is not terminated at the photodetector end and some noise gets reflected back into the forward direction.) Figure 7.38 compares a typical input-referred noise current PSD of a distributed amplifier front-end (solid line) [84] with that of a low-impedance front-end (dashed line). At low frequencies both noise densities are the same, but in the band above the reverse bandwidth and below the cutoff frequency, the noise density of the distributed amplifier front-end is lower. The width of this low-noise band increases with the number of sections, $n$.

Figure 7.38 Typical input-referred noise current PSD of a distributed amplifier front-end.


A more complete noise analysis must include the noise contributions of the transistors and the termination resistors of the output line [84].

Noise Optimization. To reduce the noise of a distributed amplifier front-end, we can increase the load resistor $R_{L}$ to, say, $100 \Omega$ [84]. But to preserve impedance matching, a larger $R_{L}$ also requires a larger $L_{I}$, which in turn results in a lower cutoff frequency of the input line. In our example, to match $R_{L}=100 \Omega$ we would need to increase $L_{I}$ to 1.5 nH , reducing the cutoff frequency to 21.2 GHz . Thus, $R_{L}$ controls a trade-off between noise performance and bandwidth.

Another noise-reduction technique is to replace $R_{L}$ with an active circuit that is less noisy than a passive resistor. The input impedance of a shunt-feedback TIA can serve as such an active termination [85].

Second-Order Effects. In our discussion we neglected loss in the transmission lines, mismatch between the transmission lines and their terminations, and other effects that are important in practice.

Loss in the input as well as the output lines limits the maximum number of sections that can be gainfully used [87]. Loss is caused, by the series and substrate resistances of the inductors as well as the resistive input and output components of the transistors (e.g., $R_{g}$ and $g_{o}$ of a FET). Cascoded sections can be used to lower the output conductance of the transistors [87, 88] (as well as to lower the input capacitance and to improve the output-to-input isolation). Loss in the inductors results in a gain droop toward higher frequencies [89, 90]. Parasitic capacitances associated with the inductors can detune the phase synchronization and lead to additional gain droop [89, 90].

Mismatch between the artificial transmission lines and the termination resistors results in gain ripple, especially near the cutoff frequency (cf. Fig. 7.37) [87]. The half sections $\left(L_{I} / 2, L_{O} / 2\right)$ at the ends of the transmission lines shown in Fig. 7.35(b) only provide approximate matching at high frequencies. Replacing them with m -derived half sections improves the high-frequency matching [79, 87, 91]. To compensate for gain degradations at low frequencies, a frequency dependent termination can be used [85, 88].

In a variation of the distributed amplifier front-end shown in Fig. 7.35(b), the small inductors that connect the individual transistors are replaced by short transmission lines, such as coplanar waveguides [85, 86]. A distributed amplifier making use of transmission lines is sometimes called a traveling-wave amplifier [87]. Other elements, such as mutually coupled inductors and T-coil networks, also have been used in place of the simple inductors [87].

Designing a distributed amplifier with a flat frequency response and a small group-delay variation is a challenge [87], especially in CMOS technology [89, 90]. Careful optimization guided by detailed circuit simulations is necessary to achieve this goal.

### 7.9 Summary

The basic shunt-feedback TIA can be enhanced in a number of ways to meet the needs of practical applications:

- TIA with post amplifier. Adding a post amplifier substantially increases the transimpedance while only modestly reducing the bandwidth. Parasitic coupling and stability are important issues when integrating a TIA and a high-gain post amplifier on the same chip.
- TIA with differential inputs and outputs. Differential-input TIAs can subtract the currents of two photodetectors. When used with a single photodetector, the unused TIA input can be terminated in a balanced or unbalanced manner. Balanced differential TIAs are more immune to power-supply noise and parasitically coupled signals. Unbalanced differential TIAs can provide a higher transimpedance and lower noise. Differential-output TIAs can produce twice the output voltage swing compared with single-ended TIAs. Pseudo-differential TIAs consist of two matched single-ended TIAs. Compared to differential TIAs, they lack common-mode suppression.
- TIA with DC input current control. DC input current control removes the average current from the photodetector current feeding only the AC current into the TIA. This provision removes the output offset voltage, maximizes the available output swing, and prevents large DC currents from overloading the TIA. A common implementation consists of a control loop that measures the DC input current (or a proxy thereof, such as the output offset voltage) and controls the amount of DC current that needs to be shunted away from the TIA input(s).
- TIA with adaptive transimpedance. Automatic transimpedance (or gain) control increases the input dynamic range of the TIA. A common implementation consists of a control loop that measures the output voltage swing and controls the TIA's transimpedance by means of a variable feedback resistor, a variable input shunt resistor, or a variable input attenuator. The transimpedance can be controlled in discrete steps or continuously. Bandwidth and stability must be maintained over the entire transimpedance tuning range. This requires the simultaneous adjustment of the feedback resistor and the amplifier gain or the feedback capacitance.
Feedforward TIAs, such as the common-base and common-gate TIAs, do not have an explicit feedback loop. Generally, they have a lower transimpedance and are noisier but consume less power and avoid the stability issues associated with shunt-feedback TIAs. A fast input pole relative to the output pole (a large pole spacing $\chi$ ) makes the feedforward TIA's bandwidth less dependent on the photodetector capacitance, but it also reduces the maximum achievable transimpedance (cf. Table 7.7).

Table 7.7 Summary of transimpedance limit expressions (SFB = shunt feedback, CB = common base, $\mathrm{CG}=$ common gate, $\mathrm{RGC}=$ regulated cascode).

| TIA topology | Transimpedance expression |
| :--- | :--- |
| SFB TIA, single-stage amplifier | $\leq \frac{A_{0} f_{A}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{2}}$ |
| SFB TIA with $n$-stage post amplifier | $\leq \sqrt[4]{(\sqrt[n+1]{2}-1)^{n+2}} \cdot \frac{\left(A_{0} f_{A}\right)^{n+1}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{n+2}}$ |
| CB/CG TIA (bound) | $\leq \frac{A_{0} f_{A}}{2 \pi C_{T} \chi \cdot B W_{3 \mathrm{~dB}}^{2}}$ |
| CB/CG TIA (equality) | $\leq \frac{\sqrt{\chi^{4}+6 \chi^{2}+1}-\chi^{2}-1}{2 \pi C_{T} \chi^{2} \cdot B W_{3 \mathrm{~dB}}^{3}}$ |
| RGC TIA | $A_{0}^{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{2}}$ |
| SFB TIA with CB/CG input stage | $\leq \frac{\left(A_{0} f_{A}\right)^{2}}{2 \pi C_{T} \chi \cdot B W_{3 \mathrm{~dB}}^{3}}$ |
| SFB TIA with RGC input stage | $\leq \frac{\left(A_{0} f_{A}\right)^{3}}{2 \pi C_{T} \chi^{2} \cdot B W_{3 \mathrm{~dB}}^{4}}$ |

The regulated-cascode TIA includes a booster amplifier that reduces the input resistance below that of the common-gate TIA $\left(<1 / g_{m}\right)$. The regulated-cascode TIA can be designed with smaller transistors, consumes less power, and achieves a higher transimpedance than the common-gate TIA (cf. Table 7.7).

A common-base/gate input stage or a regulated-cascode input stage can be combined with a shunt-feedback TIA to realize a large pole spacing and a high transimpedance at the expense of a higher power dissipation.

The bandwidth of a TIA can be increased by inserting a small inductor or an $L C$ filter in between the photodetector and the TIA. More generally, separating parallel capacitances by inserting small inductors results in stagger charging, which is faster than simultaneous charging. Moreover, inserting small inductors in series with load or feedback resistors defers the resistor currents, leading to faster charging times. Besides improving the bandwidth, these inductive broadbanding techniques also improve the noise performance.

The distributed amplifier front-end replaces large transistors with multiple smaller transistors that are interconnected with small inductors (or short transmission lines). Converting a lumped front-end into a distributed front-end with $n$ sections increases the bandwidth by a factor up to about $2 n$.

## Problems

7.1 Transimpedance Limit of TIA with Post Amplifier. Derive the maximum transimpedance as a function of the overall bandwidth $B W_{3 \mathrm{~dB}}$ for a shunt-feedback TIA with a single-pole voltage amplifier followed by an $n$-stage post amplifier. Assume that the TIA has $Q \leq 1 / \sqrt{2}$ to avoid peaking, that all post-amplifier stages have a second-order Butterworth response with the same bandwidth, $B W_{S}$, as the TIA, and that each postamplifier stage has a gain-bandwidth product of $A_{0} f_{A}$.
7.2 TIA Parameters. You are reviewing a paper that describes a single-ended TIA consisting of a shunt-feedback stage and a postamplifier stage. The shunt-feedback amplifier and the post amplifier both have a gain of 6 dB . The section on experimental results reports the transimpedance as $62.5 \mathrm{~dB} \Omega$ and the averaged input-referred noise current density as $4 \mathrm{pA} / \sqrt{\mathrm{Hz}}$. What is your comment?
7.3 Differential TIA. (a) Calculate the low-frequency relationship between $v_{I P}$ and $i_{I}$ of the balanced TIA shown in Fig. 7.5. From this result, derive the single-ended input resistance $R_{I, s e}=\Delta v_{I P} / \Delta i_{I}$ "seen" by the photodetector. (b) Derive the single-ended input resistance again, this time starting from the differential input resistance given by $R_{I, d}=$ $2 \Delta\left(v_{I P}-v_{I N}\right) / \Delta\left(i_{I P}-i_{I N}\right)=2 R_{F} /\left(A_{0}+1\right)$ and the common-mode input resistance given by $R_{I, c}=\frac{1}{2} \Delta\left(v_{I P}+v_{I N}\right) / \Delta\left(i_{I P}+i_{I N}\right)=R_{F} / 2$.
7.4 Variable Feedback Resistor. A shunt-feedback TIA has a variable feedback resistor $R_{F}$ (with negligible parallel capacitance). How does the TIA's quality factor $Q$ and bandwidth $B W_{3 \mathrm{~dB}}$ vary for the following cases? Make the simplifying assumptions that $T_{A} \ll R_{F} C_{T}$ and $A_{0} \gg 1$ to estimate $Q$ and that $T_{A} \ll R_{F} C_{T} / A_{0}$ and $A_{0} \gg 1$ to estimate $B W_{3 \mathrm{~dB}}$. (a) The adaptation mechanism controls only $R_{F} ; A_{0}$ and $T_{A}$ remain fixed. (b) The adaptation mechanisms controls $A_{0}$ to be proportional to $R_{F}$ and the gain-bandwidth product remains constant. (c) The adaptation mechanisms controls $A_{0}$ to be proportional to $\sqrt{R_{F}}$ and the gain-bandwidth product remains constant.
7.5 Input Shunt Resistor. Calculate the transimpedance $Z_{T}(s)$ of a TIA with input shunt resistor, as shown in Fig. 7.16. Assume a single-pole model (with time constant $T_{A}$ ) for the voltage amplifier. (a) Find the expressions for $R_{T}$, $\omega_{0}$, and Q. (b) Does the transimpedance limit Eq. (6.14) still hold for this case?
7.6 Common-Base TIA with Base Resistance. Derive the transfer function Eq. (7.12) of the common-base TIA including the base resistance $R_{b}$. What is the maximum value for $R_{b}$ such that the input poles have $Q \leq 1 / \sqrt{2}$ ? What is the bandwidth due to the input poles for $Q=$ $1 / \sqrt{2}$ ?
7.7 Transimpedance Limit for Common-Base TIA. Derive the transimpedance of the common-base TIA as a function of its bandwidth $B W_{3 \mathrm{~dB}}$ and technology, as we did in Eq. (7.14), but instead of a bound use the precise bandwidth expression. What pole spacing results in the maximum transimpedance and what is its value?
7.8 Noise PSD of Common-Gate TIA. Calculate the input-referred noise current PSD of a common-gate TIA with load resistor $R_{D}$ and source resistor $R_{S}$.
7.9 Total Noise of Common-Base and Common-Gate TIAs. Calculate the total input-referred noise currents of the common-base and the common-gate TIAs assuming that the output pole $\omega_{p 2}$ dominates and that the pole spacing is large.
7.10 Regulated-Cascode TIA. Calculate the transimpedance $Z_{T}(s)$ of the transistor-level regulated-cascode TIA shown in Fig. 7.26(b). Make the following simplifying assumptions: $R_{S} \rightarrow \infty, g_{m b 1}=0, g_{o 1}=0, C_{g d 1}=0$, and $g_{o B}=0$ (or include $g_{o B}$ in $R_{B}$ ).
7.11 Current Conveyor TIA. Calculate the input resistance $R_{I}$ of the circuits shown in Fig. 7.28(a) and (b). Make the simplifying assumptions that the transistors (MOSFETs and BJTs) have zero input and zero output conductance and no body effect, that is, $g_{m}$ is their only model parameter.
7.12 Bandwidth Extension with Input Series Inductor. (a) What conditions must be met for Eq. (7.27) to take the form of a Butterworth response? Calculate the increase in 3-dB bandwidth resulting from $L_{S}$ under these conditions. (b) Repeat (a) for a Bessel response.
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## 8

## Advanced Transimpedance Amplifier Design II

In the following, we explore ways to reduce the noise by replacing the noisy feedback resistor of the shunt-feedback TIA with a capacitive, optical, or active-feedback device. Then, we discuss the current-mode TIA in which the voltage amplifier is replace by a current amplifier. After that, we look at photodetector bootstrapping, a technique to reduce the detector's effective capacitance. Finally, we turn to TIAs for specialized applications, such as burst-mode receivers and analog receivers.

### 8.1 TIA with Nonresistive Feedback

Capacitive-Feedback TIA with Differentiator. In medium- and low-speed applications, a large portion of the TIA's input-referred noise current originates from the feedback resistor(s) (cf. Section 6.3). In principle, we can get rid of this noise by replacing the feedback resistor with a noise-free feedback capacitor. But unfortunately, this replacement turns the TIA into an integrator, which severely distorts the signal waveforms.

One solution to this problem is to follow the integrator with a differentiator, as shown in Fig. 8.1(a), thus equalizing the frequency response [1, 2]. Assuming large voltage gains for $A_{1}$ and $A_{2}$, the low-frequency transimpedance of this circuit is [1]

$$
\begin{equation*}
R_{T}=\frac{C_{2}}{C_{1}} R_{F} \tag{8.1}
\end{equation*}
$$

and its input-referred noise current PSD due to $R_{F}$ is [1]

$$
\begin{equation*}
I_{n, T I A}^{2}=\left(\frac{C_{1}}{C_{2}}\right)^{2} \frac{4 k T}{R_{F}}+\ldots \tag{8.2}
\end{equation*}
$$

Equation (8.1) suggests that the integrator-differentiator circuit can be re-interpreted as a current amplifier consisting of $A_{1}, C_{1}$, and $C_{2}$ with current

(a)

(b)

Figure 8.1 TIAs with capacitive feedback: (a) integrator-differentiator and (b) current-divider configuration.
gain $C_{2} / C_{1}$ followed by a resistive shunt-feedback TIA consisting of $A_{2}$ and $R_{F}$. Comparing Eqs (8.1) and (8.2), we find that for $C_{2}>C_{1}$ the noise due to $R_{F}$ is lower than that of the equivalent resistive-feedback TIA. For example, for $C_{2} / C_{1}=2$, the noise contribution of the capacitive-feedback TIA is $I_{n, T I A}^{2}=k T / R_{F}$, whereas the noise contribution of the equivalent resistivefeedback TIA with $2 R_{F}$ is $I_{n, T I A}^{2}=4 k T /\left(2 R_{F}\right)$, which is twice as large.

The main drawback of this arrangement is that the integrator quickly saturates (overloads) for input signals that contain a DC component. This issue can be avoided by adding a DC input current control circuit that removes the average input current, $\bar{i}_{I}$, from the input signal, as indicated with the current source in Fig. 8.1(a). (A feedback circuit similar to that in Fig. 7.11 can be used to control the current source.) Alternatively, a large resistor in parallel to $C_{1}$ [1] can provide some tolerance to DC currents. Unfortunately, both of these methods add noise.

Another drawback, familiar from the high-impedance front-end (cf. Section 6.1), is that the integrator saturates for long runs of zeros or ones, making it impossible for the differentiator to recover the original signal waveform.

The main application of the integrator-differentiator circuit in Fig. 8.1(a) has been for high-sensitivity current probes [1,2].

Capacitive-Feedback TIA with Current Divider. Another capacitive-feedback circuit, which has been proposed with optical receivers in mind [3, 4] and also has found application in microelectromechanical systems (MEMS) [5], is shown in Fig. 8.1(b). This circuit produces an AC drain current that is $\left(C_{1}+C_{2}\right) / C_{1}$ times larger than the AC input current $i_{i}$. To understand the origin of this gain, consider that the currents through $C_{1}$ and $C_{2}$ must sum up to the AC drain current and that, given a virtual ground at the input of the voltage amplifier, the ratio of these two currents must be $C_{1}$ to $C_{2}$. Thus, the AC drain current is divided into two parts, with the part through $C_{1}$ being equal to $i_{i}$ and the part
through $C_{2}$ being equal to $C_{2} / C_{1} \cdot i_{i}$. Finally, the load resistor $R_{D}$ converts the drain current into a voltage, making this circuit a TIA.

Assuming a large voltage gain $A$, the low-frequency transimpedance of this circuit is $[3,5]$

$$
\begin{equation*}
R_{T}=\left(\frac{C_{1}+C_{2}}{C_{1}}\right) R_{D} \tag{8.3}
\end{equation*}
$$

and its input-referred noise current PSD due to $R_{D}$ is [5]

$$
\begin{equation*}
I_{n, T I A}^{2}=\left(\frac{C_{1}}{C_{1}+C_{2}}\right)^{2} \frac{4 k T}{R_{D}}+\ldots \tag{8.4}
\end{equation*}
$$

Comparing Eqs. (8.3) and (8.4), we find that for $C_{2}>0$, the noise due to $R_{D}$ is lower than that of a simple common-gate TIA with the same transimpedance. But like the integrator-differentiator circuit, this circuit also suffers from intolerance to DC input currents, necessitating a DC input current control circuit [3]. Although this TIA does not contain an explicit integrator, the voltage amplifier output follows the integral of the input current and thus is susceptible to saturation when long runs of zeros or ones occur.

Note that the integrate-and-dump receiver that we discussed in Section 4.9 can be realized as a TIA with capacitive feedback and a reset switch [6]. In this case, the saturation problem is resolved by periodically discharging the feedback capacitor.

Optical-Feedback TIA. Another way to eliminate the noise of the feedback resistor is to replace it with an optical-feedback scheme [7, 8]. This approach is illustrated in Fig. 8.2. The voltage amplifier drives a light-emitting diode (LED) through the series resistor $R_{S}$, producing an optical feedback signal. This optical signal illuminates a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector, generating an electrical current that is approximately proportional to $v_{O}$. Assuming a large voltage gain $A$, the current from the feedback photodetector tracks the current $i_{I}$ from the input photodetector.

The entire optical feedback path can be described by the coupling factor $K$, defined as the ratio of the small-signal $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector current to the small-signal LED current (thus $K$ is the product of the quantum efficiency

Figure 8.2 TIA with optical feedback.

of the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector, the differential quantum efficiency of the LED, and the coupling loss from the LED to the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector). Typical values for $K$ are in the range $10^{-4}$ to $10^{-3}$. The low-frequency transimpedance of the optical-feedback TIA is [8]

$$
\begin{equation*}
R_{T}=\frac{R_{S}}{K} \tag{8.5}
\end{equation*}
$$

and its input-referred noise current PSD due to $R_{S}$ is [8]

$$
\begin{equation*}
I_{n, T I A}^{2}=K^{2} \frac{4 k T}{R_{S}}+\ldots \tag{8.6}
\end{equation*}
$$

For $K<0$, which is easy to realize, the noise due to $R_{S}$ is lower than that of a resistive shunt-feedback TIA with the same transimpedance.

A detailed analysis [8] shows that optical feedback offers an improved dynamic range over resistive feedback for bit rates up to a few hundred megabits per second, with the exact crossover point depending on the value of $K$.

The optical-feedback TIA also has the advantage of a very low parasitic feedback capacitance $C_{F}$ [8]. The bandwidth of TIAs with large feedback resistors and high amplifier gains is often limited by the parasitic feedback capacitance. For the optical-feedback TIA, this capacitance can be made arbitrarily small by increasing the spacing between the LED and the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodiode ( 15 cm of fiber are used in [8]).

The main drawbacks of optical feedback are the cost and board space taken up by the optocoupler, which cannot be integrated in a standard technology.

The aforementioned optical-feedback scheme takes advantage of the fact that a resistor $R$ connected in series with an ideal current attenuator $K$ has the effective resistance $R / K$ for signals but the $1 / K$ times larger resistance $R / K^{2}$ for noise. Current attenuators realized in the electrical rather than the optical domain can achieve a similar effect [2]. Note that the current attenuator requires a third terminal and thus it is not possible to build a two-terminal resistor with less noise than required by physics.

Active-Feedback TIA. In yet another variation of the shunt-feedback TIA, the feedback resistor $R_{F}$ is replaced by a transistor. The feedback transistor can be a FET or a BJT. In either case there are three different feedback configurations: common source, common drain, or common gate for the FET case and common emitter, common collector, or common base for the BJT case.

In the following we look at active-feedback TIAs based on a common-source and a common-drain feedback device in more detail. TIAs based on a common-gate (common-base) feedback device [9] are less common.

Common-Source Feedback Device. The basic circuit with a common-source feedback device is shown in Fig. 8.3(a) [10, 11]. Note that the FET here does not act as a variable resistor like in Fig. 7.14(a), but as a voltage-controlled


Figure 8.3 TIA with active feedback through an n-MOS device: (a) common-source and (b) common-drain configuration.
current source (transconductor) driven by the TIA output voltage and injecting a current into the TIA input. This type of feedback is known as active feedback [11, 12]. To obtain negative feedback through the inverting $M_{F}$, the voltage amplifier must be of the noninverting type. It can be implemented, for example, with two cascaded common-source (common-emitter) stages [11] or a combination of common-gate (common-base) and common-drain (common-collector) stages [12-14].
The low-frequency transimpedance of the common-source active-feedback TIA is [10, 11] (cf. Eq. (I.145))

$$
\begin{equation*}
R_{T}=\frac{1}{g_{m F}} \tag{8.7}
\end{equation*}
$$

and its input-referred noise current PSD due to $M_{F}$ is (cf. Eq. (I.147))

$$
\begin{equation*}
I_{n, T I A}^{2}=4 k T \tilde{\Gamma}_{F} g_{m F}+\ldots, \tag{8.8}
\end{equation*}
$$

where $g_{m F}$ is the transconductance of $M_{F}, \tilde{\Gamma}_{F}=\gamma_{F} g_{d 0 F} / g_{m F}$ (cf. Section 6.3), and we neglected the output conductance of $M_{F}$. The low-frequency input resistance is $R_{I}=1 /\left(A_{0} g_{m F}\right)$. If we take $A(s)$ as frequency independent, the TIA's bandwidth becomes $B W_{3 \mathrm{~dB}}=A_{0} g_{m F} /\left(2 \pi C_{T}\right)$, where $C_{T}$ is the total capacitance at the input node $[10,11]$. If we model $A(s)$ as a first-order low-pass and place the pole such that the TIA assumes a second-order Butterworth response, the bandwidth increases by $\sqrt{2} \times$ over the frequency-independent case (cf. Eq. (I.146)). [ $\rightarrow$ Problem 8.1.]

If we replace the noninverting amplifier in Fig. 8.3(a) with a simple wire ( $A=1$ ), we end up with a gate-drain connected FET. This degenerate form of the active-feedback TIA can serve as a receiver front-end in the same way a simple resistor can serve as a low- or high-impedance front-end [15].

Common-Drain Feedback Device. Active feedback through a common-drain device is shown in Fig. 8.3(b) [16-18]. This arrangement requires an inverting voltage amplifier, just like in the case of resistive feedback. Here, $M_{F}$ acts as a voltage-controlled current source producing a feedback current that depends
on the voltage difference $v_{O}-v_{I}$. Note the close analogy to resistive feedback for which the feedback current is given by $\left(v_{O}-v_{I}\right) / R_{F}$.

The low-frequency transimpedance of the common-drain active-feedback TIA is (cf. Eq. (I.150))

$$
\begin{equation*}
R_{T}=\frac{A_{0}}{\left(A_{0}+1\right) g_{m F}} \tag{8.9}
\end{equation*}
$$

and its input-referred noise current PSD due to $M_{F}$ is (cf. Eq. (I.153))

$$
\begin{equation*}
I_{n, T I A}^{2}=4 k T \tilde{\Gamma}_{F} g_{m F}+\ldots, \tag{8.10}
\end{equation*}
$$

where we neglected the bulk transconductance, output conductance, and induced gate noise of $M_{F}$. The low-frequency input resistance is $R_{I}=1 /$ $\left[\left(A_{0}+1\right) g_{m F}\right]$ [16], which happens to be the same expression as for the regulated-cascode TIA. Note the similarity between this active-feedback TIA and the regulated-cascode TIA, the main difference being that the output signal is taken from the booster amplifier's output rather than the input FET's drain. The frequency response and bandwidth of this active-feedback TIA are identical to those of the resistive feedback TIA, if we substitute $R_{F}$ by $1 / g_{m F}$ (and neglect $g_{m b}, g_{o}$, and $C_{g s}$ of $M_{F}$ ). [ $\rightarrow$ Problem 8.2.]

Active Feedback versus Resistive Feedback. The active-feedback TIA potentially is less noisy at low frequencies than the resistive-feedback TIA [19]. To realize this noise advantage, $\tilde{\Gamma}_{F}$ must be less than one, a condition that occurs for long-channel devices where theoretically $\tilde{\Gamma}_{F} \approx \frac{2}{3}$. If we replace $M_{F}$ with a BJT, the noise due to the feedback device is lower than that of the corresponding feedback resistor if $R_{b F}<1 /\left(2 g_{m F}\right)$, where $R_{b F}$ is the base resistance of the feedback BJT [20] (cf. Eq. (I.148)). Another advantage of the active-feedback TIA is that the voltage amplifier needs to drive only the small capacitive load presented by $M_{F}$.

On the downside, active feedback tends to result in a higher total capacitance $C_{T}$ at the input and more high-frequency $\left(f^{2}\right)$ noise than resistive feedback.

Furthermore, active feedback is less linear than resistive feedback which may be a disadvantage (because of signal distortions) or an advantage (because of desirable signal compression) depending on the application. If linearity is important, the active-feedback TIA can be followed by a nonlinearity that cancels the feedback nonlinearity. In the case of common-source (or commonemitter) active feedback this is easily implemented by driving a matched common-source (or common-emitter) transistor from the voltage amplifier output [19, 20].

Besides the optical receiver application shown in Fig. 8.3, active-feedback TIAs also find application in wideband LNAs for wireless applications [16-18], MEMS [13], and as load elements in broadband amplifier stages [21-23].

### 8.2 Current-Mode TIA

What happens if we replace the voltage amplifier in the shunt-feedback TIA with a current amplifier, as shown in Fig. 8.4? The current amplifier senses the input current, $i$, with a low-impedance input $\left(R_{I}=R_{S}\right)$ and outputs the amplified current, $A i$, at a high-impedance output $\left(R_{O} \rightarrow \infty\right)$. Circuits like this, where signals are represented by currents rather than voltages, are called current-mode circuits.

Simple Analysis. Let us assume for now that the current amplifier has a high gain, $A(s) \rightarrow \infty$. Then, for the output current to remain finite, the input current must stay close to zero. Like a voltage amplifier has a small input voltage (virtual ground), a current amplifier has a small input current ("virtual open") when negative feedback is applied and the loop gain is high. Thus, almost all of the photodetector current $i_{I}$ flows into $R_{F}$. With the input voltage of the current amplifier being close to zero (grounded through $R_{S}$ ), the output voltage becomes $v_{O}=-R_{F} i_{I}$. Interestingly, no matter whether a (high-gain) voltage amplifier or a (high-gain) current amplifier is used, the overall transimpedance is the same and is determined only by the feedback element $R_{F}$.

There are however two interesting differences: First, whereas the voltagemode TIA features a low input impedance only as a result of the feedback action, the current-mode TIA has a low input impedance even before feedback is applied $[24,25]$ (feedback reduces it further). This feature promises a strong suppression of the total capacitance at the input ( $C_{T}=C_{D}+C_{I}$ ), resulting in a low sensitivity to the photodetector capacitance $C_{D}$.

Second, whereas the AC feedback current in the voltage-mode TIA decreases with increasing $R_{F}$, the current source output of the current-mode TIA forces a feedback current that is independent of $R_{F}$ (neglecting $C_{L}$ ). As a result, the TIA's bandwidth becomes independent of $R_{F}$ and $R_{T}$. This property is called gain-bandwidth independence $[24,25]$. We return to this topic later.

Figure 8.4 Shunt-feedback TIA with current amplifier.


Current Amplifier with Finite Gain and Bandwidth. Now dropping the assumption of a high current gain $A$, we find the low-frequency transimpedance of the circuit in Fig. 8.4 as [24, 25] (cf. Eq. (I.155))

$$
\begin{equation*}
R_{T}=\frac{A_{0}}{A_{0}+1}\left(R_{F}-\frac{R_{S}}{A_{0}}\right), \tag{8.11}
\end{equation*}
$$

where $A_{0}$ is the low-frequency current gain. Usually, $R_{S} / A_{0}$ is much smaller than $R_{F}$ and thus the result is essentially identical to that of the voltage-mode TIA in Eq. (6.9). The input resistance of the current-mode TIA is $R_{I}=R_{S} /$ $\left(A_{0}+1\right)$ at low frequencies and $R_{I}=R_{S}$ at high frequencies. [ $\rightarrow$ Problem 8.3.]

Assuming a current amplifier with a single pole at $f_{A}$ and $C_{L}=0$, we find the bandwidth of the current-mode TIA as $B W_{3 \mathrm{~dB}} \approx \sqrt{2} A_{0} f_{A}$, which is essentially the gain-bandwidth product of the current amplifier (cf. Eq. (I.157)). As expected, this expression does not depend on $R_{F}$ or $R_{T}$, that is, there is no trade-off between bandwidth and transimpedance. This is in stark contrast to the voltage-mode TIA, Eqs (6.4) and (6.13), where the bandwidth depends strongly on the transimpedance.

Transimpedance Limit. Does this mean that the current-mode TIA somehow gets around the transimpedance limit? No, the load capacitance $C_{L}$, which we neglected thus far, is the spoiler. Repeating the bandwidth calculation with $C_{L} \neq 0$ (but $R_{S}=0$ to avoid third-order expressions), we find $B W_{3 \mathrm{~dB}} \approx \sqrt{2 A_{0}\left(A_{0}+1\right)} /\left(2 \pi R_{F} C_{L}\right)$ (cf. Eq. (I.161)). Now, the bandwidth does depend on the transimpedance and the transimpedance limit becomes [26] (cf. Eq. (I.162))

$$
\begin{equation*}
R_{T} \leq \frac{A_{0} f_{A}}{2 \pi C_{L} \cdot B W_{3 \mathrm{~dB}}^{2}} \tag{8.12}
\end{equation*}
$$

Interestingly, this limit has the same form as that of the voltage-mode TIA, Eq. (6.14), but the role of $C_{T}$ is now played by $C_{L}$. Considering the adjoint network [27] for the voltage-mode TIA in Fig. 6.3(a) explains this switch: The adjoint network, which has the same transfer function as the original network, matches the network of the current-mode TIA in Fig. 8.4 with $C_{T}$ moved from the input to the output. In conclusion, we can expect the current-mode TIA to have a higher transimpedance only if $C_{L}<C_{T}$.

Implementation Examples. In the following, we illustrate the implementation of current-mode TIAs with two transistor-level examples.

Figure 8.5(a) shows a simplified version of the HBT circuit in [25]. A common-base input stage, $Q_{1}$, provides the low input resistance of the current amplifier $\left(R_{S} \approx 1 / g_{m 1}\right)$ and $R_{C}$ converts the input current into a voltage. This voltage is level shifted with a coupling capacitor and converted back into a current with $Q_{2}$ (biasing network for $Q_{2}$ is not shown). The current amplifier


Figure 8.5 Current-mode TIA: simplified implementation examples.
thus has the low-frequency gain $A_{0}=g_{m 2} R_{C}$ and the dominant pole of its response $A(s)$ is determined by node $x$.

Figure 8.5(b) shows a simplified version of the MOSFET circuit in [28]. Here, a current mirror with a small input transistor $M_{1}$ and a large output transistor $M_{2}$ amplifies the input current. This current amplifier has the low-frequency gain $A_{0}=g_{m 2} / g_{m 1}$.

Some current-mode TIAs can operate from very low supply voltages, making them attractive for low-power applications [28]. However, current-mode TIAs tend to be noisier than voltage-mode TIAs.

### 8.3 TIA with Bootstrapped Photodetector

The effective photodetector capacitance $C_{D}$ seen by the TIA can be reduced by means of a circuit technique known as bootstrapping. Figure 8.6(a) shows the block diagram of a TIA with a bootstrapped photodetector [29-32]. Instead of biasing the photodetector at a fixed voltage above ground, it is biased at a fixed voltage above the TIA's input node. In the figure, the voltage buffer $B$ senses the TIA's input voltage, while loading this node as little as possible. Then, the reverse bias voltage $V_{\mathrm{BI}}$ is added to the buffer output voltage and the sum drives the photodetector. For an ideal bootstrap buffer with gain $B_{0}=1$, the AC voltage across $C_{D}$ becomes zero, suppressing any charging or discharging currents, effectively making $C_{D}=0$. For a bootstrap buffer with $B_{0} \leq 1$, the residual photodetector capacitance becomes $\left(1-B_{0}\right) C_{D}$. Without bootstrapping, $B_{0}=0$, all of the detector capacitance is visible, as expected.
The bootstrap buffer is typically implemented with a source follower [33,34] or an emitter follower [35]. An example circuit with a source follower is shown in Fig. 8.6(b). The source follower has the low-frequency gain $B_{0}=\left(g_{m B}-1 /\right.$ $\left.R_{I}\right) /\left(g_{m B}+1 / R_{S}\right)$, where $R_{I}$ is the input resistance of the TIA $\left(R_{I}=R_{F} /\left[A_{0}+1\right]\right)$ and $R_{S}$ is the total load resistance at the source of $M_{B}\left(R_{S}=1 / g_{o B}\right.$, if the bias current source is ideal). This gain is always less than one, but approaches one

(a)

(b)

Figure 8.6 TIA with bootstrapped photodetector: (a) block diagram and (b) a typical transistor-level implementation.
for large values of $g_{m B}$. (There are two mechanisms responsible for keeping the gain below one: the finite loop gain of the follower, $g_{m B} R_{S}$, and the loading of the follower by the AC current $i_{i}$.)

As shown in Fig. 8.6(b), a coupling capacitor $C_{B}$ together with a large biasing resistor $R_{B}$ can be used to add the reverse bias voltage $V_{\mathrm{BI}}$ to the buffer output voltage [34, 35]. Unfortunately, the gate-source voltage drop of the source follower reduces the reverse bias compared with the nonbootstrapped case and a higher supply voltage may be necessary. Alternatively, the follower can be DC coupled to the TIA input and the AC coupling capacitor is then added at the output of the buffer [33]. Noise injection from the bootstrap buffer is an important concern. A large bias resistor $R_{B}$ is needed to keep this noise low [34, 35].

The bootstrap TIA in Fig. 8.6 comes in a number of variations. A separate bootstrap buffer $B$ in parallel with the voltage amplifier $A$ can be avoided, if the first stage of the voltage amplifier is a buffer stage. In this case, the bootstrap signal can simply be tapped off that buffer [29, 30]. In another variation, the drain of the source follower in Fig. 8.6(b) (or the collector of the emitter follower) is connected to the second input of a differential TIA, thus using the currents from both terminals of the photodetector [36,37].

Another way of reducing the photodetector capacitance $C_{D}$ is to shunt it with a negative capacitance. A noninverting amplifier with gain $B_{0}>1$ and feedback capacitor $C_{F}$ synthesizes the negative capacitance $-\left(B_{0}-1\right) C_{F}$ at its input, which can be used for this purpose. This approach, which is sometimes known as a grounded-source bootstrap [31], results in the residual input capacitance $C_{T}-\left(B_{0}-1\right) C_{F}$.

### 8.4 Burst-Mode TIA

The Burst-Mode Problem. How does a burst-mode TIA differ from the continuous-mode TIAs that we have discussed so far? A burst-mode TIA


Figure 8.7 Pulse-width distortions resulting from a TIA with fixed transimpedance: (a) input current and (b) output voltage.
must be able to respond quickly to an input signal whose amplitude varies significantly from burst to burst. In passive optical networks (PON), the most common application for burst-mode TIAs, the amplitude variation (loud/soft ratio) at the central office (CO) can be up to 30 dB (cf. Chapter 1). The burst-mode TIA adjusts to the amplitude of the individual bursts by means of a preamble. The preamble typically contains a $111 \ldots 000 \ldots$ or a $101010 \ldots$ pattern or a combination of both [38] and its duration is between 10 and 1,000 bit periods, depending on the standard (e.g., BPON, GPON, EPON). The TIA must complete its adjustments in a fraction of this duration, because the main amplifier, the equalizer (if present), and the CDR require a settled TIA signal to make their adjustments.

Figure 8.7(a) illustrates a weak burst followed by a strong burst at the input of the TIA. (For clarity, the bursts are shown schematically as 5-bit 10101 patterns; in practice, the bursts are much longer.) Such a situation arises, for example, at the CO side of a PON system when a distant subscriber and a nearby subscriber transmit bursts in adjacent time slots (cf. Chapter 1 ). When received by a TIA with a fixed transimpedance, the distorted output signal shown in Fig. 8.7(b) is obtained. The horizontal dashed lines in Fig. 8.7(a) show the (fixed) input range of the TIA; outside of these lines, the TIA clips the signal. Clearly, such a TIA introduces severe pulse-width distortions that depend on the burst's strength and extinction ratio. (TIA overload effects, which are not considered in Fig. 8.7(b), make the situation worse.) In the case of a strong burst with a low extinction ratio (high zero-level signal), the burst may even be lost altogether.

These problems can be avoided with an adaptive TIA that adjusts the transimpedance from burst to burst such that the output signal does not get clipped or distorted. Visualize the dashed lines in Fig. 8.7(a) changing their vertical positions for every burst such that they are just outside of the burst's envelope. The correct decision threshold voltage, which minimizes pulse-width distortions and maximizes sensitivity, can then be determined based on the zero and one levels at the output of the TIA.

The length of the preamble and the coding scheme used for the payload impact the design choices for a burst-mode receiver. If the preamble is very
long and the code has short runs (e.g., if the $8 B / 10 B$ code is used), it is possible to use the same or similar circuits as for continuous-mode receivers [39]. The time constants for the gain control, offset control, and AC coupling simply must be chosen short enough such that the receiver settles within the preamble. Unfortunately, a PON system with such a long preamble has a poor bandwidth efficiency because a substantial fraction of the transmitted bits consist of preamble bits rather than payload bits. In contrast, if the preamble is short and the code has long runs (e.g., if the 64B/66B code is used), it is not possible to find a (single) time constant that simultaneously allows the receiver to settle within the preamble and that prevents the gain and offset control from drifting during long runs of zeros or ones. In this case, specialized burst-mode circuits are required.

To simultaneously achieve fast gain and offset control and high tolerance to long runs, burst-mode receivers make use of a reset signal that becomes active in between bursts. The reset signal erases the receiver's memory of the previous burst and prepares it for the next burst. The reset signal can be generated, for example, by tracing the burst's envelope or by counting the bits in the burst [40, 41]. We discuss this reset signal in more detail shortly.

Fast Gain Control. In Section 7.4, we discussed several ways of controlling the transimpedance in response to the received signal strength. The TIA with a nonlinear feedback or shunt network (cf. Figs 7.18 and 7.19), which compresses the dynamic range like a logarithmic amplifier, is a possible solution for burst-mode receivers [33]. It has the advantage of responding instantaneously and avoiding the need for a fast control loop. However, the nonlinear transfer function causes some pulse-width distortion [42] and strong bursts with low extinction ratio result in small output signals [43].

A linear TIA with a fast burst-by-burst gain control loop is shown in Fig. 8.8(a). The main difference to the continuous-mode AGC scheme shown in Fig. 7.13(a) is that the low-pass filter for measuring the signal swing has been replaced with a resetable peak detector. This peak detector responds to negative peaks and hence is also known as a bottom-level hold. The waveforms in Fig. 8.8(b) illustrate the operation for a strong burst followed by a weak burst. Before the first burst arrives, the peak detector is reset to the dark level of the TIA's output voltage, $v_{B}=v_{O}$. Because this voltage is above $V_{\text {REF }}$, the gain-control switch opens and the higher of two transimpedance values is selected. When the strong burst arrives, the peak detector traces the lower edge of the envelope and as soon as it crosses below $V_{\text {REF }}$, the gain-control switch closes, thus reducing the transimpedance. For comparison, the response without gain control is also plotted (dashed line). At the end of the burst, the peak detector is reset and the gain-control switch opens in preparation for the next burst. When the weak burst arrives, the peak detector voltage never crosses below $V_{\text {REF }}$ and the transimpedance remains high. The relationship
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Figure 8.8 Burst-mode TIA with fast gain control: (a) block diagram, (b) waveforms, and (c) output swing versus input swing.
between the input swing and output swing for this burst-mode TIA is plotted in Fig. 8.8(c).

The circuit in Fig. 8.8(a) comes in a number of variations: More than two gain settings can be implemented with additional feedback resistors, switches, and comparators, resulting in a circuit similar to that in Fig. 7.14(b). (To keep Fig. 8.8(a) simple, the compensation capacitor $C_{F 1}$ is not shown.) Burst-mode TIAs with two gain settings [40, 44-47] and three gain settings [42] have been reported.

Instead of discrete gain control (a.k.a. gain switching), continuous gain control, similar to that in Fig. 7.14(a), can be used [41, 43, 48]. Continuous gain control is of interest in applications that require good linearity and constant amplitude, such as in receivers with electronic dispersion compensation [48].

Instead of a variable feedback resistor, a variable shunt element at the input, similar to that in Fig. 7.16, can be used [49].

In a variation of the fast AGC loop in Fig. 8.8(a), the peak detector can be omitted if the subsequent comparator is designed with a large hysteresis [42, 47]. The idea is that once the signal crosses the threshold of the hysteresis comparator its output remains high (due to the hysteresis) and the switch remains closed, even when the signal returns to the dark level. The reset pulse must now be applied to the hysteresis comparator instead of the peak detector. (See Fig. 9.9 in Chapter 9 for a circuit example.)
In all burst-mode AGC schemes, gain switching after the preamble must be avoided to prevent corrupting the payload data. This issue may occur when the signal strength is just below the switching threshold during the preamble and
a fluctuation in amplitude (or a noise peak) pushes it over the threshold during the payload. Freezing the gain at the end of the preamble resolves this issue [50].

Fast Offset and Threshold Control. Many burst-mode TIAs feature differential outputs that make the output signal more immune to coupled noise and that facilitate DC coupling to the subsequent burst-mode main amplifier. Burstmode TIAs with differential outputs often include an offset control circuit that removes the output offset voltage [40, 42, 49]. Alternatively, the offset voltage can be removed at the input of the subsequent main amplifier [51]. Like gain control, offset control must be completed in a small fraction of the preamble's duration.

Adjusting the offset of a signal relative to a fixed decision threshold has the same effect as adjusting the decision threshold. Thus, in this context the terms automatic offset control (AOC) and automatic threshold control (ATC) are often used interchangeably.

A burst-mode TIA with differential outputs and fast threshold control is shown in Fig. 8.9(a) [41, 45, 46]. A single-ended burst-mode TIA is followed by a threshold voltage generator similar to the arrangement in Fig. 7.9, except that the slow $R C$ low-pass filter has been replaced by two fast peak detectors and a voltage divider. One peak detector operates as a bottom-level hold and outputs $v_{B}$; the other peak detector operates as a top-level hold and outputs $v_{T}$. The voltage divider produces the average voltage $v_{M}=\frac{1}{2}\left(v_{T}+v_{B}\right)$.

(a)


Figure 8.9 Burst-mode TIA with differential outputs and fast threshold control: (a) block diagram and (b) waveforms (simplified).

Figure 8.9(b) illustrates the output signal waveforms from the peak detectors for two sequential bursts with unequal amplitude. In between bursts, both detectors are reset to the dark level, $v_{T}=v_{B}=v_{O}$. When the burst arrives, the peak detectors trace the upper and the lower edge of the envelope and the midpoint between the two edges represents the threshold voltage $v_{M}$. A subsequent differential stage amplifies the difference $v_{O}-v_{M}$ and produces the complementary output signals $v_{O P}$ and ${ }_{O N}$. The differential output voltage $v_{O P}-v_{O N}$ swings symmetrically around the zero level and thus is offset free.

The timing of the reset signal is critical. Asserted in between bursts, it must be released only after the AGC process in the preceding TIA has settled (not shown in Fig. 8.9(b)) [40]. Otherwise, the bottom-level hold may pick up a transient, such as the first large negative peak in Fig. 8.8(b), resulting in the incorrect threshold voltage. Even in the absence of an AGC transient, the reset signal must be released only after the burst has started to correctly acquire the zero level [51]. If released too early, the top-level hold acquires the dark level, which is different from the zero level in the case of finite extinction.

The design of the peak detectors is critical. Their rise and fall times should be fast enough to track the envelope but not too fast to avoid tracking the noise in the received signal. Their droop (capacitor discharging) must be small enough to prevent the threshold voltage from drifting too much during long runs of zeros or ones [52]. Because the peak detectors in the AGC and the AOC/ATC circuits are both driven by the output of the single-ended TIA, they can be shared between these two functions [40, 41].

The circuit in Fig. 8.9(a) comes in a number of variations: To save chip area, the top-level hold can be replaced by a replica TIA with an open input [40] (cf. Fig. 7.8). However, the threshold is then based on the dark level instead of the zero level and the drift of the bottom-level hold due to the accumulation of noise peaks $[51,53]$ is no longer counterbalanced by a similar drift of the toplevel hold.

In another variation, the threshold voltage $v_{M}$ is derived with an $R C$ low-pass filter, just like in Fig. 7.9, thus getting rid of both peak detectors. But for this approach to work, the system must switch between two time constants: During the preamble, a fast time constant is selected to quickly acquire the average level of the burst, then during the payload, a slow time constant is selected to minimize drift of the threshold voltage during long runs of zeros or ones [45, 46, 54].

The circuit in Fig. 8.9(a) derives the offset-compensation voltage $v_{M}$ from the input signal, a method known as feedforward offset control. Alternatively, $v_{M}$ can be derived from the output signals $v_{O P}$ and $v_{O N}$ [54], a method known as feedback offset control. Feedback offset control has the advantage of compensating offset errors in the whole receiver chain, but it is typically slower than feedforward offset control.

Burst-Mode Penalty. In Section 4.2, we discussed the problem of acquiring the decision threshold based on a small number of preamble bits. The limited amount of averaging over the noisy zeros and ones results in a decision threshold that is necessarily corrupted by noise [52,53,55,56]. The degree of corruption depends on the number of preamble bits that are averaged.

The burst-mode penalty resulting from this effect can be derived from Eq. (4.11) as [53]

$$
\begin{equation*}
P P=\sqrt{1+\frac{1}{n}} \tag{8.13}
\end{equation*}
$$

where $n$ is the number of preamble bits used for threshold estimation and an equal number of zeros and ones is assumed. The expression in Eq. (8.13) is valid for a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver that acquires the zero and one levels by means of averaging. Similar expressions can be derived for an APD receiver (with unequal and non-Gaussian noise on the zeros and ones) [56] and for level acquisition with peak detectors (affected by drift due to the accumulation of noise peaks and discharge currents) $[52,53]$.

If the threshold is estimated from a single zero and a single one bit $(n=2)$ the power penalty according to Eq. (8.13) is 0.88 dB , which is rather large. Thus, a larger number of preamble bits is commonly used. In practice, burst-mode penalties of 0.7 dB [47] and 0.3 dB [51] (and about 3 dB in older burst-mode receivers $[57,58])$ have been measured.

For a continuous-mode receiver, the number of bits that are averaged to establish the decision threshold is very large $(n \rightarrow \infty)$. In this case, Eq. (8.13) goes to one and the "burst-mode" penalty disappears.

Chatter. There is one more peculiarity about burst-mode receivers. In between bursts there are extended periods of time when no optical signal is received. During these dead periods the transimpedance is usually set to its highest value and the decision threshold may be set close to zero in anticipation of a burst. Unfortunately, with these settings, the amplified TIA noise crosses the decision threshold randomly, generating a random bit sequence called chatter at the output of the receiver.

A brute force solution to this problem is to intentionally offset the decision threshold [57]. To suppress the chatter, the applied offset voltage must be larger than the expected peak noise voltage: $V_{O S}=\mathcal{Q} v_{n, T I A}^{r m s}$ (cf. Section 4.2). Moreover, the offset voltage must track the temperature dependence of the noise voltage [57]. However, an offset voltage of that magnitude degrades the sensitivity of the receiver by around 3 dB .

A better approach is to monitor the received signal strength to detect the presence or absence of a burst (activity detector) [51]. In the absence of a burst, the decision threshold is forced well above zero to avoid chatter. When


Figure 8.10 CMOS implementations of (a) top-level hold and (b) bottom-level hold.
a burst is detected, the ATC circuit acquires the optimum threshold voltage, thus avoiding the penalty associated with an intentional offset.

Peak Detectors. Given the importance of peak detectors in burst-mode circuits, a short discussion of their implementation is in order. Popular CMOS implementations of the top-level hold and the bottom-level hold are shown in Fig. 8.10 [41, 43, 45, 46, 51, 59].

The top-level hold in Fig. 8.10(a) operates as follows: If the input voltage $v_{I}$ exceeds the output voltage $v_{O}$ (the peak value acquired thus far), the output of the amplifier goes high. In response, the gate-drain connected MOSFET $M_{1}$, which acts as a diode, turns on and charges capacitor $C$. The voltage of the capacitor is buffered and level-shifted by the source follower $M_{3}$ and fed back to the amplifier input. As soon as the capacitor is charged enough for $v_{O}$ to match $v_{I}$, the amplifier turns diode $M_{1}$ off and the charging stops. Thanks to the feedback loop through the amplifier, the voltage drops across the diode $M_{1}$ and the source follower $M_{3}$ are suppressed. To reset the peak detector, capacitor $C$ is discharged with $M_{2}$.
The bottom-level hold in Fig. 8.10(b) operates in the same way, except that the polarity of diode $M_{1}$ is reversed to acquire the bottom level.

Some peak detector circuits merge the diode function with the amplifier function. In fact, an amplifier that can only source (for a top-level hold) or only sink (for a bottom-level hold) current may be faster than a regular amplifier followed by a diode. Amplifiers with an open collector [50], open drain [60], or an unbiased emitter follower [61] can be used for this purpose.

A potential issue with peak detectors is that they may overshoot (for a top-level hold) or undershoot (for a bottom-level hold) their target value [50, 60]. This overshoot (or undershoot) is caused by the delay through the amplifier, $M_{1}$, and $M_{3}$, which results in a late turn off of the current that charges $C$. One way to compensate for overshoot (undershoot) is to artificially increase (decrease) the voltage that is fed back to the amplifier [50].

### 8.5 Analog Receiver TIA

Optical fiber communication also has a significant impact on analog RF and microwave applications that traditionally have relied on coaxial cable. The low loss of optical fiber permits the elimination of many RF boosting amplifiers. The elimination of these amplifiers, in turn, results in a link with lower noise and distortion.

A typical application of this type is the hybrid fiber-coax (HFC) network used to distribute CATV signals from the head end to the neighborhood through optical fiber (cf. Chapter 1). Another example is the distribution of CATV signals over a PON by means of a dedicated wavelength (video overlay) [62]. Analog optical links are also used to connect wireless base stations with remote antennas. This application is referred to as microwave photonics [63] or radio over fiber (RoF) [64].

In contrast to digital receivers, analog receivers must be highly linear to keep distortions in the fragile analog signals (e.g., QAM or AM-VSB signals) to a minimum. The linearity of CATV receivers is specified in terms of the composite second order (CSO) distortion and the composite triple beat (CTB) distortion. For these and other nonlinearity measures, see Appendix D.

In addition, analog receivers require a much higher ratio of signal to noise than digital receivers. The noise performance of CATV receivers is specified in terms of the carrier-to-noise ratio (CNR), the passband equivalent of the signal-to-noise ratio (SNR) (cf. Section 4.3). The noise performance of microwave photonic links is specified in terms of the noise figure [63].

Low-Impedance Front-End. A simple implementation of an analog receiver is shown in Fig. 8.11(a). It consists of a low-impedance front-end followed by a linear low-noise amplifier [65]. Typically, the front-end impedance and the amplifier input impedance are $50 \Omega$ (or $75 \Omega$ in CATV systems) such that standard cables and connectors can be used.

To achieve high linearity, the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector must be operated below its saturation current (cf. Section 3.1). A beam splitter, multiple photodetectors,


Figure 8.11 Receivers for analog signals: (a) low-impedance front-end and (b) front-end with matching network.
and a power combiner can be used to increase the effective saturation current of the photodetector, if necessary [66].

Amplifiers for CATV applications typically consist of a balun, that is, a transformer that converts the single-ended input signal to a balanced differential signal, followed by a differential amplifier with good symmetry (a push-pull amplifier), and another balun for converting the differential signal back to a single-ended output signal $[67,68]$. Owing to its symmetry, this topology exhibits low even-order (in particular, low second-order) distortions.

Noise Matching. As we know, the low-impedance front-end in Fig. 8.11(a) is rather noisy. A transformer that matches the low input impedance of the amplifier to the higher impedance of the photodetector, as shown in Fig. 8.11(b), can be used to improve the noise performance [69]. The example shown in the figure uses an autotransformer with a turns ratio of $4: 1$ to transform the $75-\Omega$ input impedance of the CATV amplifier up to $1.2 \mathrm{k} \Omega$ (16:1 impedance ratio). Such a transformer can be constructed, for example, by winding six turns from the input to the center tap (output) and two turns from the center tap to the ground on a ferrite core. This matching technique eliminates the load resistor to ground and the noise associated with it. Furthermore, because the transformer has a current gain of $4 \times$, the input-referred noise current of the amplifier is attenuated by the same factor $4 \times$ (corresponding to 12 dB ) when referred back to the photodetector.

While the transformer helps with the noise, it also reduces the bandwidth. For example, a photodetector with a $0.2-\mathrm{pF}$ capacitance loaded by the $1.2-\mathrm{k} \Omega$ resistance seen through the transformer limits the bandwidth to about 660 MHz , which is not sufficient for most CATV applications (CATV signals occupy the frequency band from 50 MHz up to 1 GHz ). However, adding a small series inductor $L_{S}$ (see Fig. 8.11(b)) can increase the bandwidth to the desired value (cf. Section 7.7) and even provide some uptilt in the frequency response, if desired [69].

More generally, the input-referred noise of analog receivers can be shaped and reduced by placing a noise matching network between the photodetector and the TIA [69-71]. We discussed this technique in Section 6.5. Compared to digital receivers, the higher low-frequency cutoff typical for analog receivers (e.g., 50 MHz ) permits more flexibility in the design of the noise matching network.

Balanced Photodetector. In Section 4.4, we discussed the noise of analog receivers and found that it is composed of circuit noise, shot noise, and relative intensity noise (RIN). While noise matching can reduce the circuit noise, it cannot help with the shot and RIN noise.

To suppress the RIN noise, which originates from the laser in the transmitter, a receiver with a balanced detector can be used [63]. For examples


Figure 8.12 Shunt-feedback TIAs for analog receivers: (a) single ended topology and (b) pseudo-differential topology with differentially coupled photodetector.
of receivers with balanced detectors, see Section 3.5. In this scheme, the transmitter generates complementary optical signals with a Mach-Zehnder modulator, which are transmitted through two separate fibers. At the receiver, the balanced photodetector subtracts the two optical inputs, recovering the modulated signal but rejecting the common-mode RIN noise. With this method photonic microwave links with noise figures below 6.9 dB up to 12 GHz have been realized [63].

Shunt-Feedback TIA. Shunt-feedback TIAs can achieve better noise performance than low-impedance front-ends (cf. Chapter 6). Figure 8.12(a) shows an analog receiver with a single-ended shunt-feedback TIA [72]. The photodetector is AC coupled to the TIA input. The bias resistor $R_{L}$ sets the reverse voltage of the photodetector to $V_{D D}-R_{L} \mathcal{R} \bar{P}_{S}$, where $V_{D D}$ is the supply voltage, $\mathcal{R}$ is the responsivity of the photodetector, and $\bar{P}_{S}$ is the average received optical power, usually between -3 and 0 dBm for CATV applications. Alternatively, an RF choke or a combination of RF choke and resistor can be used to reduce the voltage drop and noise of the bias network. In any case, the impedance of the bias network must be high compared with the input resistance of the TIA in the frequency band of interest, such that almost all AC current from the detector flows through the coupling capacitor into the TIA. Similar to the DC input current control circuits discussed in Section 7.3, the bias network removes the DC component of the photodetector current, leaving only the AC current for the TIA. For CATV applications, in which the minimum frequency is 50 MHz , a relatively small coupling capacitor ( 1 to 10 nF ) is sufficient.

To achieve the necessary high linearity with a single-ended TIA, the voltage amplifier must operate at a high supply voltage and a large quiescent current (e.g., 15 V and 100 mA for CATV applications) such that the signal excursions are only a small percentage of the operating point [72, 73]. Moreover, to keep
the output signal within the linear operating region of the amplifier, the TIA must have an adaptive transimpedance (variable $R_{F}$ ) [72] (cf. Section 7.4).

The large power dissipation that results from the high supply voltage and quiescent current makes copackaging an analog TIA with a photodetector challenging [73]. Therefore, analog TIA circuits that dissipate less power while maintaining high linearity are needed.

Differential Shunt-Feedback TIA. TIAs with differential inputs and outputs depend less on transistor linearity because the symmetry of the differential topology ensures low even-order distortions. The resulting lower operating-point voltages and currents lead to a lower power dissipation.

The pseudo-differential TIA shown in Fig. 8.12(b) relies on good matching between its two halves to minimize the even-order distortions. (A slight imbalance may be introduced on purpose to compensate for the photodetector nonlinearity [69].) A balun can be used to connect the single-ended photodetector to the differential TIA inputs, but the preferred method is to take complementary current signals from the two terminals of the photodetector [67, 69, 71], as shown in Fig. 8.12(b). This arrangement avoids the bandwidth limitation inherent with a balun. The bias resistors $R_{L}$ and $R_{L}^{\prime}$, together with the average photodetector current, set the reverse voltage of the photodetector. Again, RF chokes can be used as part of the bias network to reduce voltage drops and noise [71].

To obtain well balanced input signals, the parasitic capacitances of the photodetector and the interconnects must be similarly well balanced. Interestingly, the pseudo-differential TIA is more resilient to an input-capacitance imbalance than the regular differential TIA. Whereas both topologies have the same differential input resistances, $R_{I, d}=2 R_{F} /\left(A_{0}+1\right)$, the pseudo-differential TIA has a lower common-mode input resistance, $R_{I, c}=\frac{1}{2} R_{F} /\left(A_{0}+1\right)$, that the regular differential TIA, $R_{I, c}=\frac{1}{2} R_{F}$. This lower common-mode input resistance helps to suppress the AC common-mode voltage that otherwise would throw the voltage amplifier off balance.

Differential coupling of the photodetector to the TIA eliminates the balun at the input, but another balun is still needed to convert the differential output signals back to a single-ended output signal (cf. Fig. 8.12(b)). In a current-mode implementation, where the amplifier output signals are in the form of currents, the current subtraction can be done by means of Kirchhoff's current law, avoiding the balun necessary for a voltage subtraction [74].

Distortion Cancellation. Another technique for simultaneously obtaining high linearity and low power dissipation is distortion cancellation. The idea is to follow a first stage, which is slightly nonlinear, by a second stage that attempts to undo the nonlinearity of the first one.

For example, in [73] a cascoded common-source stage is followed by a common-drain stage that approximately cancels the distortions of the first one. This linearized voltage amplifier forms the core of a single-ended shuntfeedback TIA. Careful tuning of the bias currents in the two stages results in inversely related nonlinearities and an overall linear response without the need for large operating-point voltages and currents.

Another example of distortion cancellation is the nonlinear active-feedback TIA followed by an inversely related nonlinear post amplifier that we mentioned in Section 8.1 [19, 20].

### 8.6 Summary

Capacitive feedback eliminates the noise generated by the feedback resistor in a conventional shunt-feedback TIA. However, simply replacing the feedback resistor with a capacitor turns the TIA into an integrator. One way to resolve this issue is to follow the integrator with a differentiator; another way is to use a capacitive current divider as the feedback element.

Optical feedback also has the potential of lowering the noise, but unlike resistive feedback it cannot be integrated in a standard circuit technology.

Active feedback (feedback through a transistor) comes in several forms: common source, common drain, or common gate for a FET and common emitter, common collector, or common base for a BJT. Active feedback also has the potential of lowering the noise, but its linearity is inferior to that of resistive feedback.

Current-mode TIAs promise gain-bandwidth independence, but when taking all parasitic capacitances into account, their performance is often not much different from that of voltage-mode TIAs.

Bootstrapping makes the effective photodetector capacitance appear smaller. In one implementation, the photodetector is driven such that the AC voltage drop across the detector becomes small. In another implementation, a negative capacitance is synthesized and applied in parallel to the detector.

Burst-mode TIAs, used for example in receivers for passive optical networks (PON), feature fast gain control and fast offset (or threshold) control to deal with bursty signals that have large burst-to-burst amplitude variations. To quickly acquire the burst amplitude, peak detectors, which are reset in between bursts, are commonly used. The gain and offset of burst-mode TIAs are set on a burst-by-burst basis.

Analog TIAs, used for example in receivers for hybrid fiber-coax (HFC) networks and microwave photonic links, feature high linearity and low noise to minimize signal distortions. Noise matching with transformers and inductors, symmetric (push-pull) designs to minimize even-order distortions, and distortion cancellation with inversely related nonlinearities are some of the techniques used.

## Problems

8.1 Active-Feedback TIA with Common-Source Feedback Device. (a) Calculate the transimpedance $Z_{T}(s)$ of the active-feedback TIA shown in Fig. 8.3(a). Assume a single-pole model (with time constant $T_{A}$ ) for the voltage amplifier, define the total input capacitance as $C_{T}$, and neglect $g_{o}$ and $C_{g d}$ of $M_{F}$. (b) What time constant $T_{A}$ is needed to obtain a Butterworth response? (c) What is the $3-\mathrm{dB}$ bandwidth of the TIA given a Butterworth response? (d) Does the transimpedance limit Eq. (6.14) apply to this TIA? (e) Calculate the input-referred noise current PSD of this active-feedback TIA, taking the noise contributions from the feedback FET and the front-end FET into account. (f) Repeat the noise calculation for a TIA with a BJT front-end and feedback through a common-emitter BJT.
8.2 Active-Feedback TIA with Common-Drain Feedback Device. (a) Calculate the transimpedance $Z_{T}(s)$ of the active-feedback TIA shown in Fig. 8.3(b). Assume a single-pole model (with time constant $T_{A}$ ) for the voltage amplifier, define the total input capacitance as $C_{T}$, and neglect $g_{o}$ and $C_{g s}$ of $M_{F}$. (b) Does the transimpedance limit Eq. (6.14) apply to this TIA? (c) Calculate the input-referred noise current PSD of this active-feedback TIA, taking the noise contributions from the feedback FET and the front-end FET into account.
8.3 Current-Mode TIA. (a) Calculate the transimpedance $Z_{T}(s)$ of the current-mode TIA shown in Fig. 8.4. Assume a single-pole model (with time constant $T_{A}$ ) for the current amplifier, $R_{S} \neq 0$, and $C_{L}=0$. What is the 3-dB bandwidth of the TIA given a Butterworth response and $R_{S} C_{T}<T_{A}$ ? (b) Repeat (a), but now assume $R_{S}=0$, and $C_{L} \neq 0$. What is the 3-dB bandwidth of the TIA given a Butterworth response and $R_{F} C_{L}>T_{A}$ ? Derive the transimpedance limit.
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## 9

## Transimpedance Amplifier Circuit Examples

In the following, we examine some representative transistor-level TIA circuits taken from the literature. These circuits illustrate how the design principles discussed in the previous chapters can be applied and combined. Circuits in a broad range of technologies are discussed. This includes the bipolar junction transistor (BJT), the heterojunction bipolar transistor (HBT), the complementary metal-oxide-semiconductor (CMOS), the metal-semiconductor field-effect transistor (MESFET), and the heterostructure field-effect transistor (HFET) technologies. For a discussion of these technologies and its devices see Refs [1-3]. We conclude with a table summarizing the performance, topology, and technology of some recently published high-speed TIAs.

### 9.1 BJT, HBT, and BiCMOS Circuits

High-Speed TIA. Figure 9.1 shows the TIA reported in [4]. This shunt-feedback TIA, which is optimized for high speed and low noise, is implemented in SiGe BiCMOS HBT technology.

The voltage amplifier of this shunt-feedback TIA is implemented with a single transistor $Q_{1}$ and the load resistor $R_{C}$. The emitter degeneration resistor $R_{E}$ improves the amplifier's linearity and the feedback resistor $R_{F}$ closes the loop around the voltage amplifier.

The on-chip spiral inductors $L_{B}$ and $L_{C}$ boost the TIA's bandwidth and reduce its noise. The shunt capacitor $C_{E}$ further improves the high-frequency response and suppresses the noise of $R_{E}$.

The single-transistor shunt-feedback TIA is followed by the common-emitter stage $Q_{2}$ to drive 50- $\Omega$ off-chip loads.

TIA with Adaptive Transimpedance. Figures 9.2-9.4 show a simplified version of the TIA reported in [5]. This shunt-feedback TIA with adaptive transimpedance is implemented in BiCMOS technology.


Figure 9.1 SiGe HBT
implementation of a high-speed TIA based on [4].


Figure 9.2 BJT implementation of a TIA based on [5].


Figure 9.3 The TIA from Fig. 9.2, enhanced with a control loop to adapt the transimpedance to the signal strength (based on [5]).

The core of the TIA, excluding the AGC circuit, is shown in Fig. 9.2. The voltage amplifier is implemented with transistors $Q_{1}$ through $Q_{4}$. The gain is provided by the common-emitter stage consisting of $Q_{1}, R_{E}$, and $R_{C}$. The ratio of the collector resistor, $R_{C}$, to the emitter resistor, $R_{E}$, sets the DC gain. This gain stage is followed by a cascade of three emitter followers $\left(Q_{2}\right.$ through $\left.Q_{4}\right)$, which buffer and level-shift the output signal. The level shift ensures that the collector of $Q_{1}$ is biased well above the base. The last stage has two outputs, one for the


Figure 9.4 Single-ended to differential converter and post amplifier following the TIA core in Figs 9.2 and 9.3 (based on [5]).
feedback signal at the emitter and one for the output signal at the collector. The feedback resistor $R_{F}$ closes the loop around this inverting amplifier.

The AGC circuit, shown in Fig. 9.3, extends the dynamic range of the TIA core in Fig. 9.2. For large input signals, the MOSFET $M_{F}$ lowers the transimpedance by gradually shunting the feedback resistor. To maintain a flat frequency response, MOSFETs $M_{C}$ and $M_{E}$ simultaneously reduce the gain of the voltage amplifier. The maximum transimpedance (and the maximum voltage amplifier gain) is reached when the control voltage $V_{A G C P}$ is low and $V_{A G C N}$ is high. Under this condition, $M_{F}$ and $M_{C}$ are turned off and $M_{E}$ is fully turned on. A differential control amplifier, implemented with mostly MOSFETs, generates the necessary complementary control voltages $V_{A G C P}$ and $V_{A G C N}$ from the difference between the time-averaged TIA output voltage and the reference voltage $V_{\text {REF }}$.

The single-ended TIA from Figs 9.2 and 9.3 is followed by the single-ended to differential converter shown in Fig. 9.4. The signal from the core is buffered and level-shifted by the emitter followers $Q_{5}$ and $Q_{6}$. The differential amplifier around $Q_{7}$ and $Q_{7}^{\prime}$ amplifies the difference between the single-ended signal and its time-averaged value and outputs the balanced differential signals $v_{O P}$ and $v_{\text {ON }}$. To prevent the differential amplifier from overloading, its gain is controlled by the MOSFETs $M_{G}$ and $M_{G}^{\prime}$, which gradually shunt the load resistors for large signals. The gates of $M_{G}$ and $M_{G}^{\prime}$ are controlled by the same AGC circuit that we discussed in Fig. 9.3. The differential amplifier is followed by an output buffer to drive $50-\Omega$ off-chip loads (not shown).

A single-ended TIA similar to that in Fig. 9.2, but without the emitter degeneration resistor $R_{E}$ and a fixed transimpedance, has been reported in [6]. Eliminating $R_{E}$ not only boosts the gain of the voltage amplifier, but also gets rid of the noise associated with this resistor. On the downside, eliminating $R_{E}$ makes the voltage amplifier less linear and its gain more
dependent on the supply voltage and temperature. For the adaptive TIA in Fig. 9.3, $R_{E}$ is effectively shorted by $M_{E}$ when the TIA operates at its maximum transimpedance. This is good because the noise of $R_{E}$ is eliminated when it is most important, namely when receiving a weak input signal. For stronger input signals, when the AGC loop increases $R_{E}$, the extra noise can be tolerated.

A similar circuit as in Fig. 9.2, but with an additional shunt capacitor $C_{E}$ in parallel to $R_{E}$, is proposed [7]. The zero introduced by this capacitor is used to optimize the TIA's jitter performance.

A number of authors have suggested to add a second feedback path to the shunt-feedback circuit in Fig. 9.2 to flatten the frequency response [8-10]. The proposed feedback path leads from the output, $v_{O}$, back to the emitter of $Q_{1}$ and may consist of an $R C$ series circuit [9], an emitter follower with an emitter resistor [8], or an emitter follower with a parallel $R C$ circuit [10].

Differential TIA with Inductive Input Coupling. Figure 9.5 shows the core of the TIA reported in [11]. This differential shunt-feedback TIA is implemented in BiCMOS technology.

The signal path of this TIA is implemented with BJTs and the bias network is implemented with MOS transistors. This partitioning is typical for a design in BiCMOS technology: It takes advantage of the BJT's superior high-frequency performance and accurate matching as well as the MOSFET's high output impedance, virtually zero gate current, and low noise. (For a comparison of the noise in MOSFET and BJT current sources, see Refs [12, 13].)

The differential voltage amplifier of this shunt-feedback TIA is implemented with the BJTs $Q_{1}, Q_{1}^{\prime}, Q_{2}$ and $Q_{2}^{\prime}$, and the MOSFETs $M_{1}, M_{2}$, and $M_{2}^{\prime}$. The gain is provided by the differential stage consisting of the differential pair $Q_{1}, Q_{1}^{\prime}$ and the poly-resistor loads $R, R^{\prime}$. The constant tail current provided by $M_{1}$ in conjunction with the linear load resistors guarantees balanced output signals, that is, a constant common-mode output voltage regardless of the input voltages. The outputs of the differential stage are buffered by emitter followers $Q_{2}$,


Figure 9.5 BiCMOS implementation of a differential TIA with inductive input coupling based on [11].
$M_{2}$ and $Q_{2}^{\prime}, M_{2}^{\prime}$. Two feedback resistors, $R_{F}$ and $R_{F}^{\prime}$, close the loop around the differential amplifier. A bias-voltage generator (not shown) biases the gates of $M_{1}, M_{2}$, and $M_{2}^{\prime}$ at $V_{\mathrm{BI}}$.

A point of interest in this circuit is the $L C$ coupling network between the photodetector and the input transistor, which improves the TIA's noise performance and bandwidth (cf. Section 7.7). The coupling network consists of the bond-wire inductor $L_{1}$, the bond-pad capacitance $C_{P}$, and the on-chip spiral inductor $L_{2}$. To obtain a balanced TIA configuration, the coupling network and the capacitance of the photodetector, $C_{X}$, are replicated at the unused input (cf. Section 7.2).

In addition to the circuits shown in Fig. 9.5, the design in [11] includes another pair of emitter followers and a $50-\Omega$ output buffer.

Differential TIA for Coherent Receiver. Figures 9.6 and 9.7 show a simplified version of the TIA reported in [14]. This differential shunt-feedback TIA for a coherent receiver is implemented in SiGe:C BiCMOS technology.

The input section of the TIA, excluding the overload/offset control circuits, is shown in Fig. 9.6. The subtraction of the two photocurrents from the balanced detector is done by a pseudo-differential TIA and a subsequent differential VGA rather than directly at the photodetector (cf. Section 3.5). This configuration permits the cathodes of both photodetectors to be tied to the positive supply (3.3 V). A pseudo-differential TIA consisting of two matched single-ended TIAs $\left(Q_{1}, Q_{2}\right.$ and $\left.Q_{1}^{\prime}, Q_{2}^{\prime}\right)$ was chosen for the input section rather than a differential TIA with a tail current source because this topology has a lower DC input voltage. The lower input voltage results in a larger reverse bias voltage for the photodetectors.

To ensure a supply-voltage independent bias current, a replica biasing scheme is used. A (scaled) replica of the single-ended TIA ( $Q_{1}^{\prime \prime}, Q_{2}^{\prime \prime}$ ) is biased


Figure 9.6 SiGe:C BiCMOS implementation of the input section of a TIA for a coherent receiver based on [14].


Figure 9.7 The TIA circuit from Fig. 9.6 plus overload/offset control loops and post amplifier with gain control.
at the constant current $I_{B}$. The voltage at the replica node $V_{C}^{\prime}$ is buffered with a low-dropout regulator (op amp and $M_{1}$ ) and supplied to node $V_{C}$ of the two main TIAs.

The strong local-oscillator laser used in this coherent receiver leads to large DC currents in both photodetectors. To avoid overloading the TIA circuits in Fig. 9.6, the control loops with $M_{2}$ and $M_{2}^{\prime}$ shown in Fig. 9.7 are added. The replica TIA in Fig. 9.6 generates the reference voltage $V_{\text {REF }}$, which corresponds to the TIA output voltage under the condition of zero DC input current. Two independent loops control the current sources $M_{2}$ and $M_{2}^{\prime}$ until the low-pass filtered output voltage of both TIAs match $V_{\text {REF }}$. The use of two loops not only cancels the average DC input current but also the mismatch between the two DC currents (offset control).

The output signals of the two single-ended TIAs in Fig. 9.6 are subtracted by VGA1. The transimpedance of the TIA input section is fixed $\left(\approx R_{F}\right)$, but the post amplifier (VGA1 and VGA2) has a variable voltage gain, making the overall transimpedance variable. A gain-control loop maintains a constant output swing.

In addition to the circuits shown in Fig. 9.7, the design in [14] includes negative capacitance circuits to extend the bandwidth and a second offset-voltage control loop around VGA2 and the output buffer.

Burst-Mode TIA. Figures 9.8 and 9.9 show a simplified version of the burst-mode TIA reported in [15]. This shunt-feedback TIA is implemented in SiGe BiCMOS technology.

The core of this TIA is shown in Fig. 9.8. Compared to the similar circuit in Fig. 9.2, cascode transistor $Q_{2}$ was added to suppress the Miller multiplication of $C_{b c 1}$, thus increasing the frequency of the open-loop input pole. Instead of cascaded emitter followers, diode $D_{1}$ is used to shift the bias voltage by the

Figure 9.8 SiGe BiCMOS implementation of a burst-mode TIA based on [15].


Figure 9.9 The TIA from Fig. 9.8 plus the control loop to adapt the transimpedance to the amplitude of the incoming bursts (based on [15]).
desired amount. Unlike the TIA with continuous AGC in Fig. 9.3, this TIA makes use of discrete transimpedance control. One of three possible transimpedance values is selected with the digital control signals $s_{1}$ and $s_{2}\left(\overline{s_{1}}\right.$ and $\overline{s_{2}}$ are their complements). When both control signals are low, $s_{1}=0$ and $s_{2}=0$, the total feedback resistance is just $R_{F}$; when $s_{1}=1$ and $s_{2}=0$, the feedback resistance is reduced to $R_{F} \| R_{F 1}$; and when $s_{1}=1$ and $s_{2}=1$, the feedback resistance is reduced further to $R_{F}\left\|R_{F 1}\right\| R_{F 2}$. To maintain a flat frequency response for all settings, the collector load resistance is controlled with a corresponding array of resistors ( $R_{C}, R_{C 1}, R_{C 2}$ ) and switches.

The AGC circuit shown in Fig. 9.9 instantaneously adapts the transimpedance of the TIA in Fig. 9.8 to the amplitude of the incoming bursts. The single-ended signal from the TIA core is converted to differential signals that feed two comparators with hysteresis. If the signal amplitude exceeds the upper threshold of the hysteresis, the output $s_{1}$ of the first comparator goes high, instantaneously reducing the transimpedance and thus the TIA's output signal. In addition, the control signal $s_{1}$ enables the second comparator. If the reduced output signal still exceeds the upper threshold of the hysteresis, the output $s_{2}$ of the second comparator goes high, further reducing the transimpedance. At the end of the burst, both hysteresis comparators are reset to select the highest transimpedance value in anticipation of the next burst.

In addition to the circuits shown in Figs 9.8 and 9.9, the design in [15] includes a limiting amplifier and an output buffer.

A similar burst-mode TIA in SiGe BiCMOS technology has been reported in [16]. In contrast to Figs 9.8 and 9.9, this TIA has only two possible transimpedance values and hence requires only one hysteresis comparator.

### 9.2 CMOS Circuits

Differential Low-Voltage TIA. Figures 9.10 and 9.11 show a simplified version of the TIA reported in $[17,18]$. This differential shunt-feedback TIA is part of a single-chip receiver that includes a clock and data recovery (CDR) circuit and a demultiplexer (DMUX). A differential rather that a single-ended topology was chosen for this TIA to better suppress the supply and substrate noise from the CDR and DMUX.

The core of the TIA is shown in Fig. 9.10. The differential voltage amplifier of this shunt-feedback TIA consists of the differential pair $M_{1}$ and $M_{1}^{\prime}$, the tail current source $M_{3}$, and the p-MOS load transistors $M_{2}$ and $M_{2}^{\prime}$. The latter have grounded gates and operate in the linear regime. The output signals of the


Figure 9.10 CMOS implementation of a differential low-voltage TIA based on [17].


Figure 9.11 The TIA from Fig. 9.10 plus the post amplifier and offset control loop (based on [17, 18]).
differential stage are fed back to the inputs with the resistors $R_{F}$ and $R_{F}^{\prime}$, which are realized with n -MOS transistors operating in the linear regime. Headroom considerations led to the decision not to use source-follower buffers in this $2-\mathrm{V}$ design. If they were used, the input transistors $M_{1}$ and $M_{1}^{\prime}$ would be forced to operate at a very low gate-source voltage leading to low values for $f_{T}$ and $g_{m}$. A low value of $g_{m}$ relative to the substrate coupling admittance $s C_{3 \mathrm{~dB}}$, where $C_{3 \mathrm{~dB}}$ is the drain-to-substrate junction capacitance, results in a high sensitivity to substrate noise.
$M_{5}$ and $M_{4}$ form a current mirror, which subtracts (a scaled version of) the offset control current $I_{O S}$ from the photodetector current. An offset control circuit improves the output dynamic range, which is particularly important in this low-voltage design. Dummy transistor $M_{4}^{\prime}$ at the unused input balances out the capacitance of $M_{4}$.

Figure 9.11 shows the offset control circuit that generates the current $I_{O S}$ for the TIA circuit in Fig. 9.10. The TIA core is followed by a 5 -stage post amplifier with the outputs $v_{O P}$ and $v_{O N}$. (One of the gain stages has a variable gain and is controlled by an AGC loop, which is not shown in Fig. 9.11.) Two leaky peak detectors, realized with $M_{6}$ and $M_{6}^{\prime}$, determine the top values of $v_{O P}$ and $v_{O N}$. The difference between these two values is the output offset voltage. An error amplifier followed by an $R C$ low-pass filter amplifies this offset and controls the current source $M_{7}$, which, in turn, controls the input offset of the TIA core. The loop slowly adjusts the offset control current $I_{O S}$ until the output offset voltage is essentially zero.

TIA with Push-Pull (CMOS-Style) Voltage Amplifier. Figures 9.12 and 9.13 show a simplified version of the differential shunt-feedback TIA reported in [19].

The core of the TIA is shown in Fig. 9.12. In nanoscale CMOS technologies, an n-MOS transistor with a passive p-MOS load, like $M_{1}$ and $M_{2}$ in Fig. 9.10, may not provide enough voltage gain. One way to boost the gain is to drive the gates of the n-MOS and the p-MOS device resulting in a push-pull


Figure 9.12 CMOS implementation of a pseudo-differential TIA with push-pull voltage amplifier based on [19].


Figure 9.13 The TIA from Fig. 9.12 plus the post amplifier and offset control loop (based on [19]).
topology similar to that of a digital CMOS inverter. The DC gain of the push-pull amplifier in Fig. 9.12 is $A_{0}=\left(g_{m 1}+g_{m 2}\right) /\left(g_{o 1}+g_{o 2}\right)$ as opposed to only $A_{0}=g_{m 1} /\left(g_{o 1}+g_{o 2}\right)$ for the circuit in Fig. 9.10, where we neglected the loading of $R_{F}$ in both cases. The push-pull amplifier, which stacks only two transistors, also has the advantage that it can operate from a low supply voltage. Finally, the push-pull amplifier is power efficient because the p-MOS transistor reuses the bias current from the n-MOS transistor.

The pseudo-differential TIA with a single photodetector shown in Fig. 9.12 outputs an active signal at $v_{O N}$ and a DC reference voltage at $v_{O P}$. The differential output voltage $v_{O P}-v_{O N}$ is more immune to supply and substrate noise than $v_{O N}$ alone. The differential pair $M_{3}$ and $M_{3}^{\prime}$, which is driven by the control voltage $V_{O S P}-V_{O S N}$, steers a fraction of the bias current $I_{0}$ into the input of the main TIA and the remainder into the dummy TIA thus controlling the TIA's output offset voltage.

Figure 9.13 shows the offset-control circuit that generates the voltages $V_{O S P}$ and $V_{O S N}$ for the TIA circuit in Fig. 9.12. The TIA core is followed by a 5-stage post amplifier and a buffer with the outputs $v_{O P}$ and $v_{O N}$. An active low-pass filter, consisting of an amplifier, $R, R^{\prime}, C$, and $C^{\prime}$, senses the offset voltage at the output of the post amplifier and slowly adjusts the DC control voltages in response to it.

In [20] a single-ended TIA with push-pull voltage amplifier, similar to the left half of the circuit in Fig. $9.12\left(M_{1}, M_{2}\right.$, and $\left.R_{F}\right)$, followed by a single-ended push-pull post amplifier (another CMOS inverter) has been reported. Other examples of CMOS-inverter-based TIAs can be found in [21-25].

TIA with Multistage Voltage Amplifier. Figure 9.14 shows the three-stage shunt-feedback TIA reported in [26].

While most shunt-feedback TIAs are build around a voltage amplifier with a single gain stage, this design uses three gain stages. Each stage consists of three


Figure 9.14 CMOS implementation of a multistage TIA based on [26].
MOSFETs: $M_{1}$ through $M_{3}$ in the first, $M_{1}^{\prime}$ through $M_{3}^{\prime}$ in the second, and $M_{1}^{\prime \prime}$ through $M_{3}^{\prime \prime}$ in the third stage. $M_{1}$ and $M_{2}$ act as a push-pull transconductor and $M_{3}$ acts as a load. Thus, the stage gain is approximately $\left(g_{m 1}+g_{m 2}\right) / g_{m 3}$, a quantity that is well defined by the device geometries. Note that this single-ended amplifier must have an odd number of stages to ensure negative feedback through $R_{F}$.

The use of three gain stages results in a higher DC gain, but it also produces three poles at similar frequencies in the open-loop frequency response of this TIA. These poles must be placed at sufficiently high frequencies to ensure a good phase margin and a flat closed-loop frequency response (cf. Section 6.2).

TIA with Common-Gate Input Stage. Figure 9.15 shows the core of the differential TIA reported in [27]. This design combines two common-gate input stages with a conventional shunt-feedback section.

The differential voltage amplifier of the shunt-feedback section is implemented with MOSFETs $M_{1}$ through $M_{3}$ and $M_{1}^{\prime}$ through $M_{3}^{\prime}$. The gain is provided by the differential stage consisting of $M_{1}$ and $M_{1}^{\prime}$ and the load


Figure 9.15 CMOS implementation of a differential TIA with common-gate input stages based on [27].


Figure 9.16 CMOS implementation of a pseudo-differential common-gate TIA based on [31].
resistors $R$ and $R^{\prime}$. The cascode transistors $M_{2}$ and $M_{2}^{\prime}$, biased by the DC voltage $V_{\mathrm{BI}}$, as well as the shunt-peaking inductors $L$ and $L^{\prime}$ broaden the bandwidth of the stage. Source followers $M_{3}$ and $M_{3}^{\prime}$ buffer the outputs of the differential stage and drive the feedback resistors $R_{F}$ and $R_{F}^{\prime}$.

The common-gate input stage is implemented with transistor $M_{4}$ biased by the DC voltage $V_{\mathrm{BI} 2}$. This stage decouples the photodetector capacitance from the critical node at the gate of $M_{1}$ and thus reduces the dependence of the TIA's bandwidth on the detector capacitance (cf. Section 7.5). The presence of $M_{4}$ also increases the reverse-bias of the photodetector by $V_{D S 4}$, which improves the speed of the detector. To obtain a balanced TIA configuration, the common-gate input stage is replicated at the unused input. In [27], this TIA core is followed by an output buffer to drive off-chip loads (not shown).

A similar TIA circuit, but using regulated-cascode input stages instead of common-gate input stages, has been reported in [28, 29]. The regulatedcascode stage can provide a lower input impedance or reduce the power consumption (cf. Section 7.6). Another example of a (modified) regulatedcascode stage followed by a shunt-feedback TIA can be found in [30].

Common-Gate Feedforward TIA. Figure 9.16 shows the simplified core of the feedforward TIA reported in [31]. An array of sixteen such TIAs together with sixteen laser drivers are integrated on a single chip for an optical interconnect application.

Two resistors, $R_{B 1}$ and $R_{B 2}$, bias the photodetector such that the photocurrent can be taken from both ends. Each side of the photodetector connects to a single-ended TIA. Assuming matched parasitic capacitances at the TIA inputs, a balanced differential signal is produced at the output. To overcome the DC voltage difference between the photodetector terminals and the TIA inputs, coupling capacitors $C_{C}$ and $C_{C}^{\prime}$ are used. The size constraints for these on-chip capacitors lead to a relatively high low-frequency cutoff.

Since this pseudo-differential TIA consists of two identical single-ended TIAs, we can restrict ourselves to discuss only one of them. The TIA is of the feedforward type and is implemented around the common-gate transistor $M_{1}$. Its gate is AC grounded by means of capacitor $C_{G}$. Neglecting the source resistor $R_{S}$, the transimpedance of this TIA is approximately equal to the load resistance $R_{D}$. The DC bias current is established with the "floating current mirror" consisting of $M_{2}$ and $M_{1}$. With $M_{1}$ being sixteen times larger than $M_{2}$, the bias current in $M_{1}$ is set to $16 I_{B}$.

In addition to the circuits shown in Fig. 9.16, the design in [31] features inductors in series to $R_{D}$ and $R_{D}^{\prime}$, similar to those in Fig. 9.15, and inductors in series to $C_{C}$ and $C_{C}^{\prime}$, similar to those in Fig. 9.5, to broaden the bandwidth. Moreover, the TIA core is followed by a five-stage limiting amplifier and a source-follower buffer for driving $50-\Omega$ off-chip loads.

The circuit in Fig. 9.16 can easily be converted to a single-ended version by omitting one half of it [32,33]. The photodetector can then be DC coupled to the TIA input, getting rid of the coupling capacitor $C_{C}$ and the associated low-frequency cutoff. The biasing scheme with the floating current mirror ensures that the bias current through the common-gate MOSFET is not disturbed by the DC current from the photodetector.

Low-Voltage Regulated-Cascode TIA. Figure 9.17 shows the regulated-cascode TIA reported in [34]. This TIA is used for a short-distance optical interconnect application.

In the conventional regulated-cascode TIA, see Fig. 7.26(b), the gate of the cascode transistor $M_{1}$ is biased two gate-source voltages above ground. One gate-source voltage, $V_{G S 1}$, is due to the cascode transistor and the other one is due to the input voltage of the booster amplifier ( $V_{G S B}$ in Fig. 7.26(b)). As a result, the gate bias voltage must be larger than two threshold voltages, which may present a problem in a low-voltage design.

The circuit in Fig. 9.17 alleviates this problem by adding stage $M_{2}, R_{2}$ to the conventional booster stage $M_{3}, R_{3}$. The common-gate transistor $M_{2}$ reduces the

Figure 9.17 CMOS implementation of a low-voltage regulated-cascode TIA based on [34].

input voltage of the booster amplifier to $V_{\mathrm{B} 12}-V_{G S 2}$, which can be well below one threshold voltage. The bias voltage at the gate of $M_{1}$ is now only $V_{\mathrm{BI} 2}-$ $V_{G S 2}+V_{G S 1}$ instead of $V_{G S B}+V_{G S 1}$.

Moreover, the two-stage booster amplifier provides more gain resulting in a lower TIA input resistance. Stability of the feedback loop must be checked carefully to make sure that the added stage does not contribute too much phase shift. Shunt-peaking inductors $L_{2}$ and $L_{3}$ increase the bandwidth of the booster amplifier.

Burst-Mode TIA. Figures 9.18 and 9.19 show a simplified version of the shunt-feedback TIA for burst-mode applications reported in [35].

The core of this TIA, shown in Fig. 9.18, is similar to its bipolar counterpart depicted in Fig. 9.8. Both TIAs have a discrete gain-control mechanism. The digital control signal $s(\bar{s}$ is the complement of $s$ ) selects one of two possible


Figure 9.18 CMOS implementation of a burst-mode TIA based on [35].


Figure 9.19 The TIA from Fig. 9.18 plus the control loop to adapt the transimpedance to the amplitude of the incoming bursts (based on [35]).
transimpedance values. In the high-gain mode, the control signal is low and the total feedback resistance is $R_{F 1}+R_{F 2}$; in the low-gain mode, $M_{F}$ turns on, reducing the feedback resistance to $R_{F 1}$. To maintain a flat frequency response, $M_{D}$ reduces the load resistance when the TIA is in the low-gain mode. To maintain a constant DC output voltage, $M_{S}$ increases the bias current in the source follower $M_{3}$ when the low-gain mode is selected. The resulting increase in gate-to-source voltage compensates for the increased voltage at the gate of $M_{3}$. Current source $I_{1}$ injects extra current into $M_{1}$ to boost its transconductance, $g_{m 1}$, and thus the voltage gain, $g_{m 1} R_{D}$, without increasing the DC voltage drop across $R_{D}$.
The AGC circuit, shown in Fig. 9.19, instantaneously adapts the transimpedance of the TIA in Fig. 9.18 to the amplitude of the incoming bursts. The top and the bottom levels of the signal from the TIA core are determined with two peak detectors. Their difference, which corresponds to the signal swing, is compared with the reference voltage $V_{\text {REF }}$. If the swing exceeds $V_{\text {REF }}, s$ goes high and the low-gain mode is selected. A small hysteresis in the comparator ensures that the gain mode remains stable. Resistors $R$ and $R^{\prime}$ produce a voltage halfway between the top and bottom levels, which is used as a reference to convert the single-ended signal from the TIA core to a differential output signal.

### 9.3 MESFET and HFET Circuits

Single-Ended TIA. Figure 9.20 shows a simplified schematic of the TIA reported in [36, 37]. This single-ended shunt-feedback TIA is implemented in GaAs-MESFET technology. The transistors in this circuit are depletion-mode FETs, which means that they conduct current when the gate-source voltage is zero. (In the schematics, we use a thin line from drain to source to distinguish depletion-mode from enhancement-mode devices.)

FETs $M_{1}$ through $M_{4}$ constitute the voltage amplifier of the shunt-feedback TIA. The common-source stage consisting of $M_{1}$ and $M_{2}$ provides the voltage gain. FET $M_{2}$ (like $M_{4}$ and $M_{6}$ ) has the gate tied to the source and thus

Figure 9.20 GaAs-MESFET
implementation of a single-ended TIA based on [37].

acts as a constant current source. The source-follower (common-drain) stage with $M_{3}$ and $M_{4}$ buffers the output signal and, with a stack of two Schottky diodes, shifts the DC voltage to a lower value. The feedback resistor $R_{F}$ closes the loop around this inverting amplifier. The level shifter implemented with the source-follower stage and the diode stack ensures that $M_{1}$ operates in saturation. Another source-follower stage with $M_{5}$ and $M_{6}$ serves as an output buffer.

TIA with Two-Stage Voltage Amplifier. Figure 9.21 shows a simplified schematic of the TIA reported in [36, 38]. This two-stage shunt-feedback TIA is also implemented in GaAs-MESFET technology.

The first gain stage, $M_{1}$ to $M_{5}$, is similar to the voltage amplifier in Fig. 9.20. The cascode transistor $M_{2}$ was added to suppress the Miller multiplication of $C_{g d 1}$, thus increasing the frequency of the open-loop input pole. The inductor $L$ was inserted at the source of the load transistor $M_{3}$ to improve the bandwidth of the stage and to reduce the noise. Interestingly, the load impedance synthesized by the combination of $M_{3}$ and $L$ is $Z_{L}=r_{o 3}+j \omega\left(g_{m 3} r_{o 3}+1\right) L$, that is, the inductance $L$ of the spiral inductor is multiplied by the intrinsic gain of $M_{3}$ plus one [38, 39].

The second stage, $M_{6}$ to $M_{8}$, is implemented with a common-gate FET to keep the overall amplifier polarity inverting. (A three-stage amplifier with three inverting stages was also considered by the designers, but the two-stage approach was chosen because of its better stability.) The drain current of the common-gate FET $M_{6}$ is "folded" with the current source $M_{7}$ into the diode stack and the load FET $M_{8}$ producing an output voltage that is suitable for biasing the gate of $M_{1}$ through the feedback resistor $R_{F}$. An interesting detail: the gate of $M_{6}$ is not grounded as in a regular common-gate stage, but is connected to the TIA's input. This trick generates a zero in the open-loop transfer function that enhances the stability. The output buffer, $M_{9}$ and $M_{10}$, is the same as in Fig. 9.20.


Figure 9.21 GaAs-MESFET implementation of a two-stage TIA based on [38].


Figure 9.22 GaAs-HFET implementation of a differential TIA with AGC based on [40].
In addition to the circuits shown in Fig. 9.21, the TIA in [38] includes a FET in parallel to $R_{F}$, which is controlled by an AGC loop.

Differential TIA with AGC. Figure 9.22 shows a simplified schematic of the TIA reported in [40]. This differential shunt-feedback TIA is implemented in GaAs-HFET technology.

The differential voltage amplifier of the shunt-feedback TIA is implemented with both enhancement-mode and depletion-mode HFETs. Enhancementmode HFETs $M_{1}, M_{1}^{\prime}, M_{3}, M_{3}^{\prime}, M_{F}$, and $M_{F}^{\prime}$ are used in the signal path, whereas depletion-mode HFETs $M_{2}, M_{2}^{\prime}, M_{4}$, and $M_{4}^{\prime}$ are used as bias elements. The gain is provided by the differential pair, $M_{1}$ and $M_{1}^{\prime}$, with tail current source, $M_{2}$ and $M_{2}^{\prime}$, and load resistors $R$ and $R^{\prime}$. The shunt peaking inductors $L$ and $L^{\prime}$ reduce the noise and broaden the bandwidth of the stage. The outputs of the differential stage are buffered by the source followers $M_{3}$ and $M_{3}^{\prime}$. Schottky diodes lower the DC output voltage and the feedback resistors $R_{F}$ and $R_{F}^{\prime}$ close the loop around this differential amplifier.

The effective value of the feedback resistance is determined by the parallel connection of $R_{F}$ and $M_{F}\left(R_{F}^{\prime}\right.$ and $\left.M_{F}^{\prime}\right)$. HFETs $M_{F}$ and $M_{F}^{\prime}$, which operate in the linear regime, are controlled by an AGC loop.

In addition to the circuits shown in Fig. 9.22, the design in [40] includes a four-stage post amplifier and a buffer to drive a $50-\Omega$ off-chip load.

### 9.4 Summary

Tables 9.1 and 9.2 list the performance, topology, and technology of high-speed (continuous mode) TIAs taken from journal and conference papers. Unlike commercial data sheets, these publications usually give detailed information about the circuit topology and the technology the chip is fabricated in.
Table 9.1 High-speed TIA publications (part 1).

| Authors, Year | Speed $(\mathrm{Gb} / \mathrm{s})$ | $R_{T}$ $(k \Omega)$ | $\begin{aligned} & B W_{3 \mathrm{~dB}} \\ & (\mathrm{GHz}) \end{aligned}$ | $\begin{aligned} & i_{n, T / A}^{r m s} \\ & (\mu \mathrm{~A}) \end{aligned}$ | Topology | Technology |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Kim et al., 2001 [11] | 10.0 | 0.56 | 9.0 |  | SFB (DCE/EF) | $0.25-\mu \mathrm{m}$ BiCMOS |
| Ikeda et al., 2001 [41] | 10.0 | 1.46 | 8.0 | $0.58{ }^{\text {a }}$ | SFB (CS/CG/SF) | $0.1-\mu \mathrm{m}$ HFET |
| Analui and Hajimiri, 2004 [42] | 10.0 | 0.50 | 9.2 | 1.60 | SFB (CS/CG/SF) | $0.18-\mu \mathrm{m}$ CMOS |
| Wu et al., 2005 [25] | 10.0 | 1.12 | 7.2 | $0.70^{\text {a }}$ | SFB (INV) | $0.18-\mu \mathrm{m}$ CMOS |
| Schow et al., 2009 [31] | 10.0 |  |  |  | CG | $0.13-\mu \mathrm{m}$ CMOS |
| Morita et al., 2014 [23] | 10.0 | 1.45 |  | 0.95 | SFB (INV) | $65-\mathrm{nm}$ CMOS |
| Proesel et al., 2012 [19] | 25.0 | 8.20 | 20.0 | 2.40 | SFB (INV) | 90-nm CMOS |
| Buckwalter et al., 2012 [43] | 25.0 | 2.20 | 25.0 | $6.32^{\text {a }}$ | AFB (DCS/DCS) | $0.13-\mu \mathrm{m}$ SOI CMOS |
| Kalogerakis et al., 2013 [44] | 25.0 | 6.70 | 23.0 | 2.40 | CB/CE | $0.13-\mu \mathrm{m}$ SiGe BiCMOS |
| Li and Palermo, 2013 [30] | 25.0 | 0.89 | 26.0 | 3.45 | $\mathrm{RGC}+\mathrm{SFB}$ (CE) | $0.25-\mu \mathrm{m} \operatorname{SiGe} \operatorname{BiCMOS}\left(f_{T}=137 \mathrm{GHz}\right)$ |
| Li et al., 2014 [21] | 25.0 | 14.10 | 13.6 | 1.79 | SFB (INV) | 65-nm CMOS |
| Takemoto et al., 2014 [45] | 28.0 | 6.90 | 21.4 |  | RGC | 65-nm CMOS |
| Chiang et al., 2015 [46] | 25.0 | 4.20 | 21.0 | 4.20 | SFB (CS) | $65-\mathrm{nm}$ CMOS |

[^24]Table 9.2 High-speed TIA publications (part 2).

| Authors, Year | $\begin{aligned} & \text { Speed } \\ & \text { (Gb/s) } \end{aligned}$ | $R_{T}$ $(k \Omega)$ | $\begin{aligned} & B W_{3 \mathrm{~dB}} \\ & (\mathrm{GHz}) \end{aligned}$ | $\begin{aligned} & i_{n, T / A}^{r m s} \\ & (\mu \mathrm{~A}) \end{aligned}$ | Topology | Technology |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Weiner et al., 2004 [47] | 40.0 | 0.63 | 47.0 | $6.30{ }^{\text {a }}$ | SFB (DCE/EF) | $\operatorname{InP~HBT}\left(f_{T}=160 \mathrm{GHz}\right)$ |
| Tran et al., 2004 [48] | 43.0 | 6.00 | 35.0 |  | SFB (DCE/EF) | $\operatorname{InP~HBT}\left(f_{T}=160 \mathrm{GHz}\right.$ ) |
| Liao and Liu, 2008 [49] | 40.0 | 2.00 | 22.0 | 3.30 | SFB (CG/DCS/SF) | $90-\mathrm{nm}$ CMOS |
| Jin and Hsu, 2008 [50] | 40.0 | 0.35 | 30.5 | 9.70 | LZ | $0.18-\mu \mathrm{m}$ CMOS |
| Knochenhauer et al., 2010 [7] | 40.0 | 6.00 | 37.6 | $<3.90^{\text {a }}$ | SFB (CE/CB/EF) | $0.25-\mu \mathrm{m} \operatorname{SiGe} \operatorname{BiCMOS}\left(f_{T}=180 \mathrm{GHz}\right)$ |
| Kim and Buckwalter, 2012 [20] | 40.0 | 0.54 | 30.0 | 3.54 | SFB (INV) | $45-\mathrm{nm}$ SOI CMOS |
| Kim et al., 2014 [51] | 50.0 | 0.40 | 50.0 | 5.01 | CG/CS | $65-\mathrm{nm}$ CMOS |
| Mohammadnezhad et al., 2015 [52] | 50.0 | 0.11 | 50.0 | $7.92{ }^{\text {a }}$ | RGC | $0.13-\mu \mathrm{m} \mathrm{SiGe} \operatorname{BiCMOS}\left(f_{T}=180 \mathrm{GHz}\right)$ |
| Dupuy et al., 2015 [53] | 64.0 | 0.90 | 68.0 | 5.74) | SFB (DCE/EF) | $0.7-\mu \mathrm{m} \operatorname{InP~HBT}\left(f_{T}=400 \mathrm{GHz}\right)$ |
| Awny et al., 2016 [14] | 64.0 | 10.00 | 53.0 | $5.72{ }^{\text {a }}$ | SFB (CE/EF) | $0.13-\mu \mathrm{mSiGe} \operatorname{BiCMOS}\left(f_{T}=250 \mathrm{GHz}\right)$ |
| Vasilakopoulos et al., 2015 [4] | 120.0 | 0.22 | 92.0 | 5.60 | SFB (CE) | $55-\mathrm{nm} \mathrm{SiGe} \mathrm{BiCMOS} \mathrm{HBT} \mathrm{( } f_{T}=330 \mathrm{GHz}$ ) |

a) Estimated from the reported noise spectral density and 3-dB bandwidth.

The table thus provides some insight into which topologies are popular and what performance can be achieved in which technology.

The abbreviations in the Topology column have the following meaning: SFB $=$ (resistive) shunt feedback, $\mathrm{AFB}=$ active feedback, $\mathrm{CB}=$ common base, $\mathrm{CG}=$ common gate, $\mathrm{RGC}=$ regulated cascode, LZ low-impedance front-end. In the case of SFB or AFB the abbreviations in parenthesis describe the topology of the voltage amplifier: $\mathrm{CE}=$ common-emitter stage, $\mathrm{DCE}=$ differential common-emitter stage (a bipolar differential pair), $\mathrm{CB}=$ common-base stage (a cascode stage, if preceded by CE or DCE), $\mathrm{EF}=$ emitter-follower stage, CS $=$ common-source stage, DCS = differential common-source stage (a FET differential pair), $\mathrm{CG}=$ common-gate stage (a cascode stage, if preceded by CS or DCS), $\mathrm{SF}=$ source-follower stage, and INV $=$ CMOS-style inverter.
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## A

## Communication Signals

In this appendix, we review the non-return-to-zero (NRZ) signal, the return-to-zero (RZ) signal, the pulse amplitude-modulated (PAM) signal, the amplitude-modulated signal with vestigial sideband (AM-VSB) for analog television, and the quadrature amplitude-modulated (QAM) signal for digital television. For each signal we discuss the signal power, the power spectral density (PSD), the bandwidth, and the required signal-to-noise ratio (SNR). A partial summary of the results is given in Table A.1. Furthermore, we show how the notation and expressions typically found in the literature on optical communication relate to those found in the literature on communication systems such as [1-5].

## A. 1 Non-Return-to-Zero Signal

The NRZ signal is illustrated in Fig. A. 1 with a voltage waveform. The signal is characterized by the swing $v_{S}^{p p}$, the mean value (or DC component) $\bar{v}_{S}$, and the bit rate $B$. It is assumed that on average the signal contains the same number of zeros and ones such that the mean value is centered halfway in between the zero and one levels (DC balanced signal). It is further assumed that the NRZ signal has a rectangular shape with steep edges (zero rise and fall times), as shown in the figure.

Power. The mean-square value of a signal, $v_{S}(t)$, is obtained by first squaring it and then averaging it over time, $\overline{v_{S}^{2}}$. (For most stationary random signals, the same value is obtained by squaring and averaging over different realizations of the random signal, that is, by taking the ensemble average instead of the time average.) This mean-square value is often referred to as the signal power because it corresponds to the physical power that would be dissipated, if the signal voltage $v_{S}(t)$ were dropped across a $1-\Omega$ resistor. For the NRZ signal in Fig. A.1, the signal voltage alternates between $\bar{v}_{S}-\frac{1}{2} v_{S}^{p p}$ and $\bar{v}_{S}+\frac{1}{2} v_{S}^{p p}$ and on average spends equal amounts of time at each level. (Similarly, both levels are

Table A. 1 Bandwidth and SNR requirement for some digital communication signals.

| Signal | Bandwidth <br> (DC to null) | SNR requirement <br> for $B E R=10^{-12}$ |
| :--- | :--- | :--- |
| NRZ | $B$ | 16.9 dB |
| $50 \%-\mathrm{RZ}$ | $2 B$ | 15.7 dB |
| $4-\mathrm{PAM}$ | $\frac{1}{2} B$ | 23.9 dB |



Figure A. 1 NRZ-signal waveform.
realized with the same probability.) Thus, the signal power is

$$
\begin{equation*}
\overline{v_{S}^{2}}=\frac{1}{2}\left(\bar{v}_{S}-\frac{v_{S}^{p p}}{2}\right)^{2}+\frac{1}{2}\left(\bar{v}_{S}+\frac{v_{S}^{p p}}{2}\right)^{2}=\bar{v}_{S}^{2}+\frac{1}{4}\left(v_{S}^{p p}\right)^{2} . \tag{A.1}
\end{equation*}
$$

The first part, $\bar{v}_{S}^{2}$, is the DC power and the second part, $\frac{1}{4}\left(v_{S}^{p p}\right)^{2}$, is the AC power of the NRZ signal.

Power Spectral Density (PSD). It can be shown that an NRZ signal that encodes a random bit sequence has the following one-sided PSD [1,3]:

$$
\begin{equation*}
\frac{\Delta \overline{v_{S}^{2}}}{\Delta f}=\bar{v}_{S}^{2} \delta(f)+\frac{\left(v_{S}^{p p}\right)^{2}}{2 B} \cdot \frac{\sin ^{2}(\pi f / B)}{(\pi f / B)^{2}} \tag{A.2}
\end{equation*}
$$

where $\delta(\cdot)$ is Dirac's delta function. This PSD is illustrated in Fig. A. 2 with the solid line.

When integrating this PSD over all positive frequencies, the signal power calculated in Eq. (A.1) is recovered. Note that the DC power is contained in the delta function at $f=0$ and the AC power is contained in the sinc-shaped part of the spectrum. It may seem counterintuitive that a signal without DC component, $\bar{v}_{S}=0$, has a PSD that extends down to DC. However, because the PSD is a density, its contribution to the signal power in an infinitesimal interval around $f=0$ is zero as long as the PSD is finite (not a delta function).

The sinc-shaped PSD shown in Fig. A. 2 holds for an NRZ signal that encodes a truly random bit sequence. In contrast, the PSD of an NRZ signal encoding


Figure A. 2 One-sided power spectral density of the NRZ signal (linear scale).
a pseudorandom bit sequence (PRBS) consists of many finely spaced discrete lines weighted by an envelope that has the sinc shape shown in Fig. A.2. The spacing of the lines is given by the bit rate divided by the length of the PRBS, that is, the repetition rate. For example, the PSD of a $2^{31}-1$ PRBS at $10 \mathrm{~Gb} / \mathrm{s}$ has a line spacing of 4.7 Hz . If the random data is first encoded with a modulation code, such as the 8B/10B code, before the NRZ signal is formed (cf. Chapter 1), the PSD also deviates from the sinc form. The run-length limiting effect of the $8 B / 10 \mathrm{~B}$ code reduces the low-frequency content of the PSD and introduces a null at DC, as indicated with the dashed line in Fig. A.2. Because the coding does not change the total power of the NRZ signal, the PSD becomes emphasized at higher frequencies.

The sinc-shaped PSD depicted in Fig. A. 2 describes a signal with zero rise and fall times (infinitely fast edges). For a more realistic waveform with nonzero rise and fall times, the PSD rolls off faster toward high frequencies. Given the 10 -to- $90 \%$ rise/fall time $t_{R}$, the high-frequency cutoff where the actual PSD is about 6 dB below the ideal sinc spectrum occurs at $f_{\text {cutoff }}=0.5 / t_{R}[6]$.

Bandwidth. The spectrum of the NRZ signal is not band limited and thus has an infinite absolute bandwidth. However, the bandwidth measured from DC to the first null is finite and equals the bit rate, as shown in Fig. A.2:

$$
\begin{equation*}
B W_{\text {null }}=B \tag{A.3}
\end{equation*}
$$

The bandwidth at which the PSD drops to half of its DC value (excluding the delta function at DC ), that is the $3-\mathrm{dB}$ bandwidth, is

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=0.44 B . \tag{A.4}
\end{equation*}
$$

Signal-to-Noise Requirement. It was shown in Section 4.2, Eq. (4.8) that the signal swing required to meet a certain bit-error rate (BER) is given by $v_{s}^{p p}=2 \mathcal{Q} v_{n}^{r m s}$, where $\mathcal{Q}$ is the Personick Q and $v_{n}^{r m s}$ is the rms-value of the noise. The assumptions were additive Gaussian noise (equal amounts of noise
on the zeros and ones) and an optimally set decision threshold. The Personick Q determines the BER by means of the function $B E R=\frac{1}{2} \operatorname{erfc}(\mathcal{Q} / \sqrt{2})$, which is tabulated in Table 4.1.

With Eq. (A.1), we can convert the required signal swing into the required AC signal power: $\overline{v_{S}^{2}}=\frac{1}{4}\left(v_{S}^{p p}\right)^{2}=\mathcal{Q}^{2} \overline{v_{n}^{2}}$. Dividing this expression by the noise power, we find the SNR requirement for a given BER:

$$
\begin{equation*}
S N R=\mathcal{Q}^{2} \quad \text { for } \quad B E R=\frac{1}{2} \operatorname{erfc}\left(\frac{\mathcal{Q}}{\sqrt{2}}\right) \tag{A.5}
\end{equation*}
$$

This equation corresponds to Eq. (4.13) in the main text. A generalization of this result for a signal-dependent noise (i.e., nonadditive noise) can be found in the solution to Problem 4.4 on p. 503. Note that in the aforementioned SNR calculation we excluded the DC power of the signal. This practice has the advantage of making the SNR requirement independent of biasing conditions.

Evaluating the aforementioned equations for $\mathcal{Q}=7.03$, we find the SNR requirement

$$
\begin{equation*}
S N R=16.9 \mathrm{~dB} \quad \text { for } \quad B E R=10^{-12} \tag{A.6}
\end{equation*}
$$

Remarks about the Literature on Communication Systems. The literature on communication systems usually makes a distinction between polar NRZ and unipolar $N R Z$. In our notation, setting $\bar{v}_{S}=0$, such that the signal swings symmetrically around zero, corresponds to polar NRZ signaling, whereas setting $\bar{v}_{S}=\frac{1}{2} v_{S}^{p p}$, such that the lower signal level becomes zero, corresponds to unipolar NRZ signaling.

To obtain the error probability expressions typically found in the literature on communication systems, we need to make additional assumptions and change the notation. For the aforementioned SNR analysis, we have assumed that the noise is additive and Gaussian. Now, we additionally assume that it is white and that we are using a matched-filter receiver. These assumptions may not be valid for an optical receiver and we make them here only for the sake of showing the connection between the results given here and those found in the literature on communication systems. Given the one-sided noise PSD $N_{0}$ and the noise bandwidth $B W_{n}$ of the receiver, we can write $\overline{v_{n}^{2}}=N_{0} \cdot B W_{n}$. The matched filter for an NRZ signal has the noise bandwidth $B W_{n}=\frac{1}{2} B$ (cf. Section 4.8) and thus the noise power becomes $\overline{v_{n}^{2}}=\frac{1}{2} N_{0} B$. Expressing the signal power, $\overline{v_{S}^{2}}$, in terms of the average energy per bit, $E_{b}$, and the bit rate, $B$, (the information and channel bit rates are assumed to be equal) results in $\overline{v_{S}^{2}}=E_{b} B$. With these expressions, we find $E_{b} / N_{0}=\frac{1}{2} S N R$ and we can rewrite Eq. (A.5) as

$$
\begin{equation*}
\frac{E_{b}}{N_{0}}=\frac{\mathcal{Q}^{2}}{2} \quad \text { for } \quad B E R=\frac{1}{2} \operatorname{erfc}\left(\frac{\mathcal{Q}}{\sqrt{2}}\right) \tag{A.7}
\end{equation*}
$$

This equation corresponds to Eq. (4.16) in the main text. Next, we make a change in notation. First, to eliminate the Personick Q, which is typical for the optical literature, we solve the equation on the left-hand side for $\mathcal{Q}$ and insert the result into the equation on the right-hand side. Second, to state the result more succinctly, we introduce the $Q$ function defined as $Q(x)=\frac{1}{2} \operatorname{erfc}(x / \sqrt{2})$ :

$$
\begin{equation*}
B E R=\frac{1}{2} \operatorname{erfc}\left(\sqrt{\frac{E_{b}}{N_{0}}}\right)=Q\left(\sqrt{\frac{2 E_{b}}{N_{0}}}\right) . \tag{A.8}
\end{equation*}
$$

Equation (A.8) gives the bit-error probability of a receiver for a polar NRZ signal as found in the literature on communication systems [1-5].

## A. 2 Return-to-Zero Signal

The $50 \%$-RZ signal is illustrated in Fig. A. 3 with a voltage waveform. The signal is characterized by the swing $v_{S}^{p p}$, the mean value (or DC component) $\bar{v}_{S}$, and the bit rate $B$. Each pulse fills $50 \%$ of the available bit period, $1 / B$. It is assumed that on average the signal contains the same number of zeros and ones such that the mean value is at the $25 \%$ level. It is further assumed that the RZ signal has a rectangular shape with steep edges (zero rise and fall times), as shown in the figure.

Power. The voltage of the $50 \%$-RZ signal in Fig. A. 3 alternates between $\bar{v}_{S}$ $\frac{1}{4} v_{S}^{p p}$ and $\bar{v}_{S}+\frac{3}{4} v_{S}^{p p}$ and on average spends $\frac{3}{4}$ of the time at the low level and $\frac{1}{4}$ of the time at the high level. Thus, the signal power is

$$
\begin{equation*}
\overline{v_{S}^{2}}=\frac{3}{4}\left(\bar{v}_{S}-\frac{1}{4} v_{S}^{p p}\right)^{2}+\frac{1}{4}\left(\bar{v}_{S}+\frac{3}{4} v_{S}^{p p}\right)^{2}=\bar{v}_{S}^{2}+\frac{3}{16}\left(v_{S}^{p p}\right)^{2} . \tag{A.9}
\end{equation*}
$$

The first part, $\bar{v}_{S}^{2}$, is the DC power and the second part, $\frac{3}{16}\left(v_{S}^{p p}\right)^{2}$, is the AC power of the RZ signal. Note that for the same voltage swing, the AC power of the $50 \%-\mathrm{RZ}$ signal is only $\frac{3}{4}$ of the AC power of the NRZ signal. Vice versa, for the same AC power, the $50 \%-\mathrm{RZ}$ signal has a $\frac{4}{3}$ larger swing than the NRZ signal.


Figure A. 3 50\%-RZ signal waveform.


Figure A. 4 One-sided power spectral density of the $50 \%$-RZ signal (linear scale).

Power Spectral Density (PSD). It can be shown that a $50 \%$-RZ signal that encodes a random bit sequence has the following one-sided PSD [1, 3]:

$$
\begin{equation*}
\frac{\Delta \overline{v_{S}^{2}}}{\Delta f}=\bar{v}_{S}^{2} \delta(f)+\frac{\left(v_{S}^{p p}\right)^{2}}{8 B} \cdot \frac{\sin ^{2}(\pi f / 2 B)}{(\pi f / 2 B)^{2}}+\frac{\left(v_{S}^{p p}\right)^{2}}{2 \pi^{2}} \sum_{\text {odd } n} \frac{\delta(f-n B)}{n^{2}} \tag{A.10}
\end{equation*}
$$

This PSD is illustrated in Fig. A.4.
When integrating this PSD over all positive frequencies, the signal power calculated in Eq. (A.9) is recovered. Note that the DC power is contained in the delta function at $f=0$, as in the case of the NRZ signal, while the AC power is contained partly in the continuous sinc-shaped part of the PSD and partly in the discrete delta functions at $f=B, 3 B, 5 B$, and so forth. In fact, an integration shows that $\frac{2}{3}$ of the total AC power is in the continuous part of the PSD and $\frac{1}{3}$ of the AC power is in the discrete part of the PSD.

In contrast to the NRZ signal, which had no power at $f=B$, the RZ signal has substantial power at that frequency. This feature of the RZ signal is exploited by some clock and data recovery (CDR) schemes.

Bandwidth. The spectrum of the RZ signal is not band limited and thus has an infinite absolute bandwidth. However, the bandwidth measured from DC to the first null is finite and for a $50 \%$-RZ signal equals twice the bit rate, as shown in Fig. A.4:

$$
\begin{equation*}
B W_{\text {null }}=2 B \tag{A.11}
\end{equation*}
$$

The bandwidth at which the PSD drops to half of its DC value (excluding the delta functions), that is the $3-\mathrm{dB}$ bandwidth, is

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=0.89 B . \tag{A.12}
\end{equation*}
$$

Signal-to-Noise Requirement. The signal swing required to meet a given BER is the same for NRZ and RZ signals, namely $v_{S}^{p p}=2 \mathcal{Q} v_{n}^{r m s}$, where $v_{n}^{r m s}$ is the
rms-value of the additive Gaussian noise. However, as we have seen, the AC power of the $50 \%$-RZ signal is only $\frac{3}{4}$ of the AC power of the NRZ signal, given the same swing. Thus, the SNR required for a $50 \%$-RZ signal is only $\frac{3}{4}$ of the SNR required for an NRZ signal, given the same BER:

$$
\begin{equation*}
S N R=\frac{3}{4} Q^{2} \quad \text { for } \quad B E R=\frac{1}{2} \operatorname{erfc}\left(\frac{\mathcal{Q}}{\sqrt{2}}\right) . \tag{A.13}
\end{equation*}
$$

Evaluating this equation for $\mathcal{Q}=7.03$, we find the SNR requirement

$$
\begin{equation*}
S N R=15.7 \mathrm{~dB} \quad \text { for } \quad B E R=10^{-12} . \tag{A.14}
\end{equation*}
$$

## A. 3 Pulse Amplitude-Modulated Signal

The 4-level PAM (4-PAM) signal is illustrated in Fig. A. 5 with a voltage waveform. Successive bits are grouped in pairs, as indicated by the parenthesis, and mapped to one of four voltage levels. A Gray code is normally used for the mapping, such that a decision error mistaking the correct level for one of the nearest levels causes only a single-bit error. The signal is characterized by the swing $v_{s}^{p p}$, the mean value (or DC component) $\bar{v}_{S}$, and the symbol rate, which is half of the bit rate, $\frac{1}{2} B$. It is assumed that all four levels are evenly spaced and occur equally likely, such that the mean value is centered halfway between the minimum and maximum levels. It is further assumed that the 4-PAM signal has steep edges (zero rise and fall times), as shown in the figure.

Power. The voltage of the 4-PAM signal in Fig. A. 5 switches between the discrete values $\bar{v}_{S}-\frac{1}{2} v_{S}^{p p}, \bar{v}_{S}-\frac{1}{6} v_{S}^{p p}, \bar{v}_{S}+\frac{1}{6} p_{S}^{p p}$, and $\bar{v}_{S}+\frac{1}{2} v_{S}^{p p}$ and on average spends equal amounts of time at each level. Thus, the signal power is

$$
\begin{align*}
\overline{v_{S}^{2}}= & \frac{1}{4}\left(\bar{v}_{S}-\frac{v_{S}^{p p}}{2}\right)^{2}+\frac{1}{4}\left(\bar{v}_{S}-\frac{v_{S}^{p p}}{6}\right)^{2} \\
& +\frac{1}{4}\left(\bar{v}_{S}+\frac{v_{S}^{p p}}{6}\right)^{2}+\frac{1}{4}\left(\bar{v}_{S}+\frac{v_{S}^{p p}}{2}\right)^{2}=\bar{v}_{S}^{2}+\frac{5}{36}\left(v_{S}^{p p}\right)^{2} . \tag{A.15}
\end{align*}
$$



Figure A. 5 4-PAM signal waveform.


Figure A. 6 One-sided power spectral density of the 4-PAM signal (linear scale).

The first part, $\bar{v}_{S}^{2}$, is the DC power and the second part, $\frac{5}{36}\left(v_{S}^{p p}\right)^{2}$, is the AC power of the 4-PAM signal.

Power Spectral Density (PSD). It can be shown that a 4-PAM signal that encodes a random bit sequence has the following one-sided PSD [7]:

$$
\begin{equation*}
\frac{\Delta \overline{v_{S}^{2}}}{\Delta f}=\bar{v}_{S}^{2} \delta(f)+\frac{5\left(v_{S}^{p p}\right)^{2}}{9 B} \cdot \frac{\sin ^{2}(2 \pi f / B)}{(2 \pi f / B)^{2}} . \tag{A.16}
\end{equation*}
$$

This PSD is illustrated in Fig. A.6. When integrating this PSD over all positive frequencies, the signal power calculated in Eq. (A.15) is recovered.

Bandwidth. The spectrum of the 4-PAM signal is not band limited and thus has an infinite absolute bandwidth. However, the bandwidth measured from DC to the first null is finite and equals the symbol rate, that is, half the bit rate, as shown in Fig. A.6:

$$
\begin{equation*}
B W_{\text {null }}=\frac{1}{2} B . \tag{A.17}
\end{equation*}
$$

The bandwidth at which the PSD drops to half of its DC value (excluding the delta function at DC ), that is the $3-\mathrm{dB}$ bandwidth, is

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=0.22 B . \tag{A.18}
\end{equation*}
$$

Signal-to-Noise Requirement. The precise signal swing required to meet a given BER is a little bit harder to calculate for the 4-PAM signal than it was for the NRZ or RZ signals. As a first approximation we can argue that each step in the 4-PAM signal should be equal to the swing of the NRZ signal necessary for the same BER. Since there are three steps in a 4-PAM signal (see Fig. A.5), the swing becomes $v_{s}^{p p}=6 \mathcal{Q} v_{n}^{r m s}$, where $v_{n}^{r m s}$ is the rms-value of the additive Gaussian noise. With Eq. (A.15), we can convert the required signal swing into
the required AC signal power: $\overline{v_{S}^{2}}=\frac{5}{36}\left(v_{S}^{p p}\right)^{2}=5 \mathcal{Q}^{2} \overline{v_{n}^{2}}$. Dividing this expression by the noise power, we find the approximate SNR requirement for a given BER:

$$
\begin{equation*}
S N R \approx 5 \mathcal{Q}^{2} \quad \text { for } \quad B E R \approx \frac{1}{2} \operatorname{erfc}\left(\frac{\mathcal{Q}}{\sqrt{2}}\right) \tag{A.19}
\end{equation*}
$$

The aforementioned approximation suffers from two small inaccuracies. First, the calculated error rate is the symbol-error rate rather than the bit-error rate, that is, the probability that a level (not a bit) is detected incorrectly. An incorrect symbol (level) could mean that only one of the two bits or both bits are in error. When Gray coding is used, it is very likely that only one of the two bits is in error (for both bits to be in error, a level had to be confused with the next nearest level). Thus, the BER is really only half of our initial estimate in Eq. (A.19). Second, while the outer two levels can result in an error by deviating toward the center only, just like in the case of the NRZ signal, the inner two levels can cause an error by deviating in either direction. Thus, the symbol-error rate for the inner two levels is twice that of an NRZ signal and the overall symbol-error rate for the 4-PAM signal is 1.5 times that of our initial estimate in Eq. (A.19). Updating the error rate expression with these two correction factors, $\frac{1}{2}$ and $\frac{3}{2}$, which partially cancel each other, we obtain the accurate result

$$
\begin{equation*}
S N R=5 \tilde{\mathcal{Q}}^{2} \quad \text { for } \quad B E R=\frac{3}{8} \operatorname{erfc}\left(\frac{\tilde{\mathcal{Q}}}{\sqrt{2}}\right) \tag{A.20}
\end{equation*}
$$

where $\tilde{\mathcal{Q}}$ is no longer the original Personick Q . Evaluating the aforementioned equation for $\tilde{\mathcal{Q}}=6.99$, we find the SNR requirement

$$
\begin{equation*}
S N R=23.9 \mathrm{~dB} \quad \text { for } \quad B E R=10^{-12} \tag{A.21}
\end{equation*}
$$

Whereas the approximation in Eq. (A.19) yields 23.93 dB , the accurate expression in Eq. (A.20) yields 23.88 dB , both referring to $B E R=10^{-12}$. Because of the exponential growth of $\operatorname{erfc}(\cdot)$, a small error in the BER expression translates into a very small error in the SNR requirement.

Remarks about the Literature on Communication Systems. As we did for the NRZ signal, we now show the connection between Eq. (A.20) and the error probability results for 4-PAM signaling found in the literature on communication systems. As before, we need to make the additional assumptions of white noise and a matched-filter receiver to convert SNR to $E_{b} / N_{0}$. Recognizing that the noise bandwidth of the matched filter for a 4-PAM signal is $B W_{n}=\frac{1}{4} B$, we find $E_{b} / N_{0}=\frac{1}{4} S N R$ and we can rewrite Eq. (A.20) as

$$
\begin{equation*}
\frac{E_{b}}{N_{0}}=\frac{5 \tilde{\mathcal{Q}}^{2}}{4} \quad \text { for } \quad B E R=\frac{3}{8} \operatorname{erfc}\left(\frac{\tilde{\mathcal{Q}}}{\sqrt{2}}\right) \tag{A.22}
\end{equation*}
$$

Now, eliminating $\tilde{\mathcal{Q}}$ and introducing $Q(x)=\frac{1}{2} \operatorname{erfc}(x / \sqrt{2})$ yields

$$
\begin{equation*}
B E R=\frac{3}{8} \operatorname{erfc}\left(\sqrt{\frac{2 E_{b}}{5 N_{0}}}\right)=\frac{3}{4} Q\left(\sqrt{\frac{4 E_{b}}{5 N_{0}}}\right) \tag{A.23}
\end{equation*}
$$

Equation (A.23) gives the bit-error probability of a receiver for a 4-PAM signal as found in the literature on communication systems $[4,5]$. The corresponding symbol-error probability is twice that expression.

## A. 4 Analog Television Signal

The North American analog TV signal is defined by the National Television Systems Committee (NTSC) [8]. The generation of the RF-modulated analog TV signal from the video and audio baseband signals is illustrated in Fig. A.7. The baseband video signal, which has a bandwidth of about 4.2 MHz , modulates a carrier using amplitude modulation (AM). Mathematically, AM can be described as the addition of a constant to the baseband signal, such that it becomes strictly positive, followed by a multiplication with the carrier. The resulting AM signal has two sidebands and occupies a frequency band of $2 \times 4.2 \mathrm{MHz}=8.4 \mathrm{MHz}$ with the carrier located at the center. Since both sidebands contain the same information, one of them can be removed. The vestigial sideband (VSB) filter partially removes the lower sideband shrinking the occupied frequency band to about 5.5 MHz . This modulation scheme is known as amplitude modulation with vestigial sideband or AM-VSB. (Compared to single-sideband modulation, which removes one sideband entirely, AM-VSB permits a simpler receiver implementation.) The baseband audio signal, which has a bandwidth of about 15 kHz , is frequency modulated (FM) on a separate carrier that lies 4.5 MHz above the video carrier. The modulated video and audio signals are then combined to produce a $6-\mathrm{MHz}$ wide analog TV signal.


Figure A. 7 Generation of the AM-VSB analog TV signal.


Figure A. 8 Power spectral density of (a) the analog TV signal and (b) subcarrier multiplexed analog TV signals.

Power Spectral Density and Bandwidth. The PSD of the NTSC analog TV signal is shown in Fig. A.8(a) [8, 9]. The video and the audio signals fit both into the channel bandwidth of 6 MHz . Because the lower sideband is truncated to less than 1.25 MHz , the video carrier is placed 1.25 MHz above the lower band edge. Before demodulating the AM-VSB signal in the receiver, the lower sideband is truncated further, as indicated by the dashed line in Fig. A.8(a). This step is necessary to prevent a doubling of the demodulated signal in the frequency range where both sidebands are present. The audio carrier is located above the upper sideband of the video spectrum, more precisely, it is 5.75 MHz above the lower band edge. In addition to the spectral components shown in Fig. A.8(a), the analog TV signal also contains a color carrier and its sidebands, which overlap the AM-VSB spectrum, as well as a stereo pilot and the associated audio signals which reside at the upper end of the $6-\mathrm{MHz}$ spectrum.

In a community-antenna television (CATV) or hybrid fiber-coax (HFC) system, the signals of many TV channels (e.g., 80 or 120 TV channels) are combined into a single broadband signal by means of subcarrier multiplexing (SCM). This is done by assigning a different carrier frequency to each TV channel and summing them all up (see Fig. 1.8 on p. 9). The carriers are spaced 6 MHz apart such that the channel spectra do not overlap. A small section of the resulting spectrum for the North American standard cable channel plan is illustrated in Fig. A.8(b). ${ }^{1}$ Note that SCM keeps a small guard band

[^25]between adjacent channels that permits their separation by means of filters. Other multicarrier formats, such as orthogonal frequency division multiplexing (OFDM) or discrete multitone (DMT) modulation, eliminate this guard band and permit the channel spectra to overlap by using orthogonal carriers.

An important consideration of the SCM signal is its peak-to-average ratio (PAR). Most of the time, the carriers in the SCM signal have a random phase relationship and add up to a noise-like signal. Occasionally, however, the phases of multiple carriers drift into alignment producing a large signal peak (more precisely, repetitive peaks at a rate of 6 MHz because of the $6-\mathrm{MHz}$ channel spacing). As a result, the peak power of the SCM signal is much larger than its average power. Peak-to-average ratios from 3.5:1 to greater than 7:1 are typical [8]. The problem with these large peaks is that they can saturate amplifiers and optical transmission equipment, resulting in clipping distortions.

Carrier-to-Noise Requirement. The Federal Communications Commission (FCC) regulates that the carrier-to-noise ratio (CNR) of the AM-VSB analog TV signal must be $\geq 43 \mathrm{~dB}$ (at the TV input). However, good engineering practice dictates a higher CNR number. While 45 dB results in a picture that is judged as "slighly annoying," only the range of 48 to 51 dB is judged as "not annoying" [8].

Note that cable-television engineers use the term CNR for RF-modulated signals such as the TV signals in an SCM system and reserve the term SNR for baseband signals. Communication engineers do not always make this distinction [8].

## A. 5 Digital Television Signal

The North American digital TV signal for transmission over cable is defined by the Society of Cable Telecommunications Engineers (SCTE) [10]. The modulation format is quadrature amplitude modulation (QAM) with either a 64-point signal constellation (64-QAM) or a 256-point signal constellation (256-QAM), as shown in Fig. A.9.

Figure A. 10 illustrates the generation of a 256-QAM signal starting from the digital data stream. Data is fed into the modulator at a symbol rate of about 5.36 MS/s where each symbol consists of 8 bits ( $=1$ byte). Each byte is split into two 4-bit nibbles and run through two 4-bit digital-to-analog converters (DACs) producing two 16-PAM signals. Similar to our discussion of the 4-PAM signal in Section A.3, the DC-to-null bandwidth of the 16-PAM signal equals the symbol rate, which is 5.36 MHz . Next, the two 16-PAM signals are low-pass filtered to soften their steep edges. The filter is designed such that the output signal has a square-root raised-cosine spectrum with an excess bandwidth of $12 \%$ (cf. Section 4.9). The bandwidth of the resulting smoothed 16-PAM


Figure A. 9 Constellations for the 64-QAM and 256-QAM signal.


Figure A. 10 Generation of the 256-QAM digital TV signal.
signals is now limited to $3 \mathrm{MHz}(=1.12 \times 5.36 \mathrm{MHz} / 2)$. One 16-PAM signal is multiplied with the carrier (in-phase carrier) and the other 16-PAM signal is multiplied with the $90^{\circ}$ phase-shifted carrier (quadrature carrier). The resulting in-phase and quadrature products ( I and Q ) are summed up to form the $6-\mathrm{MHz}$ wide $256-\mathrm{QAM}$ digital TV signal.

The channel bit rate of the 256 -QAM digital TV signal is $5.36 \mathrm{Mb} / \mathrm{s} \times 8=$ $42.88 \mathrm{Mb} / \mathrm{s}$. To protect the digital information from transmission errors, forward error correction (FEC) is applied prior to the modulation (cf. Appendix G). A Reed-Solomon code, RS(128,122), followed by a trellis code are used for this purpose. The code rate of this concatenated code including the framing overhead is $r=0.905$. Thus, each $6-\mathrm{MHz}$ channel can carry an information bit rate of $0.905 \times 42.88 \mathrm{Mb} / \mathrm{s}=38.81 \mathrm{Mb} / \mathrm{s}$ [10]. This means that about ten digital standard-definition TV channels can be broadcast in the bandwidth of a single analog TV channel. (After MPEG-2 compression, standarddefinition movies require a bit rate of about $3 \mathrm{Mb} / \mathrm{s}$ and high-definition movies require a bit rate of about $12 \mathrm{Mb} / \mathrm{s}$ [8].)

For the 64-QAM digital TV signal, only 6 instead of 8 bits are transmitted per symbol. Moreover, the symbol rate and the code rate are chosen slighly lower. The resulting information bit rate is about $26.97 \mathrm{Mb} / \mathrm{s}$ [10].


Figure A. 11 Power spectral density of (a) the digital TV signal and (b) subcarrier multiplexed digital TV signals.

Power Spectral Density and Bandwidth. The PSD of the SCTE digital TV signal is shown in Fig. A.11(a). To be compatible with the analog TV channel plan, the signal bandwidth is made to be 6 MHz . But recall that this digital signal can carry the video and audio information of about ten standard-definition TV channels. Compared to the AM-VSB PSD shown in Fig. A.8(a), the QAM spectrum is flatter and has no discrete carrier components. The carrier frequency is located at the mid-point of the band, that is 3 MHz above the lower band edge, but because the carrier is suppressed it does not appear in the spectrum. As we have seen, the $3-\mathrm{MHz}$ baseband signals are upconverted to the carrier frequency, resulting in two $3-\mathrm{MHz}$ sidebands, one above and one below the suppressed carrier. In contrast to AM, the sidebands of QAM are not redundant and both bands must be transmitted.

In a CATV/HFC system, analog and digital TV signals can be multiplexed into a single signal by means of SCM (cf. Fig. 1.8). Typically, the channels below 550 MHz are used for analog TV and the channels above 550 MHz are used for digital TV. Figure A.11(b) shows a small section of the spectrum above 550 MHz .

Carrier-to-Noise Requirement. For a good quality digital TV experience, error events should occur less often than once per 15 minutes after FEC [10]. To achieve this performance, a CNR of $\geq 33 \mathrm{~dB}$ is needed for the 256-QAM digital TV signal (at the TV input). For the more robust, but lower rate, 64-QAM signal, a CNR of $\geq 27 \mathrm{~dB}$ is sufficient [8].

In an SCM system with mixed analog and digital TV channels, the digital channels typically are transmitted at a lower power level than the analog channels. This is possible because the CNR requirement for digital channels is at least 10 dB lower than that for analog channels.
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## B

## Eye Diagrams

Eye diagrams provide an intuitive graphical representation of electrical or optical digital communication signals. The quality of the signal, that is, the rise and fall times, the amount of intersymbol interference (ISI), noise, and jitter, can be judged from the appearance of the eye. In the following, we discuss how to measure and simulate eye diagrams and how to determine the eye openings and eye margins. In Appendix C, we discuss the related subject of jitter and its measurement.

Cutting and Overlaying Waveforms. The waveform of a communication signal, such as a non-return-to-zero (NRZ), a return-to-zero (RZ), or a 4-level pulse amplitude modulation (4-PAM) signal, can be turned into an eye diagram (a.k.a. eye pattern) by cutting it up into segments that are two bit (or symbol) intervals long and overlaying them. For example, in Fig. B.1, the waveform of an NRZ signal with mild ISI is cut up into segments with half a bit interval on the left, a full bit interval at the center, and half a bit interval on the right. Then, all segments are overlaid to form the eye diagram, as shown at the center of Fig. B.1. Because the ISI in our example is limited to just one bit to the right and left, there are only eight distinct segments corresponding to the three-bit binary words: $000,001,010,011,100,101,110$, and 111 (see the left- and right-hand side of Fig. B.1). In the case of a signal with stronger ISI, there are more distinct segments.

An important advantage of the eye diagram over the linear signal representation is that it shows all possible bit transitions in a compact way. Deviations of these transitions from their ideal locations are clearly visible and represent the jitter in the signal. In the eye diagram, the periodic bit (or symbol) sampling instants overlay into a single sampling instant, making it easy to see the ISI and noise at the time of sampling.

The eye diagrams for a $50 \%$-RZ and a 4-PAM signal are sketched in Fig. B. 2 as further examples.


Figure B. 1 Construction of an eye diagram by overlaying waveform segments.


Figure B. 2 Eye diagrams for (a) an NRZ signal, (b) a 50\%-RZ signal, and (c) a 4-PAM signal.

Measurement. Figure B. 3 shows a setup for measuring the eye diagram with an oscilloscope. A pulse pattern generator produces a clean NRZ data signal. A pseudorandom bit sequence (PRBS), which unlike a true random sequence repeats itself after a certain number of bits, is often used for this test. The NRZ data signal passes through the device under test (DUT), which adds ISI, noise, and jitter. The output of the DUT is connected to the vertical input of the oscilloscope. To display the eye diagram, the oscilloscope must be triggered on the clock signal, not the data signal. The bit-clock signal from the pattern generator, as shown in Fig. B.3, or a clock recovered from the data signal can be used for this purpose.

Many scopes offer a built in (golden) phase-locked loop (PLL) that can be used to recover a periodic trigger signal from the output signal of the DUT (cf. Fig. C.9(b)). This PLL may be a piece of hardware (in the case of

Pulse Pattern Generator
Oscilloscope


Figure B. 3 Measurement of an eye diagram with an oscilloscope.
equivalent-time sampling oscilloscopes) or a software function (in the case of real-time sampling oscilloscopes). The detailed appearance of the eye diagram depends on the PLL's bandwidth: Low-frequency jitter from the DUT that falls into the PLL's bandwidth is tracked and thus does not appear in the eye diagram. A typical clock-recovery PLL has a first-order response with a bandwidth of $B / 1667$, where $B$ is the bit rate.

Many scopes have a feature called color grading, which uses a color code to indicate how often a certain point in the eye is reached. Figures B. 4 and B. 5 show measured eye diagrams of an NRZ and a 4-PAM signal, respectively.

Figure B. 4 Eye diagram of an NRZ signal measured with a sampling oscilloscope. Darker regions are sampled more often.


Figure B. 5 Eye diagram of an optical 4-PAM signal measured with a sampling oscilloscope. Source: Reprinted by permission from Finisar Corporation.


Simulation. After running a transient simulation with a circuit simulator, the linear waveform can be turned into an eye diagram with a post processor. For example, the SKILL function eyeDiagram () can take the transient result from a Spectre simulation and convert it into an eye diagram. ${ }^{1}$ See Fig. B. 6 for an example of a simulated eye diagram.

With older simulation tools that do not provide a post processor for eye diagrams, but permit plotting of one variable against another, the following method can be used to obtain an eye diagram. First, run a transient simulation of the DUT together with a little helper circuit that generates a linearly rising sawtooth voltage with a period of two-bit intervals and a rapid fall time. Then, instead of plotting the data signal as a function of time, as usual, plot it against this sawtooth voltage. This trick turns the waveform into an eye. A drawback of this method is that the sawtooth has a finite fall time, creating spurious trace-back lines across the eye diagram. This problem can be solved by generating a pulse voltage that is always zero except for the trace-back period, where it assumes a large value. When this voltage is added to the data signal,


Figure B. 6 Eye openings in the simulated eye diagram without noise and random jitter.

[^26]the trace-back lines are pushed outside of the eye diagram and can be "clipped away" by choosing the appropriate plotting window.

A conventional transient simulation does not include random noise and thus eye diagrams obtained in this way do not show noise or random jitter (cf. Fig. B.6). To produce eye diagrams with noise and random jitter, a special "transient noise" simulation must be run.

Eye Openings. The vertical eye opening and the horizontal eye opening are important characteristics of the eye diagram that aid in quantifying the signal quality. The vertical eye opening is measured at a particular sampling instant, often the one that maximizes the vertical opening, and is expressed in millivolts (or milliwatts or microamps) or as a percentage of the full eye height (not including over- or undershoots). The horizontal eye opening is measured at a particular decision threshold, often the one that maximizes the horizontal opening, and is expressed in picoseconds or as a percentage of the bit/symbol interval. Sometimes, the complementary terms vertical eye closure and horizontal eye closure are used instead. Eye closure and eye opening add up to $100 \%$.

In the case of an eye diagram without noise and random jitter, the openings can be found in a straightforward way, as illustrated in Fig. B.6. The vertical eye opening is determined by ISI, and the horizontal eye opening is determined by deterministic jitter (including pulse-width distortion). The eye openings may depend on the sequence length of the PRBS used for testing. Typical PRBS sequence lengths are between $2^{7}-1$ and $2^{31}-1$. The longer the sequence, the longer the runs of zeros or ones contained in the PRBS. Now, if the DUT has a low-frequency cutoff (e.g., due to AC coupling), the eye openings reduce with increasing sequence length. Therefore, it is important to state the test pattern (e.g., PRBS-7 or PRBS-31) along with the eye diagram and the eye openings.

Eye Margins. Real eye diagrams do contain noise and random jitter. As a result, the measured eye openings change over time. The longer we accumulate eye samples, the smaller the openings become. To get around this problem, we need to define the eye openings in a statistical sense.

Each point in the eye diagram corresponds to a decision point (defined by the sampling instant and the decision threshold) and thus has a bit-error rate (BER) associated with it. With this picture in mind, we can define contours of constant BER inside the eye (see Fig. B.7). Clearly, contours for lower BERs are nested inside contours for larger BERs. If we make decisions inside a contour for a given BER, the resulting BER is less than that of the contour. Now, let's define the horizontal and vertical eye openings of the noisy eye as the horizontal and vertical dimensions of the contour for a given BER (reference BER). Note that these eye openings are well defined in the presence of noise and random jitter.


Figure B. 7 Contours of constant BER in the eye diagram with noise and random jitter.

To be more precise, we should call the statistically defined eye openings eye margins [1]. Instead of vertical eye opening and horizontal eye opening, we should say vertical eye margin and horizontal eye margin. (Sometimes, the horizontal eye margin is also referred to as the phase margin [1], not to be confused with the identical term from stability theory.) In an eye diagram without noise and random jitter, eye openings and eye margins are the same. But in an eye diagram with noise and random jitter, eye openings are not well defined, and eye margins must be used instead. It is important to state the reference BER and the test pattern along with the eye margins.

If the eye margins for a given BER are close to zero, only a near-perfect decision circuit can recover the data at the desired BER. However, if the eye margins are substantially larger than zero, then the decision circuit is permitted to have some decision-threshold and sampling-time error while still meeting the desired BER, hence the term margin.

Closely related to the horizontal eye margin is the concept of total jitter. Specifically, the horizontal eye margin and the total jitter, measured peak to peak, add up to $100 \%$ or 1 unit interval when determined at the same BER. Similarly, in the noise-free eye, the horizontal eye opening and the deterministic jitter, measured peak to peak, add up to $100 \%$. For a discussion of jitter and its measurement, see Appendix C.

Measurement of Eye Margins. Eye margins can be estimated from the eye on the scope, but a more accurate measurement is possible with a so-called BERT scan. For this procedure, a bit-error rate test set (BERT), consisting of a pulse pattern generator and an error detector, is needed. The DUT is connected to the BERT as shown in Fig. B.8. The bit-clock signal for the error detector may come from the pattern generator, as shown, or from a (golden) PLL that recovers the clock from the output signal of the DUT. The error detector slices the data signal at the decision threshold $V_{D T H}$ and samples it at the instant $t_{S}$. The recovered bit sequence is compared with the transmitted bit sequence and the resulting BER is displayed. Both the decision threshold $V_{D T H}$ and the sampling instant $t_{S}$ are adjustable.

Error Detector


Figure B. 8 Measurement setup for a BERT scan.


Figure B. 9 Bathtub curves resulting from (a) a horizontal BERT scan and (b) a vertical BERT scan.

A horizontal BERT scan is performed by setting $V_{D T H}$ to the center of the eye and scanning $t_{S}$ horizontally across the eye. The resulting BER curve is shown schematically in Fig. B.9(a). The BER is low when sampling at the center of the eye and goes up when approaching the eye crossings to the left and right. This curve is known as the bathtub curve because of its characteristic shape. The horizontal eye margin is the separation of the two sides of the bathtub curve at a specified BER level (see Fig. B.9(a)). For example, in the 10-GbE standard, the horizontal eye margin is specified for a BER of $10^{-12}$.

Similarly, a vertical BERT scan is performed by setting the sampling instant $t_{S}$ to the center of the eye and scanning the decision threshold $V_{D T H}$ vertically across the eye. The resulting bathtub curve is shown in Fig. B.9(b), where it was assumed that the ones are noisier than the zeros. Like before, the vertical eye margin is obtained by comparing this curve with a reference BER.

In practice, measuring a complete bathtub curve down to a BER of $10^{-12}$ can be very time consuming. For a $10 \mathrm{~Gb} / \mathrm{s}$ system such a measurement may take more than 40 hours [2]. However, if we are interested in the eye margin or the total jitter only, we can limit our measurement to the sections of the bathtub curve that are close to the desired reference BER. With this and other optimizations it is possible to perform a margin measurement for a $10 \mathrm{~Gb} /$ s system in about 20 minutes [2].
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## C

## Timing Jitter

Timing jitter is important when dealing with systems operating at high data rates or systems requiring precise clocks (e.g., sampling clocks for data converters). We start by examining data jitter and its components, such as deterministic and random jitter. We discuss the measurement and decomposition of data jitter. Then, we turn to clock jitter in its various forms, such as absolute jitter, period jitter, and cycle-to-cycle jitter. Finally, we show how jitter, phase noise, and bit-error rate are related.

## C. 1 Data Jitter

Noise, ISI, and Jitter. In Chapter 4, we discussed data signals with noise and ISI. Noise and ISI not only affect the signal voltage at the sampling instants, they also affect the time points where the signal crosses the decision threshold (often referred to as zero crossings). The effect of noise on the zero crossings results in random jitter (RJ), and the effect of ISI on the zero crossings results in data-dependent jitter (DDJ).

We know that we can characterize noise and ISI in the eye diagram with a histogram of the voltage values at the sampling instant, as shown in Fig. C.1(right). Similarly, we can characterize jitter with a histogram of the time points where the signal crosses the decision threshold, as shown in Fig. C.1(bottom).

In Chapter 4, we discussed how the location of the decision threshold affects the BER. The decision process, however, is not only controlled by the decision threshold voltage $V_{D T H}$, it is also controlled by the sampling instant $t_{S}$. The decision threshold voltage slices the eye diagram horizontally, whereas the sampling instant slices the eye diagram vertically. The two slicing lines intersect in the so-called decision point, as shown in Fig. C.1.

We know that bit errors occur when the instantaneous value of the noise and ISI is so large that the signal is pushed to the "wrong" side of the decision threshold. Similarly, bit errors occur if the instantaneous value of the jitter is so


Figure C. 1 Eye diagram and histograms of a signal with noise, ISI, random jitter, and deterministic jitter.
large that a bit slides past the sampling instant and is sampled on the "wrong" side of the edge.

Not surprisingly, the subsequent discussion of jitter has many parallels to our discussion of noise and ISI in Chapter 4.

Data-Dependent Jitter. A data signal suffers from data-dependent jitter if the signal's edges are slightly early or late (relative to their ideal time points) depending on the values of the preceding and succeeding bits. In the eye diagram, this condition manifests itself as a breaking up (splitting) of the rising and falling edges into multiple closely spaced edges.

Data-dependent jitter occurs, for example, if the data stream is transmitted through a channel with insufficient bandwidth. In the example shown in Fig. C.2(a), the sequence " 00100 " has a falling edge that is a little bit earlier than that in the sequence " 01100 " because the full voltage level was not reached for the isolated one bit in the middle. Data-dependent jitter also occurs if the channel has an insufficient low-frequency cutoff. As illustrated in Fig. C.2(b), the signal drifts up and down depending on the number of consecutive zeros or ones, an effect known as baseline wander. This amplitude error translates into a zero-crossing time error (jitter) when the signal edges have a finite slew rate. Other causes for data-dependent jitter are an insufficient phase linearity, reflections on transmission lines and cables due to an impedance mismatch, and circuits operated beyond their overload limit.

In the examples given earlier (Fig. C.2), the signals suffer not only from jitter but also from ISI. In fact, it is the ISI on the data edges in conjunction with the finite slew rate of these edges that causes the data-dependent jitter. Thus, fast edges help to suppress the jitter. Note that whereas the ISI in the aforementioned signals can be removed by passing the signals through a limiting amplifier, the jitter cannot be removed in this way.

The histogram of data-dependent jitter consists of discrete lines and is bounded. If the edge timing depends mostly on a single bit relative to this


Figure C. 2 Data-dependent jitter caused by (a) insufficient bandwidth and (b) baseline wander.
edge, then the time error (jitter) assumes one of two discrete values, one for when the bit is zero and one for when it is one, resulting in a histogram with two lines. Similarly, if the edge timing depends mostly on two bits, which can assume four values ( $00,01,10$, and 11), then the jitter histogram has four lines. In general, if $n$ bits are involved in the generation of data-dependent jitter, the histogram has $2^{n}$ lines, some of which may fall on top of each other [1]. For example, in Fig. C.2(a) the edge timing depends mostly on the values of the preceding two bits (11 and 01 are shown). Because data-dependent jitter is bounded, it is usually specified by its peak-to-peak value $t_{D D \rho}^{p p}$.

Duty-Cycle Distortion Jitter. The simplest case of data-dependent jitter occurs when the edge timing depends on only a single bit, usually the bit immediately preceding the edge. Interestingly, this case cannot occur when an ideal NRZ signal is distorted by a linear transfer function, because every data pattern and its complementary data pattern produce the same edge timing. However, in the presence of nonlinearities, threshold errors, or asymmetric rise and fall times this type of jitter can occur and is called duty-cycle distortion jitter (DCD). Figure C. 3 shows an example of DCD caused by asymmetric rise and fall times illustrated for a "01010" sequence. For such a clock-like data pattern, the widening (or narrowing) of the ones relative to the zeros can be seen clearly. Data-dependent jitter other than the special case of duty-cycle distortion jitter is sometimes called intersymbol-interference induced jitter.

Figure C. 3 Duty-cycle distortion jitter due to asymmetric rise and fall times.



Figure C. 4 A nomenclature for jitter types.

The histogram of duty-cycle distortion jitter has two discrete lines, one for edges preceded by a zero, that is rising edges, and one for edges preceded by a one, that is falling edges. In the eye diagram, this jitter manifests itself as an upward or downward shift of the eye crossing.

Deterministic Jitter. As illustrated in Fig. C.4, data-dependent jitter belongs to a larger class of jitter known as deterministic jitter (DJ) [2, 3]. Deterministic jitter is systematic and has a bounded histogram. Data-dependent jitter and the special case of duty-cycle distortion jitter are both correlated to the data pattern. Deterministic jitter types that are not correlated to the data pattern are summarized by the term bounded uncorrelated jitter (BUJ). Examples for BUJ are jitter due to crosstalk from adjacent signal lines [4] or disturbances from the power and ground lines. A switching power supply may cause periodic jitter (PJ), which is a subcategory of BUJ. Finally, sinusoidal jitter (SJ), a subcategory of periodic jitter, usually is artificially generated and used for compliance testing [2, 5].

Random Jitter. Random jitter is not correlated to the data pattern or any other signal, but, as the name implies, is random. The histogram of random jitter is approximately Gaussian and is unbounded. In the eye diagram, random jitter manifests itself as a blurring of the edges. Because of its unbounded nature, random jitter is usually specified by its rms value $t_{R I}^{r m s}$, which corresponds to the standard deviation of the associated Gaussian distribution. Alternatively, random jitter can be specified by its peak-to-peak value, but then it must be tied to a sample size or a reference BER. We discuss how to do that shortly.

Figure C. 5 Random jitter as a result of noise and a finite edge rate.


Any signal with a finite edge rate and noise on it exhibits random jitter. Figure C. 5 illustrates how the finite edge rate converts the amplitude uncertainty into a zero-crossing time uncertainty. Again, fast edges help to suppress the jitter. Note that the noise-to-jitter conversion does not exactly preserve the statistical distribution of the noise because the edges have a finite duration and are nonlinear. Although the noise in the amplitude domain may be Gaussian, the resulting random jitter is non-Gaussian in its far-out tails.

Total Jitter. A typical jitter histogram contains deterministic and random jitter. Mathematically, the combined histogram is the convolution of the histogram for the deterministic jitter with the histogram for the random jitter. Figure C. 6 illustrates this operation with a simple example. The deterministic jitter is modeled by a histogram that has two discrete lines, shown in Fig. C.6(a). This jitter model is known as the dual Dirac model. It corresponds to an eye diagram with two sharp and equally likely zero crossings and can describe, for example, pure duty-cycle distortion jitter or weak data-dependent jitter. Convolving the dual Dirac histogram with the Gaussian histogram in Fig. C.6(b) results in the composite jitter histogram shown in Fig. C.6(c). Note that the inner part of the composite histogram can be identified with the deterministic jitter and that the Gaussian tails can be identified with the random jitter.

If we have multiple deterministic jitter components, $t_{D J i}^{p p}$ and multiple random jitter components, $t_{R J i}^{r m s}$, the combined jitter is again found by convolving all the individual histograms. In particular, multiple bounded jitter components combine into a larger bounded jitter with the peak-to-peak value $t_{D J}^{p p}=\sum_{i} t_{D J i}^{p p}$ and


Figure C. 6 Dual Dirac model: histogram of (a) deterministic jitter, (b) random jitter, and (c) the combination of both jitters.
multiple Gaussian jitter components combine into a larger Gaussian jitter with the variance $\left(t_{R J}^{r m s}\right)^{2}=\sum_{i}\left(t_{R i}^{r m s}\right)^{2}$.

The combination of all deterministic and random jitter components is known as total jitter (TJ). It is usually specified by its peak-to-peak value $t_{T J}^{p p}$ and because of its unbounded nature must be tied to a sample size or a reference BER. Here are two methods to determine total jitter:

- Acquire a histogram of the composite jitter with a scope. The total jitter, $t_{T J}^{p p}$, equals the width of the histogram. The number of samples $n$ taken for the histogram must be specified along with the jitter value because $t_{T J}^{p p}$ grows with $n$ (cf. Fig. C.6(c)).
- Perform a BERT scan, that is, scan the sampling instant $t_{S}$ horizontally across the eye while recording the BER. The BER is low when sampling near the center of the eye and goes up when approaching the eye crossings to the left and right. This curve is known as the horizontal bathtub curve (cf. Appendix B). The total jitter, $t_{T J}^{p p}$, equals one bit period, $T=1 / B$, minus the width of the bathtub curve for a given reference $B E R$, such as $10^{-12}$.

The two methods of determining total jitter are related, as demonstrated by Fig. C.7. Imagine that we move the sampling instant to the right end of the left histogram such that $n-1$ samples are to the left and one sample is to the right of the sampling instant ( $n=10^{4}$ in our example). In this case, $n-1$ samples are taken from the correct bits while one sample is taken from a slipped bit. Because the latter sample is incorrect with probability $\frac{1}{2}$, the BER for that sampling instant is $1 /(2 n)$. This value must match the BER value of the bathtub curve. Thus, the total jitter from a histogram with $n$ samples is roughly the same as the total jitter from a bathtub curve for $B E R=1 / n\left(B E R=10^{-4}\right.$ in our example).

Total Jitter Estimation. Measuring total jitter from the histogram or the bathtub curve can be very time consuming if $n$ is large or $B E R$ is small. For example,


Figure C. 7 Total jitter determined (a) from the horizontal bathtub curve and (b) from the histogram.
it takes $10,000 \mathrm{~s}$ ( 2 hours and 47 minutes) to collect 100 errors at $10 \mathrm{~Gb} / \mathrm{s}$ and $B E R=10^{-12}$. To get around this issue, we can separate composite jitter into a random part, $t_{R J}^{r m s}$, and a deterministic part, $t_{D J}^{p p}$, and then use modeling and extrapolation techniques to estimate the total jitter at the desired reference BER.

Let us assume that we successfully separated the jitter into a random and a deterministic component (we come to that in a moment), that the deterministic jitter can be described by the dual Dirac model, that the random jitter is Gaussian, and that $t_{D J}^{p p} \gg t_{R J}^{r m s}$. Then, the peak-to-peak value of the total jitter for a given BER can be related to its deterministic and random jitter components as (cf. solution to Problem C.1(a) on p. 531)

$$
\begin{equation*}
t_{T J}^{p p}=t_{D J}^{p p}+2 \mathcal{Q} t_{R J}^{r m s} \tag{C.1}
\end{equation*}
$$

where $\mathcal{Q}$ is the familiar Personick Q (cf. Section 4.2) evaluated for the reference BER of the total jitter. For example, given a deterministic jitter of 0.3 UI peak-to-peak and a random jitter of 0.02 UI rms , the total jitter is $0.3 \mathrm{UI}+2$. $7.03 \cdot 0.02 \mathrm{UI}=0.58$ UI peak-to-peak when referred to $B E R=10^{-12}$.

In practice, Eq. (C.1) is often used to estimate total jitter even in situations where the deterministic jitter does not have a dual Dirac distribution. It is important to be aware of the limitations coming with this approximation. For deterministic jitter that is more evenly distributed than the dual Dirac model (more than two Dirac pulses), large deterministic and random jitter fluctuations are less likely do coincide and Eq. (C.1) overestimates the total jitter. For a deterministic jitter value (peak-to-peak) that is similar or smaller than the random jitter value (rms), both tails of the Gaussian distribution matter and Eq. (C.1) underestimates the total jitter. Moreover, the accuracy of the relationship depends on how well the random jitter follows a Gaussian distribution, in particular, in its far-out tails. [ $\rightarrow$ Problem C.1.]
$R J / D J$ Decomposition. Accurately decomposing jitter into a random and a deterministic component is not easy. Here is a choice of three methods [2]:

- Two-Tests Method: First, test the system with a clock-like data pattern ("01010101..."), which does not produce data-dependent jitter (other than DCD ), to determine the random jitter. Then, test the same system with a repetitive data pattern (e.g., the 20 -bit long $8 \mathrm{~B} / 10 \mathrm{~B}$ comma-character sequence) to determine the data-dependent jitter. Triggering on the pattern clock and using the averaging feature of the oscilloscope suppresses the random jitter in the latter measurement.
The weakness of this method is that deterministic jitter other than data-dependent jitter (e.g., periodic jitter or bounded uncorrelated jitter) is erroneously included in the first (random jitter) measurement and it is not accounted for in the second (deterministic jitter) measurement.
- Tail-Fit Method: Measure the total jitter histogram and fit two Gaussians to its tails [6]. The standard deviations of the Gaussians provide an estimate for the rms value of the random jitter. The separation of the centers of the two Gaussians provides an estimate for the peak-to-peak value of the deterministic jitter (cf. Fig. C.6(c)).
The weakness of the tail-fit method is that low-probability deterministic jitter is counted as random jitter. For the sake of accuracy, the jitter components found by the aforementioned method are sometimes called Gaussian jitter (instead of random jitter) and high-probability jitter (instead of deterministic jitter).
- BERT-Scan Method: Measure the horizontal bathtub curve and fit a parametrized mathematical model for deterministic and random jitter to the measurement (e.g., see Ref. [7]). Roughly speaking, the horizontal portions of the bathtub curve within the unit interval correspond to the deterministic jitter, whereas the sloped portions relate to the random jitter (cf. Fig. C.7(a)).
The weakness of this method is similar to that listed for the tail-fit method, and therefore the terms Gaussian jitter and high-probability jitter are also preferred in this case.

Having found the random and deterministic components by one of the aforementioned methods, we can use Eq. (C.1) to estimate the total jitter for the desired reference BER. Moreover, knowing the composition of jitter can be helpful in debugging jitter issues. [ $\rightarrow$ Problem C.2.]

Jitter Trend and Jitter Spectrum. Sometimes, we are interested in the jitter in a particular bandwidth. For example, we may only be interested in the high-frequency jitter of a transmitter, because the low-frequency jitter can be tracked by the receiver and does not cause bit errors. How do we measure jitter in a given bandwidth? Should we pass the data signal through a filter with the specified bandwidth and then measure the jitter? No, we are not supposed to filter the signal itself, but the jitter of the signal!

Figure C. 8 illustrates the difference between the data signal $\left(v_{O}\right)$ and its jitter $\left(t_{J}\right)$ with an example. The jitter $t_{J}$ of a given data edge is defined as the deviation


Figure C. 8 (a) Data signal with jitter and (b) evolution of the edge jitter with time (jitter trend).
from its ideal location. In Fig. C.8(a), these deviations are indicated with bold horizontal lines; in (b), these same deviations are plotted as a function of time together with a linear interpolation (dashed line). The time evolution of $t_{J}$ is known as the jitter trend. It is the frequency content of this jitter trend that we are interested in.

Mathematically, the data signal, $v_{O}(t)$, can be written in terms of its ideal, jitter-free counterpart, $v_{I}(t)$, and the jitter trend, $t_{J}(t)$ :

$$
\begin{equation*}
v_{I}(t) \rightarrow v_{O}(t)=v_{I}\left(t-t_{J}(t)\right) . \tag{C.2}
\end{equation*}
$$

The jitter trend, $t_{J}(t)$, thus can be interpreted as the function that distorts or warps the time axis of the ideal data signal to produce the actual data signal. If $t_{J}(t)$ is constant, there is no jitter; if $t_{J}(t)$ is a linear function, there is a data-rate offset, and so forth. Now, given the waveforms $v_{I}(t)$ and $v_{O}(t)$, we can use Eq. (C.2) to estimate the jitter trend $t_{J}(t)$. Clearly, we can find a definite value for $t_{J}(t)$ only at time points $t$ where the waveform $v_{O}(t)$ has a rising or falling edge. At these time points, the jitter is given by the (signed) time difference between the edges of $v_{O}$ and $v_{I}$, in agreement with Fig. C. 8 (the vertical dashed lines indicate the edge locations of the ideal signal $v_{I}$. [ $\rightarrow$ Problem C.3.]

Different types of jitter have different power spectral densities (PSDs). For example, random jitter and data-dependent jitter typically have a wide spectrum extending up to half of the bit rate, $B / 2$, duty-cycle distortion jitter has a spectrum that peaks around $B / 2$, and periodic jitter tends to have spectral components well below $B / 2$. For example, periodic jitter due to a switching power supply has components in the 100 kHz to MHz range.

Jitter Filters. Jitter can be filtered with a clock-recovery circuit that has a well-defined jitter transfer characteristics and adds very little jitter of its own, a so-called golden phase-locked loop (PLL) [2].

To measure low-frequency jitter only, we run the data signal from the device under test (DUT) through a golden PLL, as shown in Fig. C.9(a). The PLL's jitter transfer function is one ( 0 dB ) up to the desired jitter bandwidth $B W_{J}$, after which it rolls off. Now, the recovered clock from the PLL contains only the low-frequency jitter $\left(<B W_{J}\right)$ and can be measured, for example, by taking the histogram with a scope.

To measure high-frequency jitter only, we use a golden PLL with a bandwidth equal to the lower corner of the desired high-pass function, as shown in Fig. C.9(b). This PLL again is fed with the data signal, but now its output is used to trigger the scope. Because the scope Y input and the trigger input both get the same amount of low-frequency jitter ( $<B W_{J}$ ), it is suppressed (a common-mode signal in the time domain) and only the desired high-frequency jitter ( $>B W_{J}$ ) appears in the jitter histogram.

To measure jitter in the frequency band from $B W_{J 0}$ to $B W_{J 1}$, the two set-ups shown in Fig. C.9(a) and (b) can be combined using one golden PLL with the

(a)

(b)

Figure C. 9 Measuring (a) low-pass filtered jitter with $f<B W_{J}$ and (b) high-pass filtered jitter with $f>B W_{j}$.
bandwidth $B W_{J 0}$ in the trigger path and another golden PLL with the bandwidth $B W_{J 1}$ in the signal path.

In addition to its bandwidth, the frequency response of the jitter filter (golden PLL) matters as well. Usually, a first- or second-order PLL is used. In the case of a second-order PLL, the damping factor, which controls the jitter peaking, must be given as well. A typical jitter filter for characterizing SerDes transmitters has a first-order high-pass response with the $3-\mathrm{dB}$ bandwidth $B W_{J}=B / 1667$, where $B$ is the bit rate [2].

Jitter can also be filtered by means of software. Many real-time sampling oscilloscopes come with software that can calculate jitter in the desired bandwidth from the digitized and stored waveform. Similarly, the jitter of a simulated waveform can be determined in the desired bandwidth by means of a post processor implementing a sofware jitter filter.

To filter jitter in software, we do the following. First, the zero crossings are compared against the edges of an ideal software-generated constant-frequency clock, resulting in the jitter samples $t_{J}(n)$ at the $n$th clock edge. (We simplified our earlier notation of $t_{J}(n T)$ to just $t_{J}(n)$.) Next, a suitable interpolation fills in the missing jitter samples (where the data signal has no transitions), such that $t_{J}(n)$ is defined for all $n$. Finally, the jitter samples $t_{J}(n)$ are passed through a discrete-time filter, producing the output jitter samples $t_{J}^{\prime}(n)$. For a discretized first-order high-pass filter, we have

$$
\begin{equation*}
t_{J}^{\prime}(n)=\frac{t_{J}^{\prime}(n-1)+t_{J}(n)-t_{J}(n-1)}{1+2 \pi B W_{J} / B} \tag{С.3}
\end{equation*}
$$

where $B$ is the bit rate (equal to the jitter sample rate) and $B W_{J}$ is the $3-\mathrm{dB}$ bandwidth.

Jitter Measurement. A variety of test equipments are available to measure jitter, each one with its own advantages and disadvantages [2, 8].

- Real-time sampling oscilloscopes with the necessary jitter analysis software are easy to use and can perform a variety of jitter measurements at moderate to high bit rates. Such measurements include peak-to-peak and rms value of the composite jitter, separated random and deterministic jitter, estimated total jitter at the desired BER, jitter trend, and jitter PSD. One limitation of real-time sampling scopes is that the RJ/DJ separation becomes inaccurate for long data patterns, such as PRBS-31, that do not fit entirely into the scope's memory.
- Equivalent-time sampling oscilloscopes can perform similar measurements at higher bit rates and with very low residual jitter (e.g., $<100 \mathrm{fs}$ ), but require a periodic data signal and a trigger signal, which makes them harder to use.
- Time interval analyzers can be used to measure the time intervals between zero crossings of the data signal with very high accuracy (e.g., 200 fs). From the statistics of all time intervals corresponding to one bit period, two bit periods, three bit periods, and so forth, it is possible to calculate, among other things, the jitter PSD.
- Bit-error rate test sets (BERT) can be used to measure total jitter at the desired BER directly and accurately (with a horizontal BERT scan). However, at low reference BERs the measurements become very time consuming.
- Dedicated jitter analyzers generally are used to test very high-speed circuits for compliance with specific standards.
- Spectrum analyzers can be used to determine the phase noise PSD of a clock signal (see Fig. C.13). From this PSD it is possible to calculate the rms jitter in the desired bandwidth (cf. Eq. (C.5)). Whereas spectrum analyzers can be used to determine clock jitter, they cannot be used for data jitter.


## C. 2 Clock Jitter

Let us turn from jitter in data signals to jitter in clock signals. Jitter in the clock signal of a data converter degrades the SNR of the converted signal [9]. Jitter in the clock of a digital system may cause setup time violations. Jitter in the clock of a decision circuit may degrade the BER of the receiver, if the clock jitter is uncorrelated to the received data jitter. However, if the clock jitter tracks the received data jitter, it may improve the BER. The latter situation occurs when the sampling clock is recovered from the data signal with a PLL.

Absolute Clock Jitter (Time Interval Error). There are several kinds of clock jitter. The most fundamental clock jitter is absolute jitter also known as time interval error (TIE) [3]. It is defined as the deviation, $t_{J}$, of the actual clock edge (either rising or falling) from its ideal location. This definition corresponds directly to


Figure C. 10 Absolute, period, and long-term clock jitter.
that of data jitter. Absolute clock jitter, like data jitter, can be characterized by a histogram, can be separated into random and deterministic components, and can be analyzed in the time domain by a trend of in the frequency domain by a PSD.

To measure absolute jitter we need a reference clock that defines the ideal edge location (see Fig. C.10). There are two basic ways to obtain the reference clock. First, the reference clock may come from a clock source in the test system. For example, the sampling jitter of a clock-recovery circuit can be measured relative to the clock of the pattern generator that produced the test signal [10]. Second, the reference clock may be recovered from the clock to be analyzed. A real-time scope, for example, digitizes and stores the clock waveform to be analyzed, determines the ideal edge locations in software (clock recovery), and then calculates the edge deviations (jitter).

To measure the absolute jitter of a free-running oscillator, such as a crystal oscillator, only the second option (recovered clock) is available. When measuring a free-running oscillator over longer and longer periods of time, the absolute rms jitter grows larger and larger. Thus, for a meaningful measurement, it is necessary to remove the low-frequency jitter. A typical jitter filter for characterizing reference clocks has a passband from 12 kHz to 20 MHz .

Period Jitter (Cycle Jitter). Period jitter (a.k.a. cycle jitter) is defined as the deviation, $\Delta t_{j}$, of the clock period from its ideal value $T$ (in practice, often the average period value). This jitter measures is self-referenced and thus does not rely on a reference clock. Period jitter can be expressed as the difference of the absolute jitter of two adjacent edges. Figure C. 10 illustrates the period jitter, $\Delta t_{J}$ and its relationship to absolute jitter, $t_{J}$, with an example. Period jitter can be measured by triggering the oscilloscope on one clock edge and taking the histogram of the edge a period later.

Cycle-to-Cycle Jitter. Cycle-to-cycle jitter is defined as the deviation, $\Delta \Delta t_{j}$, of the clock period relative to the previous clock period. In Fig. C.10, cycle-to-cycle
jitter appears as the difference $\Delta t_{J}(n)-\Delta t_{J}(n-1)$. When expressed in terms of absolute jitter, cycle-to-cycle jitter is a doubly differential measure. (Caution: Not all authors define cycle-to-cycle jitter in the same way. Sometimes this term refers to what we previously defined as period jitter [9].)

Clock Jitter Comparison and Relationships. Table C. 1 summarizes the three clock jitter measures and Fig. C. 11 illustrates them with an example. The upper half of the table expresses all jitter measures in terms of the absolute jitter measured at the $n$th clock edge, $t_{J}(n)$, clearly showing the differential nature of period and cycle-to-cycle jitter. The lower half of the table re-expresses all jitter measures in terms of the period jitter measured for the $n$th clock cycle, $\Delta t_{J}(n)$.

From the jitter definitions in the upper half of Table C. 1 it is evident that period jitter and cycle-to-cycle jitter can be regarded as filtered versions of the absolute jitter. The discrete filter function for the period jitter is $t_{J}^{\prime}(n)=t_{J}(n)-$

Table C. 1 Clock jitter measures expressed in terms of absolute jitter and period jitter.

| Jitter measure | Instantaneous value | RMS value |
| :--- | :--- | :--- |
| Absolute jitter | $t_{J}(n)$ |  |
| Period jitter | $t_{J}(n)-t_{J}(n-1)$ |  |
| Cycle-to-cycle jitter | $\left[t_{J}(n)-t_{J}(n-1)\right]-\left[t_{J}(n-1)-t_{J}(n-2)\right]$ |  |
| Absolute jitter | $\sum_{i=1}^{n} \Delta t_{J}(i)+t_{J}(0)$ | $\propto \sqrt{t}$ |
| Period jitter | $\Delta t_{J}(n)$ | $\Delta t_{J}^{r m s}$ |
| Cycle-to-cycle jitter | $\Delta t_{J}(n)-\Delta t_{J}(n-1)$ | $\sqrt{2} \cdot \Delta t_{J}^{r m s}$ |


(a)
(b)
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Figure C. 11 Example for the time evolution (trend) of (a) absolute, (b) period, and (c) cycle-to-cycle jitter.
$t_{J}(n-1)$ or $H(z)=1-z^{-1}$ in the $z$-domain. Similarly, the filter function for the cycle-to-cycle jitter is $t_{J}^{\prime}(n)=t_{J}(n)-2 t_{J}(n-1)+t_{J}(n-2)$ or $H(z)=1-2 z^{-1}+$ $z^{-2}$ in the $z$-domain. Both filters emphasize high-frequency jitter.

If the period jitter samples, $\Delta t_{J}(n)$, are uncorrelated and stationary, we obtain the rms jitter expressions in the lower half of Table C. 1 (last column). Under these conditions, the absolute jitter performs a one-dimensional random walk and its rms value diverges proportional to $\sqrt{t}$ [11]. This is the situation we encountered for the free-running oscillator without jitter filtering. The rms values of the period and cycle-to-cycle jitter of a free-running oscillator are well defined because these jitter measures naturally suppress low-frequency jitter.

What clock jitter measure should we use in which situation?

- The absolute clock jitter is relevant in clocked data converters, where it determines an upper limit for the SNR [9]. In clocked receivers, it determines the variation of the sampling instant in the data eye.
- The period clock jitter is relevant when closing timing in digital systems. The minimum clock period from the clock edge that launches the data to the next clock edge that latches the result equals the nominal clock period minus the peak period jitter.
- The cycle-to-cycle clock jitter can be used to characterize the quality of clocks with a large intentional jitter, such as spread-spectrum clocks (SSC). More commonly, however, spread-spectrum clocks are characterized by their absolute jitter after passing them through a second-order high-pass jitter filter to suppress the low-frequency spreading jitter.
$N$-Period Jitter and PLLs. The idea of period jitter can be generalized to that of $N$-period jitter, which is defined as the deviation of $N$ consecutive periods from their ideal value. $N$-period jitter can be measured by triggering the oscilloscope on one edge and taking the histogram of the edge $N$ periods later. This jitter, illustrated in Fig. C.10, is also known as long-term jitter or accumulated jitter if $N$ is a large number. (Correspondingly, 1-period jitter is sometimes known as short-term jitter.)

Mathematically, the $N$-period jitter can be written in terms of period jitter as $\sum_{i=n-N+1}^{n} \Delta t_{J}(i)$, which looks very similar to the absolute-jitter expression in Table C. 1 (but it is still a self-referenced measure). For a free-running oscillator, the rms value of the $N$-period jitter diverges with $N$. For a phase-locked oscillator in a PLL, the rms value of the $N$-period jitter initially increases proportional to $\sqrt{N}$, but then saturates at a finite long-term jitter value equal to $\sqrt{2} \times$ the absolute rms jitter [10]. Saturation occurs when $N T$ exceeds the time constant of the PLL (see Fig. C.12). [ $\rightarrow$ Problem C.4.]


Figure C. 12 N -period rms jitter (log scale) of a phase-locked oscillator.

## C. 3 Jitter, Phase Noise, and Bit-Error Rate

Jitter and Phase Noise. An interesting relationship exists between the absolute jitter and the phase noise of a clock signal [9, 11-13]. The output signal of a sine-wave oscillator with (constant) amplitude $V_{O}$, frequency $f_{0}(=1 / T)$, and phase noise $\phi_{n}(t)$ can be written as

$$
\begin{equation*}
v_{O}=V_{O} \sin \left[2 \pi f_{0} t+\phi_{n}(t)\right] . \tag{C.4}
\end{equation*}
$$

Comparing this expression with the definition of absolute jitter given in Eq. (C.2), we find the relationship between jitter trend and phase noise: $t_{J}(t)=-\phi_{n}(t) /\left(2 \pi f_{0}\right)$.

If the phase noise is small, $\phi_{n} \ll 1$, Eq. (C.4) can be rewritten in the form $v_{O} \approx V_{O} \sin \left(2 \pi f_{0} t\right)+\phi_{n}(t) \cdot V_{O} \cos \left(2 \pi f_{0} t\right)$. This form shows that phase noise in a sine-wave oscillator also implies voltage noise. The voltage PSD, which can be measured with a spectrum analyzer, shows the upconverted phase-noise in the form of a "skirt" around the spectral line at $f_{0}$ (see Fig. C.13). Normalizing the skirt to the carrier strength, frequency translating it down to DC , and consolidating positive and negative frequencies results in the (approximate) one-sided phase-noise $\operatorname{PSD} \Phi_{n}^{2}(f)$. Now, converting phase noise to jitter, using the relationship found earlier, yields the one-sided jitter $\operatorname{PSD} \Phi_{n}^{2}(f) /\left(2 \pi f_{0}\right)^{2}$. Integrating the latter over all frequencies and taking the square root results in the absolute rms clock jitter [9, 13]

$$
\begin{equation*}
t_{J}^{r m s}=\frac{1}{2 \pi f_{0}} \sqrt{\int_{0}^{\infty} \Phi_{n}^{2}(f) d f} \tag{C.5}
\end{equation*}
$$

This relationship permits us to estimate the absolute rms jitter of a sine-wave oscillator from the noise PSD measured with a spectrum analyzer.

For an ideal free-running oscillator the phase-noise PSD has the form $\Phi_{n}^{2}(f) \propto 1 / f^{2}$ [14], which causes the integral in Eq. (C.5) to diverge. This is consistent with our earlier observation that absolute jitter of a free-running


Figure C. 13 Determination of the absolute rms jitter from the signal PSD by means of the phase noise PSD and jitter PSD.
oscillator diverges. When the oscillator is phase locked to a clean reference clock, the phase noise at low frequencies (the signal noise close to the carrier) gets suppressed, making the integral and the absolute rms jitter finite.

Jitter and BER. As we pointed out at the beginning of this appendix, excessive jitter in the data signal relative to the sampling clock can cause bit errors. Just like noise may cause the sampled voltage to be on the "wrong side" of the decision threshold, random jitter may cause the data edge to slip past the sampling instant such that one bit is sampled twice while the adjacent bit is not sampled. In general, we have to consider noise, ISI, and the different types of jitter jointly to calculate the BER accurately. Fortunately, the BER in many optical communication system, is mostly determined by noise and ISI and our discussion in Chapter 4 remains valid. But with increasing bit rates, jitter does play a more prominent role. In any case, it is useful to know how low the jitter has to be, such that its effect on BER is negligible.

To answer the aforementioned question, we derive the BER for a data signal that contains jitter (DJ and RJ) but is free of noise and ISI. The clock and data recovery circuit (CDR) in our receiver can tolerate a maximum amount of peak-to-peak jitter without making errors, known as the jitter tolerance, $t_{J T O L}^{p p}$. The CDR's jitter tolerance is tested with a sinusoidal jitter (SJ) with frequency $f$ and peak-to-peak magnitude $t_{S J}^{p p}$. For $t_{S J}^{p p}<t_{J T O L}^{p p}(f)$ the CDR operates error free. ${ }^{1}$ Figure C.14(a) shows a typical jitter tolerance curve. At low frequencies, the CDR tracks the sinusoidal jitter and thus can tolerate a fair amount of jitter. When the jitter frequency, $f$, exceeds the CDR's tracking bandwidth, the jitter tolerance curve bottoms out. In this regime, an ideal CDR would be able to tolerate one bit period of jitter, $t_{J T O L}^{p p}=1 / B$, but in practice the setup and hold time of the decision circuit, the sampling time offset, sampling jitter, and so forth limit the jitter tolerance to a lower value.
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Figure C. 14 (a) Jitter tolerance curve and (b) histogram of data jitter.
We are now ready to calculate the BER resulting from jitter. Let us make the worst-case assumption that the jitter in the received signal is untrackable high-frequency jitter. Then, the BER is given by the (normalized) area under the tails of the data jitter distribution that extend beyond the high-frequency jitter tolerance, as illustrated in Fig. C.14(b). (If the jitter contains trackable components, the BER is lower.) Now, if the total jitter of the distribution equals the jitter tolerance of the CDR, then the BER to which the total jitter is referenced to is the BER that we are looking for (cf. Problem C.1(a)). Thus, setting $t_{T J}^{p p}=t_{J T O L}^{p p}$ and solving Eq. (C.1) for $\mathcal{Q}$ reveals the BER as a function of the deterministic and random jitter

$$
\begin{equation*}
B E R=\int_{\mathcal{Q}}^{\infty} \operatorname{Gauss}(x) d x \quad \text { with } \quad \mathcal{Q}=\frac{t_{J T O L}^{p p}-t_{D J}^{p p}}{2 t_{R J}^{r m s}} \tag{C.6}
\end{equation*}
$$

This equation comes with the same caveats as Eq. (C.1), which we have discussed earlier (dual Dirac model for DJ, Gaussian model for RJ, and $t_{D J}^{p p} \gg t_{R J}^{r m s}$ ), but it can still serve as a useful approximation in many practical situations. With Eq. (C.6) we find, for example, that for a CDR with a jitter tolerance of 0.7 UI and a data signal with a deterministic jitter of 0.3 UI peak-to peak and a random jitter of 0.02 UI rms, the expected BER is about $10^{-23}(\mathcal{Q}=10)$. For this scenario, jitter has a negligible impact and we are permitted to calculate the BER based on noise and ISI alone.

Questions to Ask. When reporting jitter numbers, it is important to be clear about what was measured (or simulated). The following check list may be helpful:

- Is it rms or peak-to-peak jitter? If it is peak-to-peak jitter, what BER does it refer to?
- Is it total jitter or were only certain components, such as data-dependent jitter or random jitter, measured? If it is total jitter referenced to a low BER, was it actually measured or is it an estimated based on an RJ/DJ decomposition?
- Is it unfiltered or filtered jitter? In the first case, what is the lowest jitter frequency the measurement equipment can capture? In the second case, what are the upper and lower $3-\mathrm{dB}$ corner frequencies of the filter? What is the shape of the jitter filter: first order, second order, or brick wall?
- In the case of data jitter: What data pattern is used? Is the reference clock recovered or external? If it is recovered, what are the clock-recovery (PLL) parameters?
- In the case of clock jitter: Is it absolute, period, or cycle-to-cycle jitter? If it is absolute jitter, is the reference clock recovered or external? If it is recovered, what are the clock-recovery (PLL) parameters? If it is long-term jitter, over how many periods was it measured? If it is cycle-to-cycle jitter, clarify its definition.


## Problems

C. 1 Total Jitter. (a) Show analytically that Eq. (C.1) holds for deterministic jitter with a dual Dirac distribution, random jitter with a Gaussian distribution, and $t_{D J}^{p p} \gg t_{R J}^{r m s}$. (b) Calculate numerically (e.g., using Matlab) the total jitter referred to $B E R=10^{-12}$ and compare the result with the prediction from Eq. (C.1) for the following cases: $t_{D J}^{p p}=0.3$ UI with a dual Dirac distribution and $t_{R J}^{r m s}=0.02$ UI with a Gaussian distribution, $t_{D J}^{p p}=0.3$ UI with an even distribution and $t_{R J}^{r m s}=0.02$ UI with a Gaussian distribution, and $t_{D J}^{p p}=0 \mathrm{UI}$ and $t_{R J}^{r m s}=0.0413 \mathrm{UI}$ with a Gaussian distribution.
C. 2 Jitter Decomposition. The horizontal eye margin is determined with a BERT scan for three different BERs as $29.8 \%$ for $B E R=10^{-12}, 35.0 \%$ for $B E R=10^{-9}$, and $41.2 \%$ for $B E R=10^{-6}$. Using Eq. (C.1) as a model, how large are the deterministic and random jitter components?
C. 3 Jitter Frequency. (a) How does the sinusoidal jitter $t_{J}(t)=T_{J} \sin (2 \pi B t)$ affect an NRZ data signal with bit rate $B$ ? (b) How does the sinusoidal jitter $t_{J}(t)=T_{J} \sin (\pi B t)$ affect the clock-like NRZ data signal "01010101 $\ldots$." with bit rate $B$ ?
C. 4 Cycle-to-Cycle Jitter. Under which circumstances does the cycle-tocycle rms jitter equal the 2 -period rms jitter?
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## D

## Nonlinearity

Nonlinearity and the resulting signal distortions are important in systems that perform linear signal processing (equalization, data conversion, etc.) and in applications that use higher-order modulation (4-PAM, QPSK, QAM, etc.) or multicarrier modulation (SCM, OFDM, DMT, etc.). In the following, we review nonlinear effects, such as gain compression, harmonic distortions, intermodulation distortions, and composite distortions. We show how these effects are related to the power-series coefficients of the nonlinearity and to the input signal strength.

Importance of Linearity. In Section 4.1, we introduced the linear channel as an abstraction for the chain formed by the photodetector, transimpedance amplifier, and main amplifier. How linear does this channel have to be?

If the linear channel is followed directly by a binary decision circuit, as shown in Fig. 4.1, linearity is of little concern. In this case, even a very nonlinear amplifier such as a limiting amplifier is fine, as long as it does not create undue pulse-width distortion and jitter. However, if the linear channel is followed by an analog-to-digital converter, an equalizer, or some other type of signal processing circuit, linearity becomes important.

If the linear channel is part of a receiver for 4-PAM, QPSK, or another higher-order modulation format, a certain amount of linearity becomes mandatory. For multicarrier signals, such as a SCM, OFDM, or DMT signals, linearity becomes essential. This is particularly so, if the subcarriers are modulated with analog signals (e.g., AM-VSB) or high-order QAM signals.

Nonlinearity Model. A straightforward way to describe a nonlinear DC transfer function $y=f(x)$ is to expand it into a power series:

$$
\begin{equation*}
y=A\left(a_{0}+x+a_{2} x^{2}+a_{3} x^{3}+a_{4} x^{4}+a_{5} x^{5}+\ldots\right) \tag{D.1}
\end{equation*}
$$

where $A$ is the small-signal gain and $a_{i}$ are the power-series coefficients characterizing the nonlinearity. Note that $A a_{0}$ represents the output-referred offset and that $a_{1}=1$ because, for convenience, all coefficients have been normalized to the small-signal gain.

Equation (D.1) is also valid for AC signals, if the nonlinearity is memoryless, that is, if it responds instantaneously. To model nonlinearities with a memory effect (finite bandwidth), Eq. (D.1) must be reformulated as a Volterra series [1]. In addition to the convolution of the input signal with the impulse response, known from linear systems, the Volterra series includes convolutions with higher-order impulse responses, known as Volterra kernels, that model the nonlinearity. For the following simplified analysis, we assume that the bandwidth of the system under consideration is wide enough such that we can use the power-series representation in Eq. (D.1).

## D. 1 Gain Compression

A simple measure of nonlinearity is the loss of gain experienced by large signals relative to the small-signal gain. As illustrated in Fig. D.1(a), we apply an input signal swinging from $-X$ to $X$ to the nonlinear device. Dividing the output swing by the input swing, $[y(X)-y(-X)] /[X-(-X)]$, we obtain the wideband large-signal gain. Using Eq. (D.1), we find this gain to be $A_{L S}=A\left(1+a_{3} X^{2}+\right.$ $a_{5} X^{4}+\ldots$ ). After normalizing it to the small-signal gain $A$, we obtain the ratio

$$
\begin{equation*}
\frac{A_{L S}}{A}=1+a_{3} X^{2}+a_{5} X^{4}+\ldots \tag{D.2}
\end{equation*}
$$

which describes how the large-signal gain varies with signal strength $X$. For practical amplifiers, $a_{3}$ and $a_{5}$ are negative. Thus, $A_{L S} / A$, which starts out at 1 for small signals, reduced with increasing signal strength, that is, we have gain compression.

The term gain compression originated in the RF world where its meaning is slightly different from its wideband cousin introduced earlier. RF


Figure D. 1 Gain compression resulting from a nonlinearity for (a) wideband and (b) narrowband signals.
amplifiers and mixers are circuits that are tuned to a particular frequency and hence the gain compression for narrowband signals is of interest. To discuss the narrowband large-signal gain, also known as the describing function [2], we take the input signal as a sine wave $x(t)=X \sin (2 \pi f t)$ with amplitude $X$ and frequency $f$, as shown in Fig. D.1(b). The distorted output signal contains harmonic components at $f, 2 f, 3 f$, and so forth. Now, for the narrowband large-signal gain we ignore all harmonics at $2 f, 3 f$, and so forth, because they are filtered out by the tuned circuit, and focus on the fundamental component at $f$ only. Using Eq. (D.1), we find the output-signal component at the fundamental frequency to be $y(t)=$ $A\left(X+\frac{3}{4} a_{3} X^{3}+\frac{5}{8} a_{5} X^{5}+\ldots\right) \sin (2 \pi f t)$. Dividing this expression by the input signal yields the narrowband large-signal gain $\tilde{A}_{L S}=A\left(1+\frac{3}{4} a_{3} X^{2}+\frac{5}{8} a_{5} X^{4}+\ldots\right)$. After normalizing this gain to the small-signal gain $A$, we obtain the compression factor for narrowband signals as a function of the input amplitude $X$ :

$$
\begin{equation*}
\frac{\tilde{A}_{L S}}{A}=1+\frac{3}{4} a_{3} X^{2}+\frac{5}{8} a_{5} X^{4}+\ldots \tag{D.3}
\end{equation*}
$$

Note that for negative values of $a_{3}$ and $a_{5}$, the narrowband large-signal gain is somewhat larger than the wideband gain, that is, filtering out the harmonic distortion products increased the swing of the output signal. See Fig. D.1(b) for an example where the third harmonic (dashed line) reduces the swing from the fundamental component.

The maximum input signal of a nonlinear device can be specified, for example, as the input amplitude $X$ for which the gain is compressed by $\leq 1 \mathrm{~dB}$ $\left(A_{L S} / A=0.89\right)$. This amplitude is known as the $1-\mathrm{dB}$ gain compression point.

## D. 2 Harmonic Distortions

Another measure of nonlinearity is provided by the harmonic distortions. As shown in Fig. D.2, we take the input signal as a sine wave $x(t)=X \sin (2 \pi f t)$ with amplitude $X$ and frequency $f$. For the illustration we assumed an odd-order, compressive nonlinearity that results in a soft clipped sine wave at the output (fat solid line). This output signal can be decomposed in a fundamental component at $f$ (dashed line) and a harmonic distortion product at $3 f$ (thin solid line). The ratio of the 3rd-order distortion product to the fundamental component is the 3rd-order harmonic distortion $H D_{3}$.

More generally, the $n$ th-order harmonic distortion $H D_{n}$ is defined as the ratio of the output-signal component (distortion product) at the frequency $n f$ to the fundamental component at $f$. With Eq. (D.1), we find the most significant output-signal components at the frequencies $2 f$ and $3 f$ to be $y(t)=A\left[-\frac{1}{2} a_{2} X^{2} \cos (4 \pi f t)-\frac{1}{4} a_{3} X^{3} \sin (6 \pi f)+\ldots\right]$, assuming a relatively small


Figure D. 2 3rd-order harmonic distortion $H D_{3}$.
input signal $X$ (cf. Eq. (I.163) on p. 532). Thus, using $A X$ as an approximation for the fundamental component, we find the following harmonic distortion expressions [2,3]:

$$
\begin{align*}
& H D_{2} \approx \frac{1}{2}\left|a_{2}\right| X  \tag{D.4}\\
& H D_{3} \approx \frac{1}{4}\left|a_{3}\right| X^{2} . \tag{D.5}
\end{align*}
$$

From these expressions we see that a 1-dB increase in the input signal $X$ causes a $1-\mathrm{dB}$ increase in $\mathrm{HD}_{2}$ and a $2-\mathrm{dB}$ increase in $H D_{3}$. In general, higher-order harmonics depend more strongly on the input signal amplitude: the $n$ th-order harmonic distortion product is proportional to $X^{n}$, or equivalently, the $n$ th-order harmonic distortion, $H D_{n}$, is proportional to $X^{n-1}$. In practice, $H D_{2}$ and $H D_{3}$ are often the only harmonic distortions considered because the higher-order harmonics drop off very rapidly for small signals. Also note that the even-order (odd-order) harmonic distortions originate from the even-order (odd-order) coefficients in the power series. This means that for a differential circuit, which has small even-order coefficients, $H D_{2}$ is small compared with $H D_{3}$.

The total harmonic distortion (THD) describes the nonlinearity with a single number:

$$
\begin{equation*}
T H D=\sqrt{H D_{2}^{2}+H D_{3}^{2}+\ldots} \tag{D.6}
\end{equation*}
$$

The THD can be expressed as a percentage (distortion products as a fraction of the fundamental amplitude) or in dBs using the conversion rule $20 \log T H D$. The maximum input signal of a nonlinear device can be specified, for example, as the input amplitude $X$ for which $T H D \leq 1 \%$.

## D. 3 Intermodulation Distortions

In most applications, the input signal to the nonlinear device is not a pure sine wave, but a superposition of multiple sine waves. This means that in addition to
the harmonic distortions, we also have to be concerned about intermodulation distortions.
Let us start with the simple case of only two tones. We apply a superposition of two equally strong sine waves with frequencies $f_{1}$ and $f_{2}$ to the input of the nonlinear device: $x(t)=X\left[\sin \left(2 \pi f_{1} t\right)+\sin \left(2 \pi f_{2} t\right)\right]$. With Eq. (D.1), we find that the output signal contains two second-order intermodulation products at $f_{1}+f_{2}$ and $\left|f_{1}-f_{2}\right|$ and four third-order intermodulation products at $2 f_{1}+f_{2}$, $2 f_{1}-f_{2}, 2 f_{2}+f_{1}$, and $2 f_{2}-f_{1}$. Interestingly, the two second-order products have the same amplitude, and the four third-order products have the same amplitudes. In analogy to the harmonic distortion, we define the intermodulation distortion $I M D_{n}$ as one of the (equally strong) $n$ th-order distortion products in the output signal normalized to one of the two (equally strong) fundamental tones. We can derive the second- and third-order intermodulation distortions for the two-tone case as [2] (cf. Eq. (I.163))

$$
\begin{align*}
& I M D_{2} \approx\left|a_{2}\right| X,  \tag{D.7}\\
& I M D_{3} \approx \frac{3}{4}\left|a_{3}\right| X^{2} \tag{D.8}
\end{align*}
$$

where $X$ is the amplitude of one of the two (equally strong) tones at the input. As before, the approximations hold for relatively small values of $X$. Compared with the harmonic distortions in Eqs. (D.4) and (D.5), we find the same dependence on the amplitude $X$ and the power-series coefficients $a_{i}$. However, the $I M D_{2}$ is twice as strong $(+6 \mathrm{~dB})$ as $H D_{2}$, and the $I M D_{3}$ is three times as strong $(+9.5 \mathrm{~dB})$ as $H D_{3}$. Besides the intermodulation products, we still have the harmonic distortion products resulting from each tone. Figure D. 3 summarizes all the second- and third-order distortion products for the two-tone case. [ $\rightarrow$ Problem D.1.]

RF engineers who design narrowband systems typically care about the third-order intermodulation products $2 f_{1}-f_{2}$ and $2 f_{2}-f_{1}$, which fall back into the band of interest (see Fig. D.3). In this situation, the value $X$ for which $I M D_{3}=1$ (extrapolated from $I M D_{3}(X)$ where $I M D_{3} \ll 1$ ) is a common measure for the linear input range and is known as the input-referred 3 rd-order intercept point (IIP3).


Figure D. 3 Second- and third-order distortion products for a two-tone signal with frequencies $f_{1}=9$ and $f_{2}=10$ resulting from a nonlinearity.

Let us add a third tone with the frequency $f_{3}$. Again, we get harmonic distortion products for each one of the three tones at the frequencies $n f_{1}, n f_{2}$, and $n f_{3}$ for $n=2,3, \ldots$. Then, we get second-order intermodulation products at all permutations of $\left|f_{i} \pm f_{j}\right|$ ( 6 products in total). Then, we get third-order intermodulation products at all permutations of $2 f_{i} \pm f_{j}$ (12 products in total). But now we also get third-order intermodulation products at all combinations of $\left|f_{1} \pm f_{2} \pm f_{3}\right|$ (4 products in total). These products are the so-called triple beats. With Eq. (D.1) and sufficient perseverance we can derive the triple-beat distortion for small signals as

$$
\begin{equation*}
I M D_{3 T} \approx \frac{3}{2}\left|a_{3}\right| X^{2} . \tag{D.9}
\end{equation*}
$$

This triple-beat distortion is twice as strong ( +6.0 dB ) as the (double-beat) $I M D_{3}$ distortion and six times as strong $(+15.6 \mathrm{~dB})$ as the third-order harmonic distortion, $H D_{3}$, making it a dominant factor in multicarrier systems.

## D. 4 Composite Distortions

In multicarrier systems using subcarrier multiplexing (SCM), orthogonal frequency division multiplexing (OFDM), or discrete multitones (DMT), each carrier plays the role of a tone in the aforementioned analysis. All these carriers produce a large number of harmonic and intermodulation products in the presence of a nonlinearity. These distortions are known as composite distortions.

Composite Distortions in SCM CATV Systems. Figure D. 4 shows part of the spectrum of an SCM CATV signal with 80 TV channels. To measure the impact of nonlinearity on a particular channel, we turn this channel off while keeping all the other channels on. Then, we measure the composite distortion products falling into the bandwidth of the turned-off channel. All channels are tested in this way to find the worst-case channel with the most distortion products.


Figure D. 4 Composite distortion products falling into channel 40 for an 80-channel SCM CATV system.

In the North American standard cable channel plan, the carriers are spaced 6 MHz apart and are offset by +1.25 MHz from whole multiples of 6 MHz (with some exceptions; cf. Appendix A.4). As a result of this offset, the majority of even-order products fall 1.25 MHz above or 1.25 MHz below the carrier frequencies, whereas the majority of odd-order products fall on the carrier frequencies themselves $[4,5]$. Thus, the composite even- and odd-order products have different effects on the picture quality and can be measured separately with the appropriate bandpass filters.

The composite second-order (CSO) distortion is defined as the rms value of the distortion products falling into a $30-\mathrm{kHz}$ bandwidth located 1.25 MHz above the carrier frequency, normalized to the carrier amplitude [4]. Most of these distortion products are second-order intermodulation products, hence the name composite second order. The second-order products falling 1.25 MHz below the carrier frequency usually are ignored because they have little impact on the picture quality (they fall into the gap between channels). The composite triple-beat (CTB) distortion is defined as the rms value of the distortion products falling into a $30-\mathrm{kHz}$ bandwidth centered on the carrier frequency, normalized to the carrier amplitude [4]. Most of these distortion products are triple-beat intermodulation products, hence the name composite triple beat. The CSO and CTB distortions are expressed in dBc , that is, dB relative to the carrier amplitude, using the $20 \log C S O$ and $20 \log C T B$ conversion rules, respectively. ${ }^{1}$

The CSO and CTB distortions can be calculated from the second-order and triple-beat intermodulation distortions if the number of contributing intermodulation products is known. Assuming carriers with random phases, we can add the power of the individual intermodulation products. Further assuming equal-power carriers, we can write

$$
\begin{align*}
& C S O=\sqrt{N_{C S O}} \cdot I M D_{2} \approx \sqrt{N_{C S O}} \cdot\left|a_{2}\right| X,  \tag{D.10}\\
& C T B=\sqrt{N_{\text {CTB }}} \cdot I M D_{3 T} \approx \sqrt{N_{\text {СТВ }}} \cdot \frac{3}{2}\left|a_{3}\right| X^{2}, \tag{D.11}
\end{align*}
$$

where $N_{C S O}$ is the number of second-order intermodulation products falling on the CSO frequency (carrier frequency +1.25 MHz ) of the turned-off channel and $N_{\text {СTB }}$ is the number of triple-beat products falling on the carrier frequency of the turned-off channel. These beat counts can be fairly high; for example, in an 80-channel SCM CATV system, the maximum $N_{\text {CSO }}$ is about 30 and occurs for the channel at the upper end of the spectrum, whereas the maximum $N_{\text {СТВ }}$ is about 2,000 and occurs for the channel in the middle of the spectrum [4]. The maximum beat counts for an $N$-channel system can be estimated as $N_{C S O}(\max ) \approx \frac{1}{2} N$ and $N_{\text {CTB }}(\max ) \approx \frac{3}{8} N^{2}$.

[^29]

Figure D. 5 Composite distortion products falling onto carrier $n+5$ of an OFDM or DMT signal.

The Federal Communications Commission (FCC) regulates that both CSO and CTB must be $\leq-51 \mathrm{dBc}$ for analog TV signals; however, it is common industry practice to design broadband networks for a CSO and CTB of about $-53 \mathrm{dBc}[4]$.

Composite Distortions in OFDM or DMTSystems. Figure D. 5 shows part of the spectrum of an OFDM or DMT signal. The main difference to the SCM CATV signal in Fig. A.8(b) is that there is no guard band between adjacent channels. In fact, the spectra of the QAM modulated carriers do overlap. To make this possible without causing interference, the carriers must be chosen to be orthogonal. This condition is satisfied when the carrier spacing is a multiple of the QAM symbol rate $1 / T_{S}[6,7]$. In Fig. D.5, the modulation side bands of carrier $n+2$ are sketched to illustrate the orthogonality condition.

To measure the impact of nonlinearity on a particular carrier, this carrier is turned off while all the other carriers are kept on (see Fig. D.5). The carriers are unmodulated and their phases are chosen such that the overall signal has the desired peak-to-average ratio (PAR). Then, the ratio between the rms value of the carrier and the rms value of all distortion products falling into the $1 / T_{S}$ frequency band centered on the turned-off carrier is measured. This ratio is known as the multitone power ratio (MTPR) [8, 9]. No distinction between even and odd-order products is made. The MTPR is expressed in dB using the conversion rule $20 \log M T P R$. All carriers are tested in this way to find the carrier with the worst MTPR.

The composite distortions can be estimated from the individual intermodulation products and their count, as discussed for the SCM signal. Alternatively, if the multicarrier signal can be described by a Gaussian amplitude distribution, statistical methods can be used to estimate the variance of the composite distortions [10].

The MTPR requirement depends, among other factors, on the constellation size of the QAM signal modulated on the individual carriers. For every doubling of the constellation size (addition of one bit per symbol), the required MTPR increases by about 3 dB . The ADSL standard [8] requires that the MTPR at the
output of the transmitter must be better (larger) than $20 \mathrm{~dB}+3 \mathrm{~dB} \cdot N$, where $N$ is the number of bits per symbol. For example, 64-QAM requires an MTPR of 38 dB , whereas 32,768-QAM requires 65 dB .

In another approach to measure the impact of nonlinearity on an OFDM or DMT signal, a vector signal generator (VSG) generates a clean signal (all carriers are on and modulated), which is applied to the input of the nonlinear device. A vector signal analyzer (VSA) demodulates the output signal and measures the ratio between the rms value of the error in the constellation points and the rms value of the ideal constellation points. This ratio is known as the error vector magnitude (EVM) [11]. The rms error value is determined over many symbols and all carriers. The EVM can be expressed as a percentage, $100 \% \cdot E V M$, or in dB using the conversion rule $20 \log E V M$.

The EVM requirement, like the MTPR requirement, depends on the QAM constellation size. For example, the Wi-Fi standard [12] requires that the EVM at the output of the transmitter must be better (smaller) than -13 dB for QPSK (4-QAM), -19 dB for $16-\mathrm{QAM}$, and -25 dB for $64-\mathrm{QAM}$ (code rate $r=3 / 4$ ). Note that nonlinearity is only one of several mechanisms degrading the constellation.

## Problems

D. 1 Second-Order Distortions. Given the nonlinear transfer function in Eq. (D.1) with $a_{i}=0$ for $i \geq 3$ and the two-tone input signal $x(t)=X\left[\sin \left(\omega_{1} t\right)+\sin \left(\omega_{2} t\right)\right]$, calculate the output signal. How large are the distortion products and the output offset?
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## E

## Adaptive Equalizers

The adaptive equalizer has become an important building block, which is used in almost every communication system, be it for optical, wire-line, or wireless communication. In the following, we discuss the basics of the feedforward and decision-feedback equalizers. How do they cancel intersymbol interference? How do they adapt to the incoming signal? What are the implementation challenges?

Intersymbol Interference Canceler. The signal at the output of the receiver's linear channel invariably contains some intersymbol interference (ISI). This ISI is caused, among other things, by dispersion in the optical fiber (modal, chromatic, and polarization-mode dispersion) as well as the frequency response of the linear channel itself.

ISI can be mitigated with an ISI canceler. The effectiveness of the ISI canceler depends on whether the ISI is caused by a linear or a nonlinear distortion. In the linear case, the ISI canceler can apply the inverse transfer function and cancel the ISI almost perfectly. In the nonlinear case, cancellation is much harder. For this reason, a coherent transmission system, which is characterized by a mostly linear transfer function, can be compensated much better than a direct-detection system, which contains a square-law detector (cf. Chapter 2).

In many cases, the transfer function that causes the ISI is not known ahead of time and may even change over time (e.g., in the case of polarization-mode dispersion). Thus, an ISI canceler that automatically adapts to the ISI in the incoming signal is very desirable.

The most powerful ISI canceler is the maximum likelihood sequence estimator (MLSE). This ISI canceler makes use of a parameterized channel model. The most likely transmitted bit sequence is estimated based on the received signal and the channel model. The sequence estimation can be implemented efficiently with a Viterbi decoder. An adaptive MLSE additionally estimates and updates the model parameters based on the incoming signal. The implementation of an MLSE at high bit rates, however, is challenging due to the complexity of the algorithm [1-3].


Figure E. 1 The linear channel of Fig. 4.1 followed by an adaptive equalizer.

A less demanding ISI canceler is the equalizer. Figure E. 1 shows the linear channel of Fig. 4.1 followed by an adaptive equalizer. The adaptive filter attempts to undo the distortions introduced by the channel (channel-response inversion) and the decision circuit makes bit-by-bit decisions. The filter may have a second input to receive decision feedback from the decision circuit (dashed line). We discuss equalizers with and without this feedback path shortly. Equalizers have been applied successfully to extend the reach of optical links ranging from short multimode-fiber data links to ultra-long-haul transmission systems [4-8].

In the following we provide a couple of simple examples to illustrate how equalizers cancel ISI and how they adapt to varying signal conditions.

## E. 1 Feedforward and Decision-Feedback Equalizers

Precursor and Postcursor ISI. In Section 4.8, we introduced the concept of precursor and postcursor ISI. Let us review this idea before discussing the equalizers. Figure E.2(top) shows the eye diagram of the input signal (node $x$ in Fig. E.1)


Figure E. 2 (a) Precursor and (b) postcursor ISI at the input of the equalizer.
with a moderate amount of ISI. For clarity, the eye traces that are relevant to the analysis of precursor and postcursor ISI are redrawn below. From the traces in Fig. E.2(b) on the right, we see how the past bit influences the signal levels of the present bit. If the past bit is a one, the signal levels of the present bit are slightly shifted upward compared with when the past bit is a zero. This shift represents the postcursor ISI and is marked in Fig. E.2(b) with $2 \delta_{p}$. For the subsequent analysis we assume that zeros are represented by $x=-1$ and the ones by $x=+1$ resulting in a signal swing of 2 ; thus, the postcursor ISI normalized to the swing is simply $\delta_{p}$. Similarly, from the traces in Fig. E.2(a) on the left, we see how the future bit influences the signal levels of the present bit. If the future bit is a one, the signal levels of the present bit are slightly shifted upward (by $2 \delta_{F}$ ) compared with when the future bit is a zero. This shift represents the precursor ISI. At first, this may sound like a violation of causality, but because a typical transmission system has a latency of many bits, precursor ISI is possible.

The complete eye diagram in Fig. E.2(top) exhibits precursor ISI, postcursor ISI, and the combination of the two. More generally, precursor ISI may originate from any bit in the future, not just the first one. Similarly, postcursor ISI may originate from any bit in the past. Typically, the stronger the ISI is, the more past and future bits are involved in its generation.

Feedforward Equalizer. Let us start with the feedforward equalizer (FFE), which, as its name implies, does not have a feedback path. This equalizer is also known as a transversal filter or a finite impulse response (FIR) filter. Figure E. 3 shows the block diagram of an FFE with three taps followed by a decision circuit. The input signal $x$ is fed into a delay line with three taps. Each delay corresponds to one bit interval. The signals at the taps are multiplied by the coefficients $c_{1}$, $c_{2}$, and $c_{3}$, also known as tap weights, and summed up. The resulting equalized signal $y$ is then sliced and retimed in the decision circuit yielding the digital output signal $z$.


Figure E. 3 Feedforward equalizer with three taps.

How does this FFE cancel ISI? Let us assume that initially the filter coefficients are set to $c_{1}=0, c_{2}=1$, and $c_{3}=0$. In this case, the output signal $y$ is just a time-delayed copy of the input signal $x$. But now we can see an opportunity to cancel the ISI: at the first tap we have an estimate of the future bit and at the third tap we have an estimate of the past bit. If we know the value of $\delta_{F}$ we can remove the precursor ISI (at the instant of sampling) by adding the correction term $-\delta_{F} \times$ future bit to the signal (remember, the bits are represented by the values $\{-1,+1\}$ rather than the usual $\{0,1\})$. Thus, setting $c_{1}=-\delta_{F}$ will approximately cancel the precursor ISI. Similarly, if we know the value of $\delta_{P}$ we can remove the postcursor ISI (at the instant of sampling) by adding the correction term $-\delta_{P} \times$ past bit to the signal. Thus, setting $c_{3}=-\delta_{P}$ will approximately cancel the postcursor ISI. Note that the signals from the delay line contain ISI and noise and thus are only estimates of the true future and past bit values. For this reason the ISI cancellation with the aforementioned tap weights is only approximate, but it could be improved by fine-tuning the three weights with an adaptation algorithm. [ $\rightarrow$ Problem E.1.]

Most practical FFEs have more than three taps. The length of the delay line that is necessary for good ISI cancellation depends on the duration of the channel's single-bit response (cf. Section 4.8): channels with high dispersion require long equalizers.

An equalizer with a tap spacing of one bit period $(T=1 / B)$, as shown in Fig. E.3, is known as a synchronous equalizer. Such an equalizer only cancels the ISI at the sampling instant. In other words, this equalizer improves the vertical eye opening, but does not help with the horizontal eye opening, in fact, it may even make it worse. Although a large vertical eye opening is our primary goal, a reduced horizontal eye opening poses a problem if the sampling clock is offset from its ideal location or contains jitter. In order to enlarge the vertical and horizontal eye openings simultaneously, we can reduce the tap spacing from $T$ to $T / 2$ and double the number of taps, thus keeping the equalizer's time span the same. The ISI at the center of the bit is canceled in the same way as before, but now the newly inserted half-bit taps cancel the ISI at the bit edges as well [9]. An equalizer with a tap spacing of less than one bit period is known as a fractionally spaced equalizer (FSE).

A disadvantage of the FFE is the so-called noise enhancement [10]. For example, in trying to compensate for a channel with a low-pass response, the equalizer adapts to a high-pass response, which has the undesirable side effect of amplifying (or enhancing) high-frequency noise. The result is a reduced signal-to-noise ratio (SNR).

Multipath channels (e.g., fiber with first-order PMD) are hard to equalize with an FFE [11, 12]. In the frequency domain, these channels are characterized by deep notches in the amplitude response. When inverted, these notches lead to noise enhancement. The decision-feedback equalizer, which we discuss next, does a much better job on such channels [11, 13].


Figure E. 4 Decision-feedback equalizer with two feedforward and one feedback tap.


Figure E. 5 General architecture of a decision-feedback equalizer.
Decision-Feedback Equalizer. Let us turn to the more powerful and often used decision-feedback equalizer (DFE). Figure E. 4 shows the block diagram of a DFE with three taps. Of the three taps the two connecting to the input delay line are feedforward taps, and the one connecting to the decision-circuit output is a feedback tap. The feedforward taps work just like in the FFE, but the feedback tap is new. The general DFE consists of two FIR filters, a feedforward filter, which is fed by the input signal $x$, and a feedback filter, which is fed by the output of the decision circuit $z$, as shown in Fig. E.5. ${ }^{1}$ The output signal of the equalizer, node $y$, is the sum of the output signals from the two FIR filters.

How does the DFE cancel ISI in our three-tap example? Comparing Fig. E. 4 with Fig. E.3, we see that the precursor ISI is removed in the same way as in the FFE. However, the postcursor ISI is now removed using the output from the decision circuit instead of the output from the delay line. This way of estimating the past bit has the advantage that it is free of ISI and noise and, in fact, represents the precise bit value, assuming that the past decision was correct. Thus, if we set $c_{3}=-\delta_{P}$, the postcursor ISI is canceled exactly and no noise is

[^30]injected through $c_{3}$. But there is also a weakness: If a decision happens to be wrong, the equalizer adds more ISI to the output signal $y$, possibly causing further decision errors. This effect is known as error propagation. Nevertheless, in most cases the advantages of the DFE (noise and ISI free past bit estimates) outweigh this disadvantage [13].

There is another way of looking at the DFE, namely as an FFE followed by a decision circuit that dynamically adjusts its decision threshold in response to the "bit history." From Fig. E.2(b), we see that the optimum decision threshold is slightly above or below the mid point, depending on whether the past bit was a one or a zero. This suggests that we should use feedback from the decided bit to control the threshold level. Tap weight $c_{3}$ together with the adder at the input of the decision circuit performs precisely this function. Of course, this "dynamic threshold" view is equivalent to the "postcursor cancellation" view presented earlier.

As in the case of the FFE, most practical DFEs have more than three taps so that they can equalize channels with long single-bit responses.

Because the feedforward section of the DFE removes the precursor ISI and the feedback section removes the postcursor ISI, these two sections are also known as precursor equalizer and postcursor equalizer, respectively.

In contrast to the FFE, the DFE is a nonlinear equalizer because the decision circuit is part of the equalizer structure.

## E. 2 Adaptation Algorithms

How can we (or rather the adaptive equalizer) find the filter coefficients $c_{1}, c_{2}, \ldots$ that result in the least ISI at node $y$, or more generally, result in the best receiver performance? And how can we make these coefficients adapt to an input signal with time-varying ISI? To answer these questions we first need to introduce the idea of a cost function.

Cost Function. The cost function defines how well the receiver performs for every possible combination of coefficient values. Good performance corresponds to a low cost; bad performance corresponds to a high cost. This function tells us if we are "hot" (low cost) or "cold" (high cost) while searching the coefficient space for the optimum performance. Here are some examples of costs functions and how to measure them:

- Measure the vertical or horizontal eye opening of the equalized signal (node $y$ ) with a so-called eye monitor. The complement of the eye opening, the eye closure, can serve as a cost function. The vertical eye closure is a measure of ISI and noise and the horizontal eye closure is a measure of pulse-width distortion and jitter (cf. Appendix B). For the implementation of eye monitors see [14-16] and Appendix F.


Figure E. 6 Error between the equalized signal, $y$, and the decision-circuit signal, $z$.

- Measure the difference between the equalized signal (node $y$ ) and the (appropriately scaled) signal from the decision circuit (node $z$ ). The difference, $y-z$, at the sampling instant is illustrated in Fig. E. 6 and is known as the error. In the absence of ISI and noise, the error is zero. Squaring and averaging the error, $\overline{(y-z)^{2}}$, yields the mean-square error (MSE), a popular cost function that measures ISI and noise jointly. We discuss an adaptation algorithm based on this cost function shortly.
Cost functions based on the error, $y-z$, are only meaningful if the eye is sufficiently open such that most decisions, $z$, are correct. If this is not the case, we can use the modified error $y-z^{\prime}$, where $z^{\prime}$ represents bits of an a priori known training sequence. Whereas an equalizer using $z$ for adaptation is said to operate in the decision-directed mode, an equalizer using $z^{\prime}$ for adaptation is said to operate in the training mode.
- Measure the PSD of the equalized signal (node $y$ ) and compare it with the PSD of the desired signal (node $z$ ). The absolute difference between the two PSDs can serve as a cost function [17-19].
- Measure the BER at the receiver. In a system with checksums or forward error correction (cf. Appendix G), bit errors can easily be detected and counted. The BER can serve directly as a cost function.
The BER-based cost function has the advantage of being the most relevant performance measure; the other cost functions (eye closure, MSE, etc.) are only proxies for the BER [20]. In many systems, however, bit errors occur very infrequently, resulting in a slow adaptation when this cost function is used.

Exhaustive Search. Given the cost function, we now have to find a way to optimize the coefficients, $c_{i}$, of the equalizer. In the case of only two coefficients, $c_{1}$ and $c_{2}$, we can visualize the cost function as a warped surface over the two-dimensional coefficient space, as shown in Fig. E.7. Our job is to find the location $\left(c_{1}, c_{2}\right)$ in the bottom plane for which the surface is lowest.

The simplest approach is to conduct an exhaustive search. If there are only a few coarsely quantized coefficients, say 2 coefficients with 4 settings each, the cost function can be evaluated for all $4 \times 4$ settings to find the optimum. If there are too many coefficient combinations, however, this method becomes impractical.


Figure E. 7 Visualization of a cost function for the case of two coefficients.

Gradient Descent. Another approach to find the minimum is to start at a convenient point on the cost surface and follow the gradient, or an approximation thereof, in the downhill direction (arrow in Fig. E.7). If the cost function is well behaved and we take small steps, we will eventually arrive at the optimum coefficients ( $c_{1}, c_{2}$ ). This method is known as gradient descent or steepest descent.

The gradient of the cost function can be estimated in a number of ways. In one procedure, called weight perturbation (or dithering), each coefficient (weight) is perturbed slightly (in our two-coefficient example by $\Delta c_{1}$ and $\Delta c_{2}$ ), one by one, and its effect on the cost is recorded. At the end of this somewhat tedious procedure, we have an estimate of the gradient (in our example, the gradient is $\left.\left[\Delta \operatorname{cost}_{1} / \Delta c_{1}, \Delta \operatorname{cost}_{2} / \Delta c_{2}\right]\right)$. Now, we can update the coefficients by taking a small step in the direction of the negative gradient:

$$
\begin{equation*}
c_{i} \leftarrow c_{i}-\mu_{s} \frac{\Delta \operatorname{cost}_{i}}{\Delta c_{i}}, \tag{E.1}
\end{equation*}
$$

where $\mu_{s}$ is the adaptation step size of the equalizer, typically a small number such as $10^{-6}$. This method can find the gradient of any cost function but, unfortunately, is rather slow.

There are two other well-known adaptation algorithms that are faster than weight perturbation because they estimate the gradient in a more efficient way: the least-mean-square (LMS) algorithm and the zero-forcing ( $Z F$ ) algorithm. These algorithms, which we outline in the following, were pioneered by Widrow and Hoff [21] and Lucky [22] in the early 1960s. For an entertaining story of how Bob Lucky invented the zero-forcing algorithm on his way home from work while waiting at a traffic light in Red Bank, New Jersey, see [23].

Least-Mean-Square (LMS) Algorithm. The LMS algorithm is an elegant and efficient procedure to minimize the MSE. This algorithm updates the tap weights of an FFE as follows [10]:

$$
\begin{equation*}
c_{i} \leftarrow c_{i}-\mu_{s}(y-z) x_{i}, \tag{E.2}
\end{equation*}
$$



Figure E. 8 An adaptive three-tap FFE controlled by the LMS algorithm.
where $y-z$ is the error introduced earlier and $x_{i}$ is the signal from the $i$ th delay-line tap feeding weight $c_{i}$. Figure E. 8 shows our three-tap FFE example from Fig. E. 3 extended with the blocks needed for LMS adaptation.

The adaptation rule Eq. (E.2) can be understood as follows. The square error is $(y-z)^{2}$ and its gradient with respect to the weights, $c_{i}$, follows as $2(y-z) x_{i}$ (remember that $y=\sum_{i} c_{i} x_{i}$ ). Now we see that the rule in Eq. (E.2) follows this (negative) gradient in every adaptation step, the size of which is controlled by $\mu_{s}$. Taking many small steps down the gradient of the (instantaneous) square error, on average, is equivalent to taking one larger step down the gradient of the mean-square error. In other words, the LMS rule performs a stochastic gradient descent on the MSE surface.

Zero-Forcing (ZF) Algorithm. The ZF algorithm is similar to the LMS algorithm, but whereas the LMS algorithm minimizes ISI and noise jointly, the ZF algorithm minimizes ISI by itself. Thus, the ZF algorithm finds a solution similar to the raised-cosine filtering approach (cf. Section 4.9). The weight update rule for the ZF algorithm is similar to Eq. (E.2); however, instead of correlating the error with the analog signals from the input delay line, the error is now correlated with digital signals from after the decision circuit [10]:

$$
\begin{equation*}
c_{i} \leftarrow c_{i}-\mu_{s}(y-z) z_{i} . \tag{E.3}
\end{equation*}
$$

The corresponding block diagram is shown in Fig. E. 9 [11]. The delayed digital signals, $z_{i}$, can be obtained easily with a shift register. [ $\rightarrow$ Problem E.2.]

The main attraction of the ZF algorithm is that the error signal is multiplied by binary (digital) signals rather than continuous-valued (analog) signals. This feature simplifies the hardware implementation of the ZF algorithm over the LMS algorithm, especially in analog high-speed equalizers. However, because


Figure E. 9 An adaptive three-tap FFE controlled by the ZF algorithm.
noise is ignored by the underlying cost function, the frequency response found by the ZF algorithm may result in undesirable noise enhancement.

## E. 3 Hardware Implementations

ISI cancelers can be implemented in the digital or the analog domain. Digital implementations are more amenable to complex algorithms, such as MLSE and equalizers with many taps. Analog implementations can run at higher speeds or consume less power, but generally are limited to a small number of taps (for time-domain equalizers such as FFEs and DFEs) or a small number of poles and zeros (for frequency-domain equalizers).

Digital Implementations. An MLSE for compensating dispersion in multimode fibers (10-Gigabit Ethernet LRM) [1], an MLSE for compensating chromatic dispersion in single-mode fibers [2], and an equalizer for compensating chromatic dispersion and PMD in a coherent DP-QPSK receiver [5] are some of the digital implementation examples found in the literature. The latter design consists of a 256-tap equalizer implemented in the frequency domain (using FFT and inverse FFT) for bulk chromatic dispersion compensation and a 16-tap $T / 2$ FFE with multiple inputs and multiple outputs (MIMO) for PMD compensation. For more information on digital equalizers for coherent receivers, see [7, 24].

The biggest challenge for a digital implementation is the analog-to-digital converter (ADC), which samples and digitizes the signal from the linear channel. For a $10-\mathrm{Gb} / \mathrm{s}$ NRZ receiver, a converter with about 5 bits of resolution sampling at 10 GHz is needed $[25,26]$. For a $100-\mathrm{Gb} / \mathrm{s}$ DP-QPSK receiver, four
converters with 6 to 8 bits of resolution sampling at 56 to 65 GHz are needed [27]. To alleviate the speed requirements of the ADC, multiple lower-speed converters can be operated in parallel using time interleaving. Nevertheless, the track-and-hold circuit at the input still needs to operate at the full speed. For examples of high-speed data converters and track-and-hold circuits, see [26-31].

Analog Implementations. The challenge in designing analog time-domain equalizers is to come up with delay elements, multipliers, and summers that have enough bandwidth and precision over process, supply voltage, and temperature. For examples of analog equalizer circuits, see [3, 8, 32-34].

The delay element for a continuous-time FFE can be implemented, for example, with a unity-gain stage [35] or a cascade of unity-gain stages [25, 36] for larger delays. A delay-locked loop (DLL) can be used to tune the delay to a precise value [25]. Alternatively, the delay element can be implemented with on-chip artificial transmission lines whose delay is fairly well controlled over process, voltage, and temperature [8, 34, 37, 38]. Finally, the delay line can be implemented with an array of sample-and-hold circuits [39, 40].

The tap weight can be implemented with an analog multiplier or a variablegain amplifier (VGA) [8]. If the coefficients are digital, a programmable-gain amplifier (PGA) or a multiplying digital-to-analog converter (MDAC) can be used [35, 36]. In either case, a tap weight with a current output has the advantage of permitting easy summation by means of Kirchhoff's current law.

DFE Loop Unrolling. The maximum speed at which a DFE can operate usually is limited by the delay through the feedback loop consisting of the (feedback) FIR filter, the summation node, and the decision circuit (cf. Fig. E.5). Fortunately, this loop can be eliminated by exploiting parallel processing, as shown in Fig. E. 10 for the example of a single feedback tap. Two parallel decision circuits are used: one is slicing for the case that the past bit was a zero and the other one


Figure E. 10 DFE with a single feedback tap: (a) conceptual representation and (b) high-speed implementation.
is slicing for the case that the past bit was a one. Then, a multiplexer in the digital domain selects which result to use based on the previous decision. This neat trick goes by several names: speculation, look ahead, and loop unrolling. Note that the equalized signal, which appeared at the input of the decision circuit in Fig. E.10(a), no longer appears at any single node in Fig. E.10(b).

Speculation can be extended to additional feedback taps. Speculating on $n$ taps, requires $2^{n}$ parallel decision circuits, each one with its particular threshold level. When speculating on all feedback taps, the DFE turns into an ADC with nonuniform quantization levels (the array of decision circuits) followed by a digital datapath (muxes and flip-flops) [41].

A DFE with four feedback taps, where the first tap is unrolled and the remaining three taps are implemented directly, is described in [42]. For more on high-speed DFE techniques, see [43-45].

Adaptation. As we know, the implementation of the ZF algorithm is simpler than the LMS algorithm. The ZF implementation described in [46], for example, digitizes the analog output signal of the equalizer, $y$, with a 6 -bit ADC permitting the correlation of the error with the recovered bits, $z_{i}$, to be done in the digital domain. In [47] a switched-capacitor circuit is used to compute the error and its correlation with the recovered bits.

The implementation of the LMS or ZF algorithms can be simplified further, albeit at a loss of performance, by replacing continuous-valued signals with just their sign values ( +1 or -1 ), thus making them binary signals. The resulting algorithms are called the sign-sign least-mean-square algorithm and the modified zero-forcing algorithm, and their weight update rules are $c_{i} \leftarrow c_{i}-$ $\mu_{s} \operatorname{sgn}(y-z) \operatorname{sgn}\left(x_{i}\right)$ and $c_{i} \leftarrow c_{i}-\mu_{s} \operatorname{sgn}(y-z) z_{i}$, respectively [10]. With these modifications all multiplications reduce to simple XOR operations. The 4-tap DFE in [48], for example, uses this approach together with a mixed-signal integrator to implement adaptation. The frequency-domain equalizer with a 1-tap DFE in [49] uses a sign-based ZF algorithm.

Clock Recovery. A related issue is the implementation of the clock-recovery circuit for receivers with an equalizer. Ideally, we would like to extract the clock signal from the equalized data signal, but for a sampled-data equalizer, the equalized signal depends on the clock and its phase relationship to the incoming signal. If the sampling clock is offset from the center of the eye, the equalizer cannot do a good job.

A simple solution is to perform clock recovery on the unequalized signal, but this approach is limited to signals with little ISI. A more sophisticated solution is given by the following two-step start-up process [42]. At first, the equalizer is disabled such that the clock-recovery circuit sees the unequalized signal. The clock-recovery circuit acquires lock on this raw signal. Then, the equalizer is enabled and coefficient adaptation takes place. While the equalizer adapts,
the clock-recovery circuit fine adjusts the clock phase, eventually arriving at a joint optimum. To suppress unwanted interactions between the phase adjustment of the clock-recovery circuit and the coefficient adjustments of the equalizer, the latter process should be made much slower than the former.

## Problems

E. 1 Feedforward Equalizer. Calculate the frequency response of the three-tap feedforward equalizer shown in Fig. E.3, assuming $c_{2}=1$. How large is the magnitude of this frequency response at DC and $f=B / 2$ ?
E. 2 Equalizer Tap Weights. A distorted NRZ signal at the input of an equalizer has the following sampled values: $+1.0,+1.0,+0.9,-0.8,-1.0,-0.9$, $+0.7,-0.7,+0.8,+0.9,-0.8,-1.0$. (a) How much pre- and postcursor ISI does this sequence contain? (b) Given the three-tap FFE of Fig. E.3, what weight values equalize this sequence optimally? (c) Given the three-tap DFE of Fig. E.4, what weight values equalize this sequence optimally? Tip: Use a spreadsheet to simulate the equalizers and use gradient descent to find the optimum weights.
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## F

## Decision-Point Control

The location of the decision point (the intersection of the decision threshold with the sampling instant) in the eye diagram has a significant impact on the bit-error rate (BER) of the receiver. In the following, we discuss a method to control the decision point based on pseudo-error measurements.

Decision-Threshold Control. The optimum decision threshold (a.k.a. slice level) is at the point where the probability distributions of the zero and the one bits intersect (cf. Figs 4.4 and 4.5). If the noise distributions have equal widths (same rms value), the optimum decision threshold is centered halfway between the zero and one levels. An AC-coupled receiver automatically slices at that threshold level, given a DC-balanced NRZ signal and no circuit offsets. However, if there is more noise on the ones than the zeros, for example, because optical amplifiers or an APD is used, the optimum decision threshold is below the center (see Fig. F.1) and a simple AC-coupled receiver makes more errors than necessary. [ $\rightarrow$ Problem F.1.]

Making the decision threshold adjustable and setting it for the lowest BER avoids this performance penalty [1]. An intentional offset voltage in the decision circuit or the preceding MA can be used for this purpose [2]. A more sophisticated approach is to make the adjustment automatic and adaptive such that the decision threshold tracks variations in the signal swing and noise statistics over time. The latter method is known as adaptive threshold control (ATC).

Pseudo BER. To find the optimum decision threshold we need a way to determine the BER, which is what we want to minimize. In a system with checksums or forward error correction (cf. Appendix G), the number of detected errors can be used to estimate the BER. (Moreover, the number of errored zeros vs the number of errored ones can be used to steer the decision threshold.) But how can we determine the BER in the absence of data-integrity checks?

We can use an eye monitor to measure the so-called pseudo bit-error rate. This method was first proposed by Gooding in 1968 [3]. The idea is to use two


Figure F. 1 Optimum decision threshold for unequal noise distributions.
parallel decision circuits: a main decision circuit and a secondary decision circuit. The secondary decision circuit's performance is intentionally degraded by offsetting its decision threshold such that it makes more bit errors. This situation is illustrated in Fig. F.1. Although both BERs are unknown, the disagreements between the main and secondary decision circuit, the so-called pseudo errors, are measurable.

Because the pseudo BER and the actual BER have almost identical minima, minimizing the pseudo BER also minimizes the actual BER to a good approximation $[4,5]$. The smaller the spacing between the main and secondary decision thresholds is, the better the approximation becomes. [ $\rightarrow$ Problem F.2.]

Implementation Issues. Figure F. 2 shows an implementation of this concept using three decision circuits [4]. The controller generates the main slice level and two secondary slice levels, a lower and an upper slice level, that are spaced


Figure F. 2 The linear channel of Fig. 4.1 followed by a circuit for adaptive threshold control.

Figure F. 3 Optimum placement of the slice levels (and sampling clocks) in the eye diagram.

equidistantly above and below the main slice level. Two XOR gates detect the pseudo errors. The controller measures and compares the two pseudo BERs and if the upper pseudo BER is smaller, it moves all slice levels up; if the lower pseudo BER is smaller, it moves them all down. This function can easily be implemented with an up/down counter [4]. When both pseudo BERs are equal, a close approximation to the optimum slice level has been found.
An important consideration is the spacing between the main and the secondary slice levels [4]. A large spacing results in a high pseudo BER that can be measured quickly and permits a rapid adaptation. However, an overly large spacing results in a significant offset between the pseudo BER minimum and the actual BER minimum, making the slice-level optimization inaccurate. In contrast, an overly small spacing results in a slow adaptation and possibly instability if the spacing becomes smaller than the discrimination sensitivity of the decision circuit. Clearly, an adaptive mechanism to find the optimum slice-level spacing, $\Delta V$, is desirable $[6,7]$. When the optimum spacing is found, the secondary slice levels are located right at the edges of the open part of the eye, as illustrated in Fig. F.3.
In a variation of the implementation shown in Fig. F.2, one of the two secondary decision circuits and the associated XOR gate is eliminated at the expense of a more complex controller [8]. The remaining secondary decision circuit, called the monitoring or roaming decision circuit, is used to measure both pseudo BERs sequentially. First, the controller places the roaming slice level below the main slice level and measures the pseudo BER; then, the controller places the roaming slice level above the main slice level and measures the pseudo BER again; depending on how the two pseudo BERs compare, the controller moves the main slice level up or down.

Sampling-Instant Control. What we have said about controlling the decision threshold can also be applied to control the sampling instant. A standard clock recovery circuit finds the (average) timing of the data transitions and then samples the data half a bit period later. Although this works fine for an ideal NRZ signal, it is suboptimal in the presence of duty-cycle distortions or asymmetrically distributed jitter. In these cases a better BER performance


Figure F. 4 The linear channel of Fig. 4.1 followed by a circuit for adaptive sampling-instant control.
can be achieved when sampling slightly early or late relative to the centered sampling instant. Again, we can do that by either adjusting the sampling instant manually or using an automatic control mechanism. Figure F. 4 shows a receiver with adaptive sampling-instant control, which is analogous to the adaptive threshold control discussed before. Besides the main clock, an early and a late clock sample the input data. The early and late samples are used to generate two pseudo-error streams. A controller adjusts the sampling clocks until the two pseudo BERs become equal.

Just like with adaptive threshold control, choosing the delay between the early and late clocks is critical and preferably is made adaptive to track the edges of the eye [9]. Figure F. 3 illustrates the optimum placement of the sampling clocks in the eye.

In a variation of the scheme in Fig. F.4, a single roaming sampler is used to measure pseudo BERs sequentially for early and late sampling [8]. In another variation, the input data rather than the sampling clock is delayed [10]. In this scheme, the input data signal is fed into a tapped delay line that generates three temporally staggered signals. These signals then drive three decision circuits, which are all connected to the same (main) sampling clock.

Adaptive Decision-Point Control. Adaptive threshold control and adaptive sampling-instant control can be combined to form adaptive decision-point control. This combined method is also known as decision-point steering [5].

A $40-\mathrm{Gb} / \mathrm{s}$ CDR with adaptive decision-point control is described in [8].
Adaptive decision-point control and adaptive equalization (cf. Appendix E) have some features in common and are often used together. For example, an adaptive decision threshold is the same as an adaptive signal offset introduced
by the preceding equalizer. Moreover, adaptation of the decision point is based on a cost function, just like adaptation of an equalizer. In the implementation discussed here, the cost function is the pseudo BER and its gradient is determined by taking the difference of two pseudo BER measurements.

## Problems

F. 1 Optimum Decision Threshold. Assume that the sampled voltage values $v_{O}$ follow the general probability distributions $\operatorname{Zero}\left(v_{O}\right)$ (for the zeros) and One $\left(v_{O}\right)$ (for the ones) and that zeros and ones are equally likely. What decision threshold $V_{D T H}$ leads to the lowest BER?
F. 2 Pseudo Bit-Error Rate. Assume that the sampled voltage values $v_{O}$ follow the general probability distributions $\operatorname{Zero}\left(v_{O}\right)$ (for the zeros) and One $\left(v_{O}\right)$ (for the ones) and that zeros and ones are equally likely. (a) Calculate the pseudo BER for two closely spaced decision threshold levels, $V_{D T H 1}$ and $V_{D T H 2}$. (b) Calculate the BER for each decision threshold individually. Can the pseudo BER be expressed as the absolute difference of the two actual BERs?
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## G

## Forward Error Correction

Forward error correction has become ubiquitous in modern communication systems of all kinds. In the following, we discuss the basics of forward error correction. How does it work? How much performance do we gain?

SNR Requirements. In Section 4.2, we found that we need an SNR of about 17 dB to receive an NRZ signal at a BER of $10^{-12}$. Can we do better than that? Yes we can, if we use error-correcting codes! A simple (but impractical) example of such a code is to send each bit three times. At the receiver, we can analyze the (corrupted) 3-bit codewords and correct single-bit errors. For example, if we receive the code word "101," we know that an error occurred and that the correct code word most likely is "111." This method of adding redundancy at the transmitter and correcting errors at the receiver is known as FEC. In practice, sophisticated codes such as the Reed-Solomon (RS) codes and the Bose-Chaudhuri-Hocquenghem (BCH) codes are used. (The alternative to FEC is to add a checksum at the transmitter and upon detection of an error at the receiver request the retransmission of the errored data block. This method is known as automatic repeat request [ARQ]. However, the high latency of long-haul optical communication links makes this method impractical.)

By how much can we lower the SNR requirement if we use FEC? The channel capacity theorem (a.k.a. information capacity theorem) asserts that with sufficient coding, error-free transmission over a channel with additive white Gaussian noise is possible if

$$
\begin{equation*}
B \leq B W \cdot \log _{2}(S N R+1) \tag{G.1}
\end{equation*}
$$

where $B$ is the information bit rate and $B W$ is the channel bandwidth. This landmark theorem was published by Shannon in 1948 [1].

To get a rough idea of the potential of FEC, let us assume that we use a code with the code rate $r$ and NRZ modulation. With Eq. (4.66), we can estimate the required channel bandwidth as $B W \approx \frac{2}{3} B / r$, where $B / r$ is the channel bit rate. Solving Eq. (G.1) for SNR and inserting our bandwidth estimate results


Figure G. 1 FEC reduces the required SNR, ideally approaching the channel capacity limit.
in $S N R \geq 2^{B / B W}-1 \approx 2^{3 r / 2}-1$. Thus, for a code with $5 \%$ overhead $(r=0.95)$, the necessary SNR is just 2.3 dB . That is about 15 dB less than what we need without coding! Figure G. 1 illustrates the difference between the SNR requirements of uncoded NRZ, $50 \%-\mathrm{RZ}$ and 4-PAM modulation (cf. Appendix A) on one hand and the channel capacity limit given by Eq. (G.1) on the other hand. In all cases, there is plenty of room for FEC to reduce the required SNR.

The lower SNR requirement resulting from FEC can be used to either tolerate more noise and ISI for a given transmit power or to lower the transmit power for a given amount of noise and ISI (while maintaining the same BER in both cases). The first use of FEC helps to extend the reach of optical links, whereas the second use helps to suppress nonlinear fiber effects. Moreover, the addition of FEC in low-cost systems permits the used of lower quality optoelectronic components by correcting for potentially harmful BER floors [2].

FEC Based on Reed-Solomon Code. The Reed-Solomon codes are a popular choice for FEC systems. These codes make efficient use of the redundancy, have an adjustable block length and code rate, and permit efficient hardware implementations. The code is named after its inventors Irving Reed and Gustave Solomon who published their work in 1960 [3].

Figure G. 2 illustrates the operation of an FEC encoder based on the RS $(255,239)$ Reed-Solomon code used, for example, in undersea lightwave systems [4] and the OTN standard [5] (cf. Chapter 1). The data stream into the encoder, the so-called payload, is arranged into blocks of 238 data bytes. A framing byte is appended to each data block, making it a 239-byte block. This block is then encoded with the $\operatorname{RS}(255,239)$ code, which adds 16 bytes of redundancy, producing a 255-byte block known as an FEC frame. Before transmitting the encoded block, it is run through a so-called $16 \times$ interleaver. This means that rather than transmitting a complete 255-byte block at a time, one byte is transmitted from the first block, then one byte from the second block, and so forth, until block 16 is reached; then the process continues with


Figure G. 2 Data manipulations in a typical RS $(255,239)$ FEC encoder.
the next byte from the first block, and so forth. Interleaving spreads burst errors, which may occur during transmission, into multiple received blocks, thus increasing the error-correcting capacity for bursts.
The $\mathrm{RS}(255,239)$ encoder increases the transmitted bit rate by $7 \%$ $(255 / 238=15 / 14=1.071)$, which is equivalent to saying that the code rate $r$ is $14 / 15=0.933$. Thus, slightly faster hardware is needed in the transceiver front-end than without coding. In return, the benefit of the code is that up to 8 byte errors can be corrected per block, ${ }^{1}$ thus significantly lowering the BER. Furthermore, thanks to the $16 \times$ interleaver, burst errors up to $16 \times 8$ bytes ( $1,024 \mathrm{bits}$ ) in length can be corrected. The precise improvement in BER depends on the incoming BER and the distribution of the bit errors in the received signal. In a typical transmission system with FEC based on $\operatorname{RS}(255,239)$, an incoming BER of $10^{-4}$ (i.e., BER at the output of the decision circuit) can be boosted to $10^{-12}$ after error correction. This is an improvement of eight orders of magnitude! [ $\rightarrow$ Problem G.1.]

The FEC described in the aforementioned example is known as a firstgeneration FEC [6]. FEC based on more powerful codes, such as turbo codes, turbo product codes (TPC), and low-density parity-check codes (LDPC), have been developed since [7]. For example, the LDPC in [8] can correct a BER of $10^{-3}$ to $10^{-12}$ with an overhead of $7 \%$ and the BCH-based turbo code in [6] can correct a BER of $10^{-2}$ to $10^{-12}$ with an overhead of $21.5 \%$.

Coding Gain. The performance of an FEC code can be described graphically with a plot of BER versus SNR, sometimes called a waterfall curve because of

[^31]

Figure G. 3 BER versus SNR on a log-log scale before and after FEC.
its characteristic shape. See the example in Fig. G.3. The $x$-axis represents the SNR at the input of the decision circuit and the $y$-axis represents the BER. One curve, labeled "Uncorrected," shows the BER at the input of the FEC decoder and the other curve, labeled "Corrected," shows the BER at the output of the FEC decoder. As expected, the BER at the output is lower than the BER at the input. The farther down the corrected curve is relative to the uncorrected curve, the more powerful the FEC code is.

In the case of an ideal NRZ signal with additive Gaussian noise, the SNR on the $x$-axis equals $\mathcal{Q}^{2}$ (cf. Eq. (4.13)) and the uncorrected curve corresponds to the BER expression in Eq. (4.8), which is also tabulated in Table 4.1. Let us assume, for example, that the incoming $\operatorname{BER}\left(B E R_{\text {in }}\right)$ is $10^{-4}$ and that the outgoing BER $\left(B E R_{\text {out }}\right)$ is $10^{-12}$. The incoming BER indicates that we have $\mathcal{Q}_{\text {in }}=$ 3.72 at the decision circuit (cf. Table 4.1). To obtain the outgoing BER without coding, we would need to have $\mathcal{Q}_{\text {out }}=7.03$ at the decision circuit. Thus, the addition of FEC to the transmission system relaxed the SNR requirement by $\mathcal{Q}_{\text {out }}^{2} / \mathcal{Q}_{\mathrm{in}}^{2}$, which in our example is 5.5 dB . This quantity is known as the electrical coding gain or simply the coding gain. As can be seen from Fig. G.3, the coding gain depends on the desired $B E R_{\text {out }}$.

It can be argued that the coding gain as calculated earlier is not quite fair. Without coding, the channel bit rate would be somewhat lower, which would permit us to reduce the bandwidth of the receiver resulting in less noise and thus a somewhat larger $\mathcal{Q}_{\text {in }}$. To be more specific, the receiver bandwidth could be reduced by the code rate $r$. Then, assuming white noise, the rms noise would reduce by $\sqrt{r}$ and $\mathcal{Q}_{\text {in }}$ would improve to $\mathcal{Q}_{\text {in }} / \sqrt{r}$. For this reason, it is common to distinguish between the gross electrical coding gain as defined earlier $\left(\mathcal{Q}_{\text {out }}^{2} / \mathcal{Q}_{\text {in }}^{2}\right)$ and the net electrical coding gain (NECG) that corrects for the difference in channel bit rate [9]

$$
\begin{equation*}
N E C G=r \cdot \frac{\mathcal{Q}_{\mathrm{out}}^{2}}{\mathcal{Q}_{\mathrm{in}}^{2}} \tag{G.2}
\end{equation*}
$$

In the aforementioned example, the gross electrical coding gain is 5.5 dB and the NECG is 5.2 dB assuming $r=14 / 15$. For advanced codes, NECGs up to 10 dB have been reported [6, 10].

In Section 4.2, we have introduced $E_{b} / N_{0}$, an SNR-type measure that includes a normalization with respect to the code rate: $E_{b} / N_{0}=\mathcal{Q}^{2} /(2 r)$ (cf. Eq. (4.16)). Now, we can express NECG conveniently as the ratio of two 'ebno's [9]

$$
\begin{equation*}
N E C G=\frac{\left(E_{b} / N_{0}\right)_{\mathrm{out}}}{\left(E_{b} / N_{0}\right)_{\mathrm{in}}} \tag{G.3}
\end{equation*}
$$

where $\left(E_{b} / N_{0}\right)_{\text {in }}=Q_{\text {in }}^{2} /(2 r)$ is needed to achieve $B E R_{\text {out }}$ with FEC and $\left(E_{b} / N_{0}\right)_{\text {out }}=\mathcal{Q}_{\text {out }}^{2} / 2$ is needed to achieve $B E R_{\text {out }}$ without FEC. Thus, if we plot the BER as a function of $E_{b} / N_{0}$ rather than $\mathcal{Q}^{2}$ or $S N R$, the horizontal displacement between the coded and uncoded curves directly represents the NECG.

Unamplified versus Amplified Transmission Systems. It is instructive to compare the benefits of FEC when applied to an unamplified and an amplified transmission system. In an unamplified system, the optical sensitivity of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver is proportional to $\mathcal{Q}$ (cf. Eq. (4.27)). Thus, the improvement in sensitivity is given by the square root of the NECG. In our example, the optical sensitivity increases by $5.2 \mathrm{~dB} / 2=2.6 \mathrm{~dB}$. The system reach increases proportional to the improvement in sensitivity measured in dBs . Thus, given a system with a $16-\mathrm{dB}$ fiber loss budget, the reach increases by $2.6 \mathrm{~dB} / 16 \mathrm{~dB}=16 \%$.

The FEC advantage is much more dramatic in an amplified transmission system. There, the required OSNR is proportional to $\mathcal{Q}^{2}$ (cf. Eq. (4.53)) and thus the improvement in required OSNR is equal to the NECG. Moreover, the OSNR at the receiver measured in decibels degrades proportional to the logarithm of the system reach, if we keep the amplifier spacing fixed and increase the reach by adding more amplifiers (cf. Eq. (4.55)). In other words, the system reach increases exponentially with the improvement in required OSNR measured in decibels. In our example, the required OSNR is reduced by 5.2 dB resulting in the remarkable reach increase of $10^{5.2 / 10}=3.3 \times$. For every 3 dB of NECG, the reach of an amplified system is doubled [2]. For this reason, FEC is particularly attractive for ultra-long-haul amplified transmission systems.

Soft-Decision Decoding. An FEC system that corrects errors based on the binary values from the decision circuit is known as a hard-decision decoder. Although many transmission errors can be corrected in this way, more errors can be corrected if the analog values of the received samples are known. These values are a measure of the confidence of the received bits and can be taken into account when correcting errors. The latter system is known as a soft-decision decoder [11-13].

A theoretical analysis shows that the coding gain of soft-decision decoders is about 2 dB better than that of hard-decision decoders [13, 14]. Soft-decision decoding is of particular interest with turbo codes and LDPC codes, which are naturally based on soft information [15]. For example, a soft-decision decoder
for a BCH-based turbo code is described in [16]. This code has an overhead of $24.6 \%(r=0.8)$ and achieves a NECG of 10.1 dB at $B E R=10^{-13}$, which is 1.2 dB better than the performance of the corresponding hard-decision decoder. A soft-decision decoder for an LDPC code is described in [17].

Implementation Issues. Although FEC is implemented in the digital domain, its presence has consequences for the analog front-end. Because the channel bit rate increases by an amount ranging from a few percents up to about 25\% for high-performance codes, correspondingly faster front-end circuits are required.

The fact that the receiver front-end has to work with very high BERs ranging from $10^{-4}$ up to $10^{-2}$ for high-performance codes, puts strain on the clock-and-data recovery (CDR) circuit and the decision-feedback equalizer (DFE). The CDR must be able to recover a clean clock from a very noisy signal. If the DFE is fed with uncorrected decisions (from the decision circuit before the FEC decoder) many of them are wrong resulting in harmful error propagation (cf. Appendix E). Unfortunately, the corrected decisions, which would avoid error propagation, arrive only after passing through the FEC decoder, which is too late to be useful for the DFE. If the decoder latency is not too long, it is possible to use multiple parallel DFEs, each one equalizing for another speculative bit sequence, and once the correct sequence is known from the FEC decoder to select the corresponding DFE output [18].

To implement soft-decision decoding, a multilevel slicer is needed in the front-end. Figure G. 4 shows a receiver with a slicer that has four different output states (similar to a 2-bit flash analog-to-digital converter) allowing a coarse form of soft-decision decoding. The four states correspond to a "hard zero," a "soft zero," a "soft one," and a "hard one." They can be encoded into two bits such that one bit represents the likely bit value and the other bit represents the


Figure G.4 The linear channel of Fig. 4.1 followed by a 2-bit soft-decision decoder.
confidence level. The slicer is followed by the decoder logic that detects and corrects errors.

The simple 2-bit soft-decision decoder of Fig. G.4 can be extended to an $N$-bit decoder with $2^{N}-1$ slicers. Typically, most of the coding gain is realized with a small number of bits (e.g., a 3-bit decoder is used in [16] and a 4-bit decoder is used in [17]). For optimum error-correcting performance, the slice levels can be spaced nonuniformly to better capture the unequal noise distributions of the zeros and ones in optically amplified systems [16].

## Problems

G. 1 Forward Error Correction. Assume that the bit errors at the input of the RS $(255,239)$ FEC decoder are random and independent (no bursts) and have $B E R=10^{-4}$. For simplicity, assume that the probability for two or more errors in the same byte is very small. What is the BER at the output of the decoder?
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## H

## Second-Order Low-Pass Transfer Functions

Let us define the second-order low-pass transfer function

$$
\begin{equation*}
H(s)=\frac{1}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}}, \tag{H.1}
\end{equation*}
$$

which plays an important role in the analysis of TIAs (cf. Chapter 6). In the following, we calculate the $3-\mathrm{dB}$ bandwidth, noise bandwidths, and Personick integrals of this transfer function. Then, we specialize the results for the case when the poles are real, relevant for common-gate and common-base TIAs. After that, we discuss four special cases of the transfer function (critically damped, Bessel-Thomson, Butterworth, and $Q=1$ ) in the frequency and time domain.

3-dB Bandwidth. The transfer function in Eq. (H.1) has two poles, no zeros, and a low-frequency gain of one. Its $3-\mathrm{dB}$ bandwidth is found by solving $\left|H\left(j 2 \pi B W_{3 \mathrm{~dB}}\right)\right|^{2}=\frac{1}{2}$, which results in

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=\rho(Q) \frac{\omega_{0}}{2 \pi}, \tag{H.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho(Q)=\sqrt{\sqrt{\left(1-\frac{1}{2 Q^{2}}\right)^{2}+1}+\left(1-\frac{1}{2 Q^{2}}\right)} \tag{H.3}
\end{equation*}
$$

As shown in Fig. H.1, this somewhat complicated expression can be bounded by two linear terms:

$$
\begin{equation*}
Q \frac{\omega_{0}}{2 \pi} \leq B W_{3 \mathrm{~dB}} \leq \sqrt{2} Q \frac{\omega_{0}}{2 \pi} \tag{H.4}
\end{equation*}
$$

where the lower bound holds for $Q \leq \sqrt{2}$ (none to moderate amplitude peaking), and the upper bound holds for any $Q$. The equality of the lower bound is reached asymptotically for $Q \rightarrow 0$ and for $Q=\sqrt{2}$; the equality of the upper


Figure H. 1 Factor $\rho\left(=2 \pi B W_{3 \mathrm{~dB}} / \omega_{0}\right)$ as a function of the pole quality factor $Q$ (solid line, Eq. (H.2)) and three bounds (dashed lines, Eq. (H.4); dotted horizontal line, Eq. (H.5)).
bound is reached for $Q=1 / \sqrt{2}$. Another bound, frequently used in Chapter 6, follows directly from the upper bound in Eq. (H.4) if we require $Q \leq 1 / \sqrt{2}$ (no amplitude peaking):

$$
\begin{equation*}
B W_{3 \mathrm{~dB}} \leq \frac{\omega_{0}}{2 \pi} \tag{H.5}
\end{equation*}
$$

This bound is shown with the dotted horizontal line in Fig. H.1.
Noise Bandwidths and Personick Integrals. The noise bandwidths $B W_{n}$ and $B W_{n 2}$ of the transfer function in Eq. (H.1) are found by evaluating the integrals in Eqs. (4.44) and (4.45), which leads to the following surprisingly simple analytical expressions [1]:

$$
\begin{align*}
B W_{n} & =\int_{0}^{\infty}|H(f)|^{2} d f \\
& =\int_{0}^{\infty} \frac{1}{1+\left(\frac{1}{Q^{2}}-2\right)\left(\frac{2 \pi}{\omega_{0}}\right)^{2} f^{2}+\left(\frac{2 \pi}{\omega_{0}}\right)^{4} f^{4}} d f  \tag{H.6}\\
& =\frac{\pi Q}{2} \cdot \frac{\omega_{0}}{2 \pi},
\end{align*}
$$

$$
\begin{align*}
B W_{n 2}^{3} & =3 \int_{0}^{\infty}|H(f)|^{2} f^{2} d f \\
& =3 \int_{0}^{\infty} \frac{f^{2}}{1+\left(\frac{1}{Q^{2}}-2\right)\left(\frac{2 \pi}{\omega_{0}}\right)^{2} f^{2}+\left(\frac{2 \pi}{\omega_{0}}\right)^{4} f^{4}} d f  \tag{H.7}\\
& =\frac{3 \pi Q}{2} \cdot\left(\frac{\omega_{0}}{2 \pi}\right)^{3}
\end{align*}
$$

With Eq. (H.2), the noise bandwidths can be expressed in terms of the 3-dB bandwidth:

$$
\begin{align*}
B W_{n} & =\frac{\pi Q}{2 \rho} \cdot B W_{3 \mathrm{~dB}}  \tag{H.8}\\
B W_{n 2}^{3} & =\frac{3 \pi Q}{2 \rho^{3}} \cdot B W_{3 \mathrm{~dB}}^{3} . \tag{H.9}
\end{align*}
$$

These noise bandwidths are plotted in Fig. H.2.


Figure H. 2 Noise bandwidths $B W_{n}$ and $B W_{n 2}$, normalized to the 3-dB bandwidth $B W_{3 d B}$, as a function of the pole quality factor $Q$ (Eqs. (H.8) and (H.9)).

With Eqs. (4.48) and (4.49), the values of the second and third Personick integral are found as

$$
\begin{align*}
& I_{2}=\frac{\pi Q}{2 \rho} \cdot \frac{B W_{3 \mathrm{~dB}}}{B}  \tag{H.10}\\
& I_{3}=\frac{\pi Q}{2 \rho^{3}} \cdot\left(\frac{B W_{3 \mathrm{~dB}}}{B}\right)^{3} \tag{H.11}
\end{align*}
$$

Special Case: Real Poles. When $Q \leq 0.5$, the two poles become real and Eq. (H.1) can be rewritten in the form

$$
\begin{equation*}
H(s)=\frac{1}{\left(1+s / \omega_{p 1}\right)\left(1+s / \omega_{p 2}\right)} . \tag{H.12}
\end{equation*}
$$

The poles are located at the (angular) frequencies $-\omega_{p 1}$ and $-\omega_{p 2}$. Let us define the pole spacing as the ratio

$$
\begin{equation*}
\chi=\frac{\omega_{p 1}}{\omega_{p 2}} . \tag{H.13}
\end{equation*}
$$

By comparing Eq. (H.1) with Eq. (H.12), we find

$$
\begin{equation*}
\omega_{0}=\sqrt{\omega_{p 1} \omega_{p 2}}=\frac{\omega_{p 1}}{\sqrt{\chi}}=\sqrt{\chi} \omega_{p 2} \tag{H.14}
\end{equation*}
$$

and

$$
\begin{equation*}
Q=\frac{\sqrt{\omega_{p 1} \omega_{p 2}}}{\omega_{p 1}+\omega_{p 2}}=\frac{\sqrt{\chi}}{\chi+1} . \tag{H.15}
\end{equation*}
$$

Thus, the pole spacing $\chi$ and the pole quality factor $Q$ contain the same information, but in the case of real poles, $\chi$ is the more meaningful parameter.

3- $d B$ Bandwidth (Real Poles). The 3- dB bandwidth of the transfer function in Eq. (H.12), expressed in terms of $\omega_{p 1}$ and $\chi$ or $\omega_{p 2}$ and $\chi$, can be found from Eq. (H.2) with Eqs. (H.14) and (H.15):

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=\rho\left(\frac{\sqrt{\chi}}{\chi+1}\right) \frac{1}{\sqrt{\chi}} \cdot \frac{\omega_{p 1}}{2 \pi}=\rho\left(\frac{\sqrt{\chi}}{\chi+1}\right) \sqrt{\chi} \cdot \frac{\omega_{p 2}}{2 \pi}, \tag{H.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho\left(\frac{\sqrt{\chi}}{\chi+1}\right)=\sqrt{\frac{\sqrt{\chi^{4}+6 \chi^{2}+1}-\chi^{2}-1}{2 \chi}} . \tag{H.17}
\end{equation*}
$$

For large pole spacings $\rho \rightarrow 1 / \sqrt{\chi}$.

Noise Bandwidths and Personick Integrals (Real Poles). The noise bandwidths $B W_{n}$ and $B W_{n 2}$ of the transfer function in Eq. (H.12), expressed in terms of $\omega_{p 1}$ and $\chi$ or $\omega_{p 2}$ and $\chi$, can be found from Eqs. (H.6) and (H.7) with Eqs. (H.14) and (H.15):

$$
\begin{align*}
& B W_{n}=\frac{\pi}{2(\chi+1)} \cdot \frac{\omega_{p 1}}{2 \pi}=\frac{\pi \chi}{2(\chi+1)} \cdot \frac{\omega_{p 2}}{2 \pi},  \tag{H.18}\\
& B W_{n 2}^{3}=\frac{3 \pi}{2(\chi+1) \chi} \cdot\left(\frac{\omega_{p 1}}{2 \pi}\right)^{3}=\frac{3 \pi \chi^{2}}{2(\chi+1)} \cdot\left(\frac{\omega_{p 2}}{2 \pi}\right)^{3} . \tag{H.19}
\end{align*}
$$

With Eq. (H.16) the noise bandwidths can be expressed in terms of the 3-dB bandwidth:

$$
\begin{align*}
B W_{n} & =\frac{\pi \sqrt{\chi}}{2(\chi+1) \rho} \cdot B W_{3 \mathrm{~dB}},  \tag{H.20}\\
B W_{n 2}^{3} & =\frac{3 \pi \sqrt{\chi}}{2(\chi+1) \rho^{3}} \cdot B W_{3 \mathrm{~dB}}^{3} . \tag{H.21}
\end{align*}
$$

These noise bandwidths are plotted in Fig. H.3.


Figure H. 3 Noise bandwidths $B W_{n}$ and $B W_{n 2}$, normalized to the $3-\mathrm{dB}$ bandwidth $B W_{3 \mathrm{~dB}}$, as a function of the pole spacing $\chi$ (Eqs. (H.20) and (H.21)).

The values of the second and third Personick integral can be found from Eqs. (H.10) and (H.11) with Eq. (H.15):

$$
\begin{align*}
& I_{2}=\frac{\pi \sqrt{\chi}}{2(\chi+1) \rho} \cdot \frac{B W_{3 \mathrm{~dB}}}{B}  \tag{H.22}\\
& I_{3}=\frac{\pi \sqrt{\chi}}{2(\chi+1) \rho^{3}} \cdot\left(\frac{B W_{3 \mathrm{~dB}}}{B}\right)^{3} . \tag{H.23}
\end{align*}
$$

Critically Damped, Bessel-Thomson, and Butterworth. Next, we choose four representative values for the pole quality factor $Q$ in the range from 0.5 to 1.0 and set the pole (angular) frequency $\omega_{0}$ for each $Q$ such that the 3-dB bandwidth becomes 1 Hz . The values for $Q$ and $\omega_{0}$ are listed in Table H.1.

- For $Q=1 / 2$, we obtain the critically damped response, characterized by identical and real poles.
- For $Q=1 / \sqrt{3}$, we obtain the Bessel-Thomson response, characterized by a maximally flat group delay. The Bessel-Thomson response can be regarded as a rational approximation to the delay response $e^{-s T}$ [2].
- For $Q=1 / \sqrt{2}$, we obtain the Butterworth response, characterized by a maximally flat amplitude. For the $n$ th-order Butterworth response, the first $n-1$ derivatives of $|H(j \omega)|$ are all zero at $\omega=0$ [2].
- For $Q=1$, we obtain a response with significant peaking (ripple) in the frequency domain and overshoot (ringing) in the time domain.

Pole Locations. Figure H. 4 shows the locations of the poles for our four responses in the $s$ plane (root-locus plot). Both poles lie in the left half plane. As $Q$ increases from 0.5 to 1.0, the poles move closer to the imaginary axis. The parameters $\omega_{0}$ and $Q$ determine the geometric pole locations as follows:

- For $Q \geq 0.5$, the poles of Eq. (H.1) are conjugate complex. Parameter $\omega_{0}$ equals the distance from the poles to the origin and parameter $Q$ equals $1 /(2 \cos \varphi)$, where $\varphi$ represents the angle between the lines connecting the

Table H. 1 Parameters of some important second-order low-pass responses with a $3-\mathrm{dB}$ bandwidth of 1 Hz .

| Response | $\boldsymbol{Q}$ | $\omega_{0}(\mathrm{rad} / \mathrm{s})$ |
| :--- | :--- | :--- |
| Critically damped | 0.5 | $2 \pi / \sqrt{\sqrt{2}-1}=9.76$ |
| Bessel-Thomson | $1 / \sqrt{3}=0.577$ | $2 \pi / \sqrt{\sqrt{1.25}-0.5}=7.99$ |
| Butterworth | $1 / \sqrt{2}=0.707$ | $2 \pi=6.28$ |
| $Q=1$ | 1.0 | $2 \pi / \sqrt{\sqrt{1.25}+0.5}=4.94$ |



Figure H. 4 Pole locations of some important second-order low-pass responses with a 3-dB bandwidth of 1 Hz (s is in radian per second).
poles to the origin and the real axis. Hence, the distance from the poles to the imaginary axis is $\omega_{0} /(2 Q)$.

- For $Q \leq 0.5$, the poles become real and Eq. (H.1) can be rewritten as Eq. (H.12). The poles are located at $-\omega_{p 1}$ and $-\omega_{p 2}$. Their geometrical mean $\sqrt{\omega_{p 1} \omega_{p 2}}$ equals $\omega_{0}$. The pole spacing $\chi=\omega_{p 1} / \omega_{p 2}$ is related to the pole quality factor as $Q=\sqrt{\chi} /(\chi+1)$.

The amplitude response resulting from a particular pole configuration can be pictured by imagining a circus tent set up on top of the $s$-plane. Two tall vertical poles at the pole locations support the tent's canvas. The intersection of the canvas with the vertical plane rising up from the imaginary axis represents the amplitude response. Intuitively, we can understand that poles located closer to the imaginary axis result in an amplitude response with stronger peaking.

Frequency-Domain Response. The amplitude responses of our four transfer functions are shown in Fig. H.5. Only the response with the highest pole quality factor, $Q=1$, exhibits peaking. The amount of peaking can be calculated as $Q^{2} / \sqrt{Q^{2}-0.25}$ for $Q \geq 1 / \sqrt{2}$ [3] and is listed in Table H. 2 for each response.


Figure H. 5 Amplitude response of some important second-order low-pass transfer functions.

Table H. 2 Frequency-domain characteristics of some important second-order low-pass responses

| Response | Peaking | Phase lin. $\|\Delta \boldsymbol{\phi}\|$ | Group-delay var. $\boldsymbol{\Delta} \tau$ |
| :--- | :--- | :--- | :--- |
| Critically damped | 0 dB | $8.2^{\circ}$ | $0.058 \mathrm{~s}(0.087 \mathrm{UI})$ |
| Bessel-Thomson | 0 dB | $3.7^{\circ}$ | $0.039 \mathrm{~s}(0.058 \mathrm{UI})$ |
| Butterworth | 0 dB | $9.0^{\circ}$ | $0.047 \mathrm{~s}(0.070 \mathrm{UI})$ |
| $Q=1$ | $1.25 \mathrm{~dB}(15.5 \%)$ | $43.0^{\circ}$ | $0.234 \mathrm{~s}(0.350 \mathrm{UI})$ |

The phase responses, $\phi(f)$, of our four transfer functions are shown in Fig. H.6. Linear frequency and phase scales are used for this graph such that a linear phase response appears as a straight line. The deviation of the phase from the linear phase, $\Delta \phi(f)=\phi(f)-[\partial \phi(f) / \partial f]_{f=0} \cdot f$, is shown in Fig. H.7. The phase linearity (or, more accurately, the phase nonlinearity), that is, the maximum of $|\Delta \phi(f)|$ for $f<B W_{3 \mathrm{~dB}}$, is listed in Table H. 2 for each response. As expected, the Bessel response has the best phase linearity.

The group-delay responses, $\tau(f)=-\partial \phi(f) / \partial(2 \pi f)$ (with $\phi$ in radians), of our four transfer functions are shown in Fig. H.8. The group delay in the


Figure H. 6 Phase response of some important second-order low-pass transfer functions.


Figure H. 7 Phase-deviation response (from linear phase) of some important second-order low-pass transfer functions.


Figure H. 8 Group-delay response of some important second-order low-pass transfer functions.
passband is approximately 0.25 s (or more generally, $0.25 / B W_{3 \mathrm{~dB}}$ ) because a second-order response turns the phase by about $90^{\circ}$ ( 0.25 cycles) when the frequency is swept from zero to its $3-\mathrm{dB}$ bandwidth (see Fig. H.6). The group-delay variation, that is, the maximum of $\Delta \tau(f)=|\tau(f)-\tau(0)|$ for $f<B W_{3 \mathrm{~dB}}$, is listed in Table H. 2 for each response. The group-delay variations are given in seconds (for $B W_{3 \mathrm{~dB}}=1 \mathrm{~Hz}$ ) as well as in unit intervals (assuming $1 \mathrm{UI}=\frac{2}{3} \mathrm{~s}$, corresponding to $B W_{3 \mathrm{~dB}}=\frac{2}{3} B$ ). Again, the Bessel response has the smallest group-delay variation.

Interestingly, the phase deviations from the linear phase in Fig. H. 7 at first remain close to zero and start to build up only in the last 25 to $50 \%$ of the bandwidth. Based on this observation, we can estimate the group-delay variation from the phase linearity as $\Delta \tau \approx|\Delta \phi| /\left(2 \pi B W_{3 \mathrm{~dB}} \alpha\right)$, where $\phi$ is in radians and $\alpha=0.25 \ldots 0.5$ for our responses.

Time-Domain Response. To discuss the time-domain response of our four transfer functions, we apply an ideal non-return-to-zero (NRZ) signal to the input and observe the eye diagram at the output. The 3-dB bandwidth of all transfer functions is now set to $\frac{2}{3} \mathrm{~Hz}$ and the bit rate is chosen $1 \mathrm{~b} / \mathrm{s}$ (corresponding to $\left.B W_{3 \mathrm{~dB}}=\frac{2}{3} B\right)$. The resulting eye diagrams are shown in Figs H.9-H.12.

All responses, except the critically damped one, show some overshoot. The amount of overshoot is listed in Table H. 3 for each response. The overshoot in


Figure H. 9 Eye diagram for a critically damped second-order low-pass response.


Figure H. 10 Eye diagram for a Bessel-Thomson second-order low-pass response.


Figure H. 11 Eye diagram for a Butterworth second-order low-pass response.


Figure H. 12 Eye diagram for a second-order low-pass response with $Q=1$.

Table H. 3 Eye-diagram characteristics of some important second-order low-pass responses

| Response | Overshoot (\%) | Deterministic jitter $t_{D J}^{p p}$ (Ul) |
| :--- | :--- | :--- |
| Critically damped | 0 | 0.001 |
| Bessel-Thomson | 0.54 | 0.002 |
| Butterworth | 4.8 | 0.016 |
| $Q=1$ | 19.6 | 0.084 |

the eye diagram is slightly larger than that in the step response because of intersymbol interference (ISI). (The overshoot in the step response can be calculated as $\exp \left(-\pi /\left(2 \sqrt{Q^{2}-0.25}\right)\right.$ ) for $Q \geq 1 / 2$ [3] yielding $0 \%, 0.43 \%, 4.3 \%$, and $16.3 \%$ for our four responses.)

The deterministic jitter measured peak-to-peak, $t_{D J}^{p p}$, is also listed in Table H. 3 for each response (cf. Appendix C). This jitter is significantly smaller than the corresponding group-delay variation, $\Delta \tau$ and the two measures are not necessarily monotonically related (cf. Table H.2). For example, the smallest jitter occurs for the critically damped response, whereas the smallest group-delay variation occurs for the Bessel response.
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## Answers to the Problems

## Chapter 2

2.1(a) $f=c / \lambda=(299.8 \mathrm{Mm} / \mathrm{s}) /(1.55 \mu \mathrm{~m})=193.4 \mathrm{THz}$.
2.1(b) Differentiating $f=c / \lambda$ with respect to $\lambda$, we find $\Delta f=c / \lambda^{2} \cdot \Delta \lambda=$ $(299.8 \mathrm{Mm} / \mathrm{s}) /(1.55 \mu \mathrm{~m})^{2} \cdot 0.1 \mathrm{~nm}=12.48 \mathrm{GHz}$.
2.2 The linear expression for $D(\lambda)$ is

$$
D(\lambda)=17 \mathrm{ps} /(\mathrm{nm} \cdot \mathrm{~km}) \cdot \frac{\lambda-1,300 \mathrm{~nm}}{1,550 \mathrm{~nm}-1,300 \mathrm{~nm}}
$$

Integrating $\partial \tau / \partial \lambda=D(\lambda) \cdot L$ (Eq. (2.2)) results in

$$
\begin{equation*}
\tau(\lambda)=17 \mathrm{ps} /(\mathrm{nm} \cdot \mathrm{~km}) \cdot\left(\frac{\lambda^{2}}{500 \mathrm{~nm}}-5.2 \cdot \lambda\right) \cdot L+\xi \tag{I.1}
\end{equation*}
$$

where $\xi$ is an arbitrary constant. This is the quadratic relationship plotted in Fig. 2.4.
2.3 Convolving the Gaussian input pulse $x(t)$ with the impulse response $h(t)$ results in

$$
\begin{align*}
y(t) & =\int_{-\infty}^{\infty} h\left(t-t^{\prime}\right) \cdot x\left(t^{\prime}\right) d t^{\prime} \\
& =h(0) \cdot x(0) \cdot \int_{-\infty}^{\infty} \exp \left(-\frac{1}{2} \cdot \frac{\left(t-t^{\prime}\right)^{2}}{\sigma_{T}^{2}}\right) \cdot \exp \left(-\frac{1}{2} \cdot \frac{t^{\prime 2}}{\sigma_{\text {in }}^{2}}\right) d t^{\prime} \\
& =y(0) \cdot \exp \left(-\frac{1}{2} \cdot \frac{t^{2}}{\sigma_{\text {in }}^{2}+\sigma_{T}^{2}}\right) . \tag{I.2}
\end{align*}
$$

It thus follows that $\sigma_{\text {out }}=\sqrt{\sigma_{\mathrm{in}}^{2}+\sigma_{T}^{2}}$, which, when multiplied by two, is equivalent to Eq. (2.7).
2.4 Calculating the Fourier transform of the impulse response $h(t)$ results in

$$
\begin{align*}
H(f) & =\int_{-\infty}^{\infty} h(t) \cdot \exp (-j 2 \pi f t) d t \\
& =h(0) \cdot \int_{-\infty}^{\infty} \exp \left(-\frac{1}{2} \cdot \frac{t^{2}}{\sigma_{T}^{2}}\right) \cdot \exp (-j 2 \pi f t) d t \\
& =H(0) \cdot \exp \left(-\frac{1}{2} \cdot \frac{(2 \pi f)^{2}}{1 / \sigma_{T}^{2}}\right) \tag{I.3}
\end{align*}
$$

which is equivalent to Eq. (2.9).
2.5 Inserting $f=B / 2$ into Eq. (2.9) and comparing it with $0.794 \cdot H(0)$ for 1 dB of attenuation yields

$$
\exp \left(-\frac{(\pi B)^{2}(\Delta T / 2)^{2}}{2}\right) \geq 0.794
$$

Solving for $B$ gives $B \leq \sqrt{-8 \ln (0.794)} /(\pi \Delta T)$, or approximately $B \leq$ $1 /(2 \cdot \Delta T)$. This, in fact, is how the spreading limit given in Eq. (2.8) was derived in [1].
2.6 From Fig. 2.4, we see that for $D>0$, shorter wavelengths propagate faster than longer wavelengths. A pulse with negative chirp has a longer wavelength during the leading edge (red shift) and a shorter wavelength (blue shift) during the trailing edge. Thus, the trailing edge will "catch up" with the leading edge, effectively compressing the pulse.
2.7(a) $L=21.5 \mathrm{~dB} /(0.35 \mathrm{~dB} / \mathrm{km})=61.4 \mathrm{~km}$.
2.7(b) With $|D| \cdot \Delta \lambda \cdot L=1 /(2 B)$ we find $L=1 /(2 \cdot 0.3 \mathrm{ps} /(\mathrm{nm} \cdot \mathrm{km}) \cdot$ $2 \mathrm{~nm} \cdot 10 \mathrm{~Gb} / \mathrm{s})=83.3 \mathrm{~km}$. The maximum transmission distance is 61.4 km , limited by attenuation.
2.8(a) $L=21.5 \mathrm{~dB} /(0.2 \mathrm{~dB} / \mathrm{km})=107.5 \mathrm{~km}$.
2.8(b) $L=1 /(2 \cdot 17 \mathrm{ps} /(\mathrm{nm} \cdot \mathrm{km}) \cdot 2 \mathrm{~nm} \cdot 10 \mathrm{~Gb} / \mathrm{s})=1.47 \mathrm{~km}$. The maximum transmission distance is 1.47 km , limited by chromatic dispersion.
2.9(a) The dispersion-limited system of Problem 2.8.
2.9(b) The dispersion limit increases to 147 km . The system is now limited by attenuation to a distance of 107.5 km .
2.10 We do not have to worry about PMD. Even for 107.5 km of fiber, we have $\overline{\Delta T}=0.1 \mathrm{ps} / \sqrt{\mathrm{km}} \cdot \sqrt{107.5 \mathrm{~km}}=1.04 \mathrm{ps}$, which is significantly lower than $0.1 /(10 \mathrm{~Gb} / \mathrm{s})=10 \mathrm{ps}$, thus the outage probability is extremely small.

## Chapter 3

3.1 The optical attenuation is $40 \mathrm{~km} \cdot 0.2 \mathrm{~dB} / \mathrm{km}=8 \mathrm{~dB}$; hence the electrical attenuation is $2 \cdot 8 \mathrm{~dB}=16 \mathrm{~dB}$.
3.2 The missing power is supplied by the voltage source used to reverse bias the photodiode $\left(V_{P I N}\right)$. The photodiode itself generates electrical power only in the fourth quadrant $(V>0, I<0$, see Fig. 3.2) and energy conservation requires that $-I \cdot V<P$ (a hyperbola limiting how far the I/V curve can go to the lower-right side), which is always met.
3.3(a) The rms signal current is $\sqrt{P / R_{\mathrm{ANT}}}$ under matched conditions and the rms noise current is $\sqrt{k T / R_{\mathrm{ANT}} \cdot B W_{n}}$ under matched conditions. They become equal for $P=k T \cdot B W_{n}$.
3.3(b) With $T=300 \mathrm{~K}$ and $B W_{n}=100 \mathrm{MHz}$, the sensitivity is -94 dBm .
3.3(c) For $f=1 \mathrm{GHz}$ and $T=300 \mathrm{~K}$, we have $h f \ll k T$, and Eq. (3.35) can be approximated as $P \approx(k T+h f / 2) \cdot B W_{n} \approx k T \cdot B W_{n}$, which agrees with 3.3(a).
3.4 Conventional answer: The shot-noise current in the battery/resistor circuit is strongly "suppressed" and usually is not measurable. Shot noise in its full strength, $\overline{i_{n}^{2}}=2 q I \cdot B W_{n}$, only occurs if the carriers cross from one electrode to another electrode, without "obstacles." This is the case to a good approximation in $\mathrm{p}-\mathrm{n}$ junctions and vacuum tubes but not in resistors. However, the resistor $R$ produces a thermal noise current, $\overline{i_{n}^{2}}=4 k T / R \cdot B W_{n}$, which is independent of the DC current.

Unconventional answer [2]: The instantaneous current $i$ in the battery/ resistor circuit can be decomposed into three (additive) currents. A drift current $i_{D}$, a forward diffusion current $i_{F}$, and a backward diffusion current $i_{R}$. Whereas the current pulses of $i_{D}$ are periodic (noise free), the current pulses of $i_{D}$ and $i_{F}$ are uncorrelated and Poisson distributed. The total average current is $I=\bar{i}_{D}$ because the average diffusion currents $\bar{i}_{F}=-\bar{i}_{R}=k T /(q R)$ cancel each other. The total noise current results from the shot noise of the two diffusion currents and is calculated as $\overline{i_{n}^{2}}=2 q\left|\bar{i}_{F}\right| \cdot B W_{n}+2 q\left|\bar{i}_{R}\right| \cdot B W_{n}$. This expression evaluates to the thermal noise expression $\overline{i_{n}^{2}}=4 k T / R \cdot B W_{n}$ !
3.5 The shot noise equation $\overline{i_{n}^{2}}=2 q I \cdot B W_{n}$ applies only to randomly arriving carriers. However, in the deterministic APD, each photon generates a group of $M$ carriers with highly correlated arrival times. In fact, we could say that the current in this APD $\left(I_{A P D}=M I_{P I N}\right)$ consists of "coarse" carriers with the charge $M q$. Substituting these quantities into the shot noise equation yields the correct result: $\overline{i_{n, A P D}^{2}}=2 \cdot(M q) \cdot\left(M I_{P I N}\right) \cdot B W_{n}$.
3.6 The noise current of an optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector, including the shot noise terms, is

$$
\begin{align*}
\overline{i_{n, O A}^{2}}= & 2 \mathcal{R}^{2} P_{S} S_{A S E} \cdot B W_{n}+\mathcal{R}^{2} S_{A S E}^{2} \cdot B W_{O} \cdot B W_{n} \\
& +2 q \mathcal{R} P_{S} \cdot B W_{n}+2 q \mathcal{R} S_{A S E} \cdot B W_{O} \cdot B W_{n}  \tag{I.4}\\
& +2 q I_{D K} \cdot B W_{n} .
\end{align*}
$$

The 5 terms are (i) signal-spontaneous beat noise, (ii) spontaneousspontaneous beat noise, (iii) shot noise due to the signal power, (iv) shot noise due to the ASE power, and (v) shot noise due to the detector dark current (cf. [3] for terms (i)-(iv)).
3.7 The average electrical signal power is $\overline{\left(i_{O A}(t)-I_{O A}\right)^{2}}=\mathcal{R}^{2}$. $\overline{\left(P_{S}(t)-\bar{P}_{S}\right)^{2}}$, which is equal to $\mathcal{R}^{2} \bar{P}_{S}{ }^{2}$ for a DC-balanced ideal NRZ signal with high extinction. The average electrical noise power is $\overline{i_{n, O A}^{2}}=\mathcal{R}^{2}\left(2 \bar{P}_{S} S_{A S E}+S_{A S E}^{2} \cdot B W_{O}\right) B W_{n}$. Thus, Eqs. (3.20) and (3.21) remain valid for a DC-balanced ideal NRZ signal after the substitution $P_{S} \rightarrow \bar{P}_{S}$.
3.8(a) The noise figure according to the definition Eq. (3.22) is $F=$ $\overline{i_{n, O A}^{2}} /\left(2 \mathcal{R}^{2} G P_{S} \cdot h c / \lambda \cdot B W_{n}\right)$, where we used $I_{P I N}=\mathcal{R} P$ and $\mathcal{R}=\lambda q /(h c)$ for the ideal $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector current and $P=P_{S} / G$
for the input signal power. Inserting $\overline{i_{n, O A}^{2}}$ from Eq. (I.4) yields

$$
\begin{align*}
F= & \frac{S_{A S E}}{G} \cdot \frac{\lambda}{h c} \cdot\left(1+\frac{S_{A S E} \cdot B W_{O}}{2 P_{S}}\right)  \tag{I.5}\\
& +\frac{1}{G} \cdot\left(1+\frac{S_{A S E} \cdot B W_{O}}{P_{S}}+\frac{I_{D K}}{\mathcal{R} P_{S}}\right) .
\end{align*}
$$

The 5 terms are due to (i) signal-spontaneous beat noise, (ii) spontaneous-spontaneous beat noise, (iii) shot noise due to the signal power, (iv) shot noise due to the ASE power, and (v) shot noise due to the detector dark current.
3.8(b) For $S_{A S E}=0$, we have $F=1 / G$ from the third term. This is less than one for $G>1$ (corresponding to a negative noise figure when expressed in dBs ). Note that a noiseless amplifier, as in Fig. 3.22(b), needs $S_{A S E}>0$ to account for the quantum (shot) noise of the source. However, for a noiseless amplifier with $G<1$ (a passive attenuator), the equation $F=1 / G$ predicts the correct noise figure.
3.8(c) Neglecting the second, fourth, and fifth term, we find $F=$ $S_{A S E} / G \cdot \lambda /(h c)+1 / G$. Thus for $F=1$ (noiseless amplifier), we need $S_{A S E}=(G-1) \cdot h c / \lambda$.
3.9(a) Following the definition for the noise figure. The total output noise is the shot noise $\overline{i_{n}^{2}}=2 q \mathcal{R} G_{1} P \cdot B W_{n}$ where $P$ is the optical input power. The output noise due to the source is $\overline{i_{n, S}^{2}}=G_{1}^{2} \cdot 2 q \mathcal{R} P \cdot B W_{n}$, as in Fig. 3.22(b) with $I_{P I N}=\mathcal{R} P$. The ratio $i_{n}^{2} / i_{n, S}^{2}$ is the noise figure $F=$ $1 / G_{1}$.
3.9(b) Following the definition for the noise figure. The total output noise is $\overline{i_{n}^{2}}=F_{2} G_{2}^{2} \cdot 2 q \mathcal{R} G_{1} P \cdot B W_{n}$, as in Fig. 3.22(c) with $I_{P I N}=\mathcal{R} G_{1} P$. The output noise due to the source is $\overline{i_{n, S}^{2}}=\left(G_{2} G_{1}\right)^{2} \cdot 2 q \mathcal{R} P \cdot B W_{n}$. The ratio $\overline{i_{n}^{2}} / \overline{i_{n, S}^{2}}$ is the noise figure

$$
\begin{equation*}
F=\frac{1}{G_{1}} \cdot F_{2} . \tag{I.6}
\end{equation*}
$$

In dBs , the total noise figure is the sum of the fiber loss and the amplifier noise figure.
3.9(c) Following the definition for the noise figure. The total output noise is $\overline{i_{n}^{2}}=n F_{2} G^{2} \cdot 2 q \mathcal{R} P / G \cdot B W_{n}$ (note that the input power of each segment is $P$ and that the gain from each segment output to the system
output is one; thus, the $n$ (uncorrelated) noise contributions are equal and add up directly). The output noise due to the source is $\overline{i_{n, S}^{2}}=2 q \mathcal{R} P$. $B W_{n}$. The ratio $\overline{i_{n}^{2}} / \overline{i_{n, S}^{2}}$ is the noise figure

$$
\begin{equation*}
F=n G F_{2} \tag{I.7}
\end{equation*}
$$

In dBs, the total noise figure is the sum of $10 \log n$, the amplifier gain, and the amplifier noise figure.

## Chapter 4

4.1 If the input noise PSD is time independent on the interval $[t-\xi \ldots t]$ for a given $t$, that is, $I_{n, P D}^{2}(f,[t-\xi \ldots t])=I_{n, P D}^{2}(f, t)$, then we can rewrite Eq. (4.4) as $V_{n, P D}^{2}(f, t)=H(f) \cdot I_{n, P D}^{2}(f, t) \cdot \int_{-\infty}^{\infty} h\left(t^{\prime}\right)$. $e^{j 2 \pi f} t^{\prime} d t^{\prime}=H(f) \cdot I_{n, P D}^{2}(f, t) \cdot H^{*}(f)=|H(f)|^{2} \cdot I_{n, P D}^{2}(f, t)$. Thus, the approximation is valid if we sample the output signal $\xi$ time units (the duration of the impulse response) after a change in the input noise PSD (i.e., after a bit transition).
4.2(a) Integrating the one-sided output PSD Eq. (4.4) results in $\int_{0}^{\infty} \int_{-\infty}^{\infty} H(f)$. $I_{n, P D}^{2}\left(t-t^{\prime}\right) \cdot h\left(t^{\prime}\right) \cdot \exp \left(j 2 \pi f t^{\prime}\right) d t^{\prime} d f$. Swapping the integrals and moving frequency independent terms out of the frequency integral yields $\int_{-\infty}^{\infty} I_{n, P D}^{2}\left(t-t^{\prime}\right) \cdot h\left(t^{\prime}\right) \int_{0}^{\infty} H(f) \cdot \exp \left(j 2 \pi f t^{\prime}\right) d f d t^{\prime}$. The frequency integral evaluates to $h\left(t^{\prime}\right) / 2$ and thus

$$
\begin{equation*}
\overline{v_{n, P D}^{2}}(t)=\frac{1}{2} \cdot \int_{-\infty}^{\infty} I_{n, P D}^{2}\left(t-t^{\prime}\right) \cdot h^{2}\left(t^{\prime}\right) d t^{\prime}, \tag{I.8}
\end{equation*}
$$

where $I_{n, P D}^{2}(t)$ is the one-sided detector noise PSD.
4.2(b) The first-order low-pass frequency response $H(f)=H_{0} /(1+$ jf $/ B W_{3 \mathrm{~dB}}$ ) has the impulse response $h(t)=H_{0} \cdot 2 \pi B W_{3 \mathrm{~dB}}$. $\exp \left(-2 \pi B W_{3 \mathrm{~dB}} t\right)$ for $t>0$ (and zero for $t<0$ ). Evaluating Eq. (I.8) at $t=T(T=1 / B)$ with $I_{n, P D}^{2}(t)=0$ if $t \in[0 \ldots T]$ and $I_{n, P D}^{2}(t)=I_{n, P D}^{2}$ elsewhere (... $11011 \ldots$ bit pattern) yields

$$
\begin{equation*}
\overline{v_{n, P D, 0}^{2}}(T)=\frac{H_{0}^{2} \pi B W_{3 \mathrm{~dB}}}{2} \cdot I_{n, P D}^{2} \cdot \exp \left(-4 \pi \frac{B W_{3 \mathrm{~dB}}}{B}\right) \tag{I.9}
\end{equation*}
$$

Evaluating Eq. (I.8) at $t=T$ with $I_{n, P D}^{2}(t)=I_{n, P D}^{2}$ for all $t(\ldots 11111 \ldots$ bit pattern) yields

$$
\begin{equation*}
\overline{v_{n, P D, 1}^{2}}(T)=\frac{H_{0}^{2} \pi B W_{3 \mathrm{~dB}}}{2} \cdot I_{n, P D}^{2} \tag{I.10}
\end{equation*}
$$

Note that $H_{0}^{2} \pi B W_{3 \mathrm{~dB}} / 2$ is equal to the integral $\int_{0}^{\infty}|H(f)|^{2} d f$ and thus the noise for the ones is predicted correctly by Eq. (4.5). The spillover term $\exp \left(-4 \pi B W_{3 \mathrm{~dB}} / B\right)$ affecting the noise for the zeros is a puny $0.023 \%$ for $B W_{3 \mathrm{~dB}} / B=\frac{2}{3}$.
4.3 The two unequal Gaussian distributions are $\left(1 / v_{n, 0}^{r m s}\right)$ Gauss $\left[v_{0} / v_{n, 0}^{r m s}\right]$ and $\left(1 / v_{n, 1}^{r m s}\right)$ Gauss $\left[\left(v_{O}-v_{S}^{p p}\right) / v_{n, 1}^{r m s}\right]$, where we assumed, without loss of generality, that the zero level is at 0 . Equating these two distributions and solving for $v_{O}$ yields the optimum decision threshold voltage $V_{D T H}$. Neglecting the different heights of the distributions, we find $V_{D T H}=v_{S}^{p p} \cdot v_{n, 0}^{r m s} /\left(v_{n, 0}^{r m s}+v_{n, 1}^{r m s}\right)$. Integrating the two tails results in $B E R=\frac{1}{2}\left(1 / v_{n, 0}^{r m s}\right) \int_{V_{D T H}}^{\infty} \operatorname{Gauss}\left[v_{O} / v_{n, 0}^{r m s}\right] d v_{O}+$ $\frac{1}{2}\left(1 / v_{n, 1}^{r m s}\right) \int_{-\infty}^{V_{D T H}} \operatorname{Gauss}\left[\left(v_{O}-v_{S}^{p p}\right) / v_{n, 1}^{r m s}\right] d v_{O}$. Substituting $x_{0}=v_{O} /$ $v_{n, 0}^{r m s}$ and $x_{1}=\left(v_{O}-v_{S}^{p p}\right) / v_{n, 1}^{r m s}$ yields $B E R=\frac{1}{2} \int_{Q}^{\infty} \operatorname{Gauss}\left(x_{0}\right) d x_{0}+$ $\frac{1}{2} \int_{\mathcal{Q}}^{\infty} \operatorname{Gauss}\left(x_{1}\right) d x_{1}=\int_{\mathcal{Q}}^{\infty} \operatorname{Gauss}(x) d x$, where $\mathcal{Q}=v_{S}^{p p} /\left(v_{n, 0}^{r m s}+v_{n, 1}^{r m s}\right)$.
4.4 With $\xi=v_{n, 0}^{r m s} / v_{n, 1}^{r m s}$, we can rewrite Eq. (4.10) as $\mathcal{Q}^{2}=\left(v_{S}^{p p}\right)^{2} /\left[(\xi+1)^{2}\right.$. $\left.\overline{v_{n, 1}^{2}}\right]$ and Eq. (4.12) as $S N R=\left(v_{S}^{p p}\right)^{2} /\left[2\left(\xi^{2}+1\right) \cdot \overline{v_{n, 1}^{2}}\right]$. Thus, Eq. (4.13) can be generalized to

$$
\begin{equation*}
S N R=\frac{(\xi+1)^{2}}{2\left(\xi^{2}+1\right)} \cdot \mathcal{Q}^{2} \tag{I.11}
\end{equation*}
$$

4.5(a) If we normalize the noise power to 1 , the swing of the finite slope NRZ signal must be $2 \mathcal{Q}$ to achieve the specified BER. The time-averaged mean-free signal power, and thus the SNR, of that signal is $S N R=$ $[\xi / 6+(1-\xi)+\xi / 6] \mathcal{Q}^{2}=\left(1-\frac{2}{3} \xi\right) \mathcal{Q}^{2}$.
4.5(b) For a 0.3-UI rise/fall-time NRZ signal and $B E R=10^{-12}, S N R=0.8$. $7.034^{2}=39.6(16.0 \mathrm{~dB})$.
4.5(c) When sampling in the flat parts of the signal, the sampled SNR does not depend on $\xi$ and is always $S N R=\mathcal{Q}^{2}$.
4.6 They are all right, but they use different SNR definitions. The student following the SNR convention used in this book comes up with the result (c).
$10 \log \mathcal{Q}=10 \log (1 /[0.14+0.02])=7.96 \mathrm{~dB}(\mathrm{a})$
$10 \log \mathcal{Q}^{2}=20 \log (1 /[0.14+0.02])=15.92 \mathrm{~dB}(\mathrm{~d})$
$10 \log ($ peak signal power/average continuous-time noise power $)=$ $10 \log \left(\left[1^{2}\right] /\left[0.25 \cdot 0.14^{2}+0.75 \cdot 0.02^{2}\right]\right)=22.84 \mathrm{~dB}(\mathrm{~g})$
$10 \log$ (average c.-t. signal power/average c.-t. noise power) $=$ $10 \log \left(\left[0.25 \cdot 1^{2}\right] /\left[0.25 \cdot 0.14^{2}+0.75 \cdot 0.02^{2}\right]\right)=16.82 \mathrm{~dB}(\mathrm{e})$
$10 \log ($ av. c.-t. signal power w/o DC power/av. c.-t. noise power) $=$ $10 \log \left(\left[0.25 \cdot 1^{2}-0.25^{2}\right] /\left[0.25 \cdot 0.14^{2}+0.75 \cdot 0.02^{2}\right]\right)=15.57 \mathrm{~dB}(\mathrm{c})$ $10 \log$ (average sampled signal power/average sampled noise power) $=10 \log \left(\left[0.5 \cdot 1^{2}\right] /\left[0.5 \cdot 0.14^{2}+0.5 \cdot 0.02^{2}\right]\right)=16.99 \mathrm{~dB}(\mathrm{f})$ $10 \log$ (av. sampled signal power w/o DC power/av. sampled noise power $)=10 \log \left(\left[0.5 \cdot 1^{2}-0.5^{2}\right] /\left[0.5 \cdot 0.14^{2}+0.5 \cdot 0.02^{2}\right]\right)=$ $13.98 \mathrm{~dB}(\mathrm{~b})$
4.7(a) $\quad E_{b}$ is the signal power times the information bit period $1 /(r B) . N_{0}$ is the noise power divided by the noise bandwidth $B W_{n}$ of the linear channel. Hence

$$
\begin{equation*}
\frac{E_{b}}{N_{0}}=S N R \cdot \frac{B W_{n}}{r B} \tag{I.12}
\end{equation*}
$$

4.7(b) When the noise bandwidth $B W_{n}$ is equal to the information bit rate (a.k.a. the system bit rate), $r B$.
4.8 Given the average optical power $\bar{P}_{S}$ and the extinction ratio $\underline{E R}$, the power for zeros and ones are $P_{0}=2 \bar{P}_{S} /(E R+1)$ and $\underline{P}_{1}=2 \bar{P}_{S}$. $E R /(E R+1)$, respectively; thus, $i_{S}^{p p}=\mathcal{R}\left(P_{1}-P_{0}\right)=2 \mathcal{R} \bar{P}_{S} \cdot(E R-$ 1)/(ER + 1). Solving for $\bar{P}_{S}$ and inserting Eq. (4.20) for $i_{S}^{p p}$ yields

$$
\begin{equation*}
\bar{P}_{\mathrm{sens}}=\frac{E R+1}{E R-1} \cdot \frac{\mathcal{Q}\left(i_{n, 0}^{r m s}+i_{n, 1}^{r m s}\right)}{2 \mathcal{R}} \tag{I.13}
\end{equation*}
$$

4.9 The rule is equivalent to Eq. (4.27) when written in the log domain and specialized for $B E R=10^{-12}$. The value $10 \log \mathcal{Q}\left(B E R=10^{-12}\right)-30=$ $-21.53[\mathrm{dBm}]$ is the sensitivity of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver with $\mathcal{R}=1 \mathrm{~A} / \mathrm{W}$ and $i_{n, \mathrm{ckt}}^{r m s}=1 \mu \mathrm{~A}$.
4.10(a) With Eq. (3.19), we find the noise power for the zeros as $\overline{i_{n, 0}^{2}}=\overline{i_{n, \mathrm{ckt}}^{2}}+$ $\mathcal{R}^{2} S_{A S E}^{2} \cdot B W_{O} \cdot B W_{n}$ and the noise power for the ones as $\overline{i_{n, 1}^{2}}=\overline{i_{n, 0}^{2}}+$ $4 \mathcal{R}^{2} G \bar{P}_{S} S_{A S E} \cdot B W_{n}$. With Eq. (4.22), the sensitivity is $\bar{P}_{\text {sens, } O A}=$ $\mathcal{Q}\left(i_{n, 0}^{r m s}+i_{n, 1}^{r m s}\right) /(2 G \mathcal{R})$. Setting $\bar{P}_{S}=\bar{P}_{\text {sens }, O A}$ and solving for $\bar{P}_{\text {sens }, O A}$ yields

$$
\begin{align*}
\bar{P}_{\text {sens }, O A}= & \frac{\mathcal{Q}}{G \mathcal{R}} \cdot \sqrt{\overline{i_{n, \mathrm{ckt}}^{2}}+\left(\mathcal{R} S_{A S E}\right)^{2} \cdot B W_{O} \cdot B W_{n}} \\
& +\frac{\mathcal{Q}^{2} S_{A S E} \cdot B W_{n}}{G} \tag{I.14}
\end{align*}
$$

4.10(b) Replacing $S_{A S E}$ with $\eta \tilde{F} q G / \mathcal{R}$ (from Eqs. (3.27) and (3.3)) yields

$$
\begin{align*}
\bar{P}_{\mathrm{sens}, O A}= & \frac{\mathcal{Q}}{G \mathcal{R}} \cdot \sqrt{\overline{i_{n, \mathrm{ckt}}^{2}}+(\eta \tilde{F} q G)^{2} \cdot B W_{O} \cdot B W_{n}}  \tag{I.15}\\
& +\eta \tilde{F} \cdot \frac{\mathcal{Q}^{2} q \cdot B W_{n}}{\mathcal{R}}
\end{align*}
$$

which agrees with the result given in [4] under the condition that $2 B W_{O} \gg B W_{n}$.
4.11 According to Eq. (4.52), the necessary transmit power is $\bar{P}_{\text {out }}=$ $\eta n G F \cdot \mathcal{Q}^{2} q \cdot B W_{n} / \mathcal{R}$ when neglecting the circuit noise. With Eq. (3.3), this power can be rewritten as $\bar{P}_{\text {out }}=n G F \cdot \mathcal{Q}^{2} \cdot h c / \lambda \cdot B W_{n}$. Solving Eq. (4.54) for $\bar{P}_{\text {out }}$ and inserting Eq. (4.53) for OSNR also leads to $\bar{P}_{\text {out }}=n G F \cdot \mathcal{Q}^{2} \cdot h c / \lambda \cdot B W_{n}$.
4.12(a) The Q -factor budget is shown in the following table. The worst-case Q factor corresponds to $B E R=10^{-4}$.

| Parameter | Symbol | Value |
| :---: | :---: | :---: |
| Transmitter power | $\bar{P}_{\text {out }}$ | 4.0 dBm |
| Constant in Eq. (4.55) |  | $+58.0 \mathrm{~dB}$ |
| Amplifier gain (or span loss) | G | $-10.0 \mathrm{~dB}$ |
| Amplifier noise figure | $F$ | $-5.0 \mathrm{~dB}$ |
| Number of amplifiers ( $10 \log n$ in dB) | $n$ | -23.0 dB |
| OSNR according to Eq. (4.55) | OSNR | 24.0 dB |
| Ideal $\mathcal{Q}$ from OSNR value ( $20 \log \mathcal{Q}$ in dB ) | $\mathcal{Q}$ | 19.4 dB |
| Penalty for disp., nonlin., crosstalk, etc. |  | $-3.0 \mathrm{~dB}$ |
| Penalty for manuf. and time variations |  | $-3.0 \mathrm{~dB}$ |
| Margin for aging and repair |  | $-1.0 \mathrm{~dB}$ |
| System margin |  | $-1.0 \mathrm{~dB}$ |
| Worst-case $\mathcal{Q}$ factor ( $20 \log \mathcal{Q}$ in dB ) | $\mathcal{Q}$ | 11.4 dB |

where the ideal $\mathcal{Q}$ is calculated as $3.72 / \sqrt{39.8} \cdot \sqrt{O S N R}$ for a receiver that requires $O S N R=39.8(16 \mathrm{~dB})$ at $\mathcal{Q}=3.72\left(B E R=10^{-4}\right)$.
4.12(b) At the beginning of life, $20 \log \mathcal{Q}=13.4 \mathrm{~dB}$ should be observed.
4.13 The noise power for the zeros is $\overline{i_{n, 0}^{2}}=\overline{i_{n, \mathrm{ckt}}^{2}}$, and with Eq. (3.19), the noise power for the ones is $\overline{i_{n, 1}^{2}}=\overline{i_{n, \mathrm{ckt}}^{2}}+4 \mathcal{R}^{2} \bar{P}_{S} S_{A S E} \cdot B W_{n}$. With OSNR $=\bar{P}_{S} /\left(S_{A S E} \cdot B W_{O}\right)$, the noise for the ones can be rewritten in terms of OSNR as $\overline{i_{n, 1}^{2}}=\overline{i_{n, \mathrm{ckt}}^{2}}+4 \mathcal{R}^{2} \bar{P}_{S}^{2} \cdot B W_{n} /\left(O S N R \cdot B W_{O}\right)$. Inserting into Eq. (4.22), setting $\bar{P}_{S}=\bar{P}_{\text {sens }}$, and solving for $\bar{P}_{\text {sens }}$ yields

$$
\begin{equation*}
\bar{P}_{\mathrm{sens}}=\frac{1}{1-\mathcal{Q}^{2} / O S N R \cdot B W_{n} / B W_{O}} \cdot \frac{\mathcal{Q} i_{n, \mathrm{ckt}}^{r m s}}{\mathcal{R}} \tag{I.16}
\end{equation*}
$$

4.13(a) For $O S N R \rightarrow \infty$, the sensitivity becomes identical to $\bar{P}_{\text {sens, } P I N}$ in Eq. (4.27).
4.13(b) With decreasing OSNR, more received power is needed. In particular, for $O S N R=\mathcal{Q}^{2} \cdot B W_{n} / B W_{O}, \bar{P}_{\text {sens }} \rightarrow \infty$. Thus for a high received power, we need at least $O S N R=Q^{2} \cdot B W_{n} / B W_{O}$ to meet the specified BER, in agreement with Eq. (4.53).
4.14 For a finite extinction ratio (and neglecting spontaneousspontaneous beat noise), the noise for the zeros is $i_{n, 0}^{r m s}=$ $\mathcal{R} \sqrt{4 /(E R+1) \bar{P} P_{A S E}} \sqrt{B W_{n} / B W_{O}}$ and the noise for the ones is $i_{n, 1}^{r m s}=\mathcal{R} \sqrt{4 E R /(E R+1) \bar{P} P_{A S E}} \sqrt{B W_{n} / B W_{O}}$. The signal swing is $i_{S}^{p p}=2 \mathcal{R}(E R-1) /(E R+1) \bar{P}$. With $\mathcal{Q}=i_{S}^{p p} /\left(i_{n, 0}^{r m s}+i_{n, 1}^{r m s}\right)$, we can generalize Eq. (4.53) to [5]

$$
\begin{equation*}
O S N R_{\mathrm{req}}=\frac{\sqrt{E R}+1}{\sqrt{E R}-1} \cdot \frac{E R+1}{E R-1} \cdot \mathcal{Q}^{2} \cdot \frac{B W_{n}}{B W_{O}} \tag{I.17}
\end{equation*}
$$

4.15(a) Including the spontaneous-spontaneous beat noise (and assuming high extinction), we find the noise for the zeros as $i_{n, 0}^{r m s}=$ $\mathcal{R} P_{A S E} \sqrt{B W_{n} / B W_{O}}$ and the noise for the ones as $i_{n, 1}^{r m s}=$ $\mathcal{R} \sqrt{4 \bar{P} P_{A S E}+P_{A S E}^{2}} \sqrt{B W_{n} / B W_{O}}$. The signal swing is $i_{S}^{p p}=2 \mathcal{R} \bar{P}$. With $\mathcal{Q}=i_{S}^{p p} /\left(i_{n, 0}^{r m s}+i_{n, 1}^{r m s}\right)$, we can generalize Eq. (4.53) to [6, 7]

$$
\begin{equation*}
\mathcal{Q}=\frac{2 O S N R_{\mathrm{req}}}{\sqrt{4 O S N R_{\mathrm{req}}+1}+1} \cdot \sqrt{\frac{B W_{O}}{B W_{n}}} . \tag{I.18}
\end{equation*}
$$

4.15(b) For a finite extinction ratio (and including spontaneousspontaneous beat noise), the noise for the zeros is $i_{n, 0}^{r m s}=$ $\mathcal{R} \sqrt{4 /(E R+1) \bar{P} P_{A S E}+P_{A S E}^{2}} \sqrt{B W_{n} / B W_{O}}$ and the noise for the ones is $i_{n, 1}^{r m s}=\mathcal{R} \sqrt{4 E R /(E R+1) \bar{P} P_{A S E}+P_{A S E}^{2}} \sqrt{B W_{n} / B W_{O}}$. The signal swing is $i_{S}^{p p}=2 \mathcal{R}(E R-1) /(E R+1) \bar{P}$. With $\mathcal{Q}=i_{S}^{p p} /\left(i_{n, 0}^{r m s}+i_{n, 1}^{r m s}\right)$, we can generalize Eq. (4.53) to [8]

$$
\begin{equation*}
\mathcal{Q}=\frac{2 \frac{E R-1}{E R+1} O S N R_{\mathrm{req}}}{\sqrt{\frac{4 E R}{E R+1} O S N R_{\mathrm{req}}+1}+\sqrt{\frac{4}{E R+1} O S N R_{\mathrm{req}}+1}} \cdot \sqrt{\frac{B W_{O}}{B W_{n}}} . \tag{I.19}
\end{equation*}
$$

4.16 At the sensitivity limit, the optical preamplifier produces the following optical signal and noise powers at the output: $\bar{P}_{S}=G \bar{P}_{\text {sens }, O A}$ and $P_{A S E}=S_{A S E} \cdot B W_{O}=\tilde{F} G \cdot h c / \lambda \cdot B W_{O}$ (using Eq. (3.27)). Thus, the required OSNR is

$$
\begin{equation*}
O S N R_{\mathrm{req}} \approx \frac{\bar{P}_{\mathrm{sens}, O A}}{F \cdot h c / \lambda \cdot B W_{O}} \tag{I.20}
\end{equation*}
$$

Transforming Eq. (I.20) into the log domain and specializing for $\lambda=$ $1.55 \mu \mathrm{~m}$ and a $B W_{O}$ corresponding to 0.1 nm , we obtain [5]

$$
\begin{equation*}
O S N R_{\mathrm{req}}[\mathrm{~dB}] \approx 58 \mathrm{~dB}+\bar{P}_{\mathrm{sens}, O A}[\mathrm{dBm}]-F[\mathrm{~dB}] \tag{I.21}
\end{equation*}
$$

4.17(a) The noise due to the APD dark current is $\overline{i_{n, D K}^{2}}=F M^{2} \cdot 2 q I_{D K} \cdot B W_{n}$. With $F=k_{A} M$ and $M^{2}=i_{n, \text { ckt }}^{r m s} /\left(\mathcal{Q} k_{A} q B W_{n}\right)$ for the optimum gain, the noise becomes $\overline{i_{n, D K}^{2}}=2 I_{D K} i_{n, \mathrm{ckt}}^{r m s} / \mathcal{Q} \cdot \sqrt{i_{n, \mathrm{ckt}}^{r m s} /\left(Q k_{A} q B W_{n}\right)}$. Assuming that the avalanche noise equals the circuit noise, the (squared) power penalty becomes $P P^{2}=\left(2 \overline{i_{n, \mathrm{ckt}}^{2}}+\overline{i_{n, D K}^{2}}\right) /\left(2 \overline{i_{n, \mathrm{ckt}}^{2}}\right)$. Inserting $\overline{i_{n, D K}^{2}}$ results in

$$
\begin{equation*}
P P=\sqrt{1+\frac{I_{D K}}{\mathcal{Q} \sqrt{\mathcal{Q} i_{n, \mathrm{ckt}}^{r m s} k_{A} q \cdot B W_{n}}}} \tag{I.22}
\end{equation*}
$$

4.17(b) Solving this equation for $I_{D K}$ results in the following requirement for the APD dark current:

$$
\begin{equation*}
I_{D K}<\left(P P^{2}-1\right) \mathcal{Q} \sqrt{\mathcal{Q} i_{n, \mathrm{ckt}}^{r m s} k_{A} q \cdot B W_{n}} . \tag{I.23}
\end{equation*}
$$

This expression is an approximation to the solution given in [9].
4.18(a) The smallest output value for a one occurs if it is preceded by a long sequence of zeros. This value is given by the step response $(0 \rightarrow 1$ at $t=0$ ) of the filter evaluated at $t=1 / B$. Similarly, the largest output value for a zero occurs if it is preceded by a long sequence of ones, which is given by the inverse step response ( $1 \rightarrow 0$ at $t=0$ ) evaluated at $t=1 / B$. The difference between these two values is the worst-case output swing, and its reciprocal value is the power penalty (assuming the full swing is normalized to one).
For a first-order low-pass filter, the step response is $1-\exp (-2 \pi$ $\left.B W_{3 \mathrm{~dB}} t\right)$; the inverse step response is $\exp \left(-2 \pi B W_{3 \mathrm{~dB}} t\right)$. Thus, the power penalty is

$$
\begin{equation*}
P P=\frac{1}{1-2 \exp \left(-2 \pi B W_{3 \mathrm{~dB}} / B\right)} \tag{I.24}
\end{equation*}
$$

4.18(b) For a second-order Butterworth low-pass filter, the step response is [10] $1-\sqrt{2} \exp \left(-\sqrt{2} \pi B W_{3 \mathrm{~dB}} t\right) \cdot \sin \left(\sqrt{2} \pi B W_{3 \mathrm{~dB}} t+\pi / 4\right)$. Following the same procedure as in Problem 4.18(a), the power penalty is

$$
\begin{equation*}
P P=\frac{1}{1-2 \sqrt{2} \exp \left(-\sqrt{2} \pi B W_{3 \mathrm{~dB}} / B\right) \cdot \sin \left(\sqrt{2} \pi B W_{3 \mathrm{~dB}} / B+\pi / 4\right)} . \tag{I.25}
\end{equation*}
$$

If this equation yields $P P<1$ as a result of over/undershoot, we set $P P=1$.
4.18(c) The power penalty values are

| Bandwidth <br> $B W_{3 \mathrm{~dB}} / B$ | 1st-Order filter <br> $P P(\mathrm{~dB})$ | 2nd-Order Butterworth <br> $P P(\mathrm{~dB})$ |
| :--- | :--- | :--- |
| $1 / 3$ | 1.23 | 2.97 |
| $2 / 3$ | 0.13 | 0.00 |
| $4 / 3$ | 0.00 | 0.01 |

4.19 Calculating the Fourier transform of the impulse response $h(t)$ results in $\quad H(f)=\int_{-\infty}^{\infty} h(t) \exp (-j 2 \pi f t) d t=\int_{0}^{1 / B} \exp (-j 2 \pi f t) d t=$ $j /(2 \pi f) \cdot[\exp (-j 2 \pi f / B)-1]$. The magnitude is

$$
\begin{equation*}
|H(f)|=\frac{1}{2 \pi f} \sqrt{\left[\cos \left(\frac{2 \pi f}{B}\right)-1\right]^{2}+\left[\sin \left(\frac{2 \pi f}{B}\right)\right]^{2}}=\frac{\sin (\pi f / B)}{\pi f} \tag{I.26}
\end{equation*}
$$

The tangent of the phase is given by

$$
\begin{equation*}
\frac{\operatorname{Im}[H(f)]}{\operatorname{Re}[H(f)]}=\frac{\cos (2 \pi f / B)-1}{\sin (2 \pi f / B)}=\tan \left(-\frac{\pi f}{B}\right) . \tag{I.27}
\end{equation*}
$$

Thus, $H(f)$ can be written as

$$
\begin{equation*}
H(f)=\frac{\sin (\pi f / B)}{\pi f} \cdot e^{-j \pi f / B} \tag{I.28}
\end{equation*}
$$

When normalized such that $|H(0)|=1$, this expression is identical to Eq. (4.70).

## Chapter 5

5.1(a) The ABCD parameters are defined by $V_{1}=\mathcal{A} V_{2}-\mathcal{B I} I_{2}$ and $I_{1}=\mathcal{C} V_{2}-$ $\mathcal{D} I_{2}$. With the load admittance $Y_{L}$ at the output of the two-port, the second equation yields $V_{2}=I_{1} /\left(\mathcal{C}+\mathcal{D} Y_{L}\right)$. The load admittance presented by the S-parameter two-port to the ABCD-parameter two-port is $Y_{L}=$ $\left(1-S_{11}\right) /\left[\left(1+S_{11}\right) R_{0}\right]$ [11, p. 331]. The loaded voltage gain from $V_{2}$ to the TIA output $V_{O}$ is $S_{21} /\left(1+S_{11}\right)$ [11, p. 332]. Putting all these equations together, we find

$$
\begin{equation*}
V_{o}=\frac{S_{21}}{1+S_{11}} \cdot \frac{I_{1}}{C+\mathcal{D} \frac{1-S_{11}}{\left(1+S_{11}\right) R_{0}}} . \tag{I.29}
\end{equation*}
$$

Solving for $Z_{T}$, we find

$$
\begin{equation*}
Z_{T}=\frac{V_{o}}{I_{1}}=\frac{S_{21} R_{0}}{C\left(1+S_{11}\right) R_{0}+\mathcal{D}\left(1-S_{11}\right)} \tag{I.30}
\end{equation*}
$$

This result agrees with Eq. (32) in [12].
5.1(b) The transimpedance is the product of the following three factors: (i) the current referral function from the intrinsic photodetector to the TIA input node, $H_{P D}$; (ii) the total impedance at the TIA input node converting the current into a voltage, $1 /\left(Y_{D}+Y_{L}\right)$, where $Y_{L}=\left(1-S_{11}\right) /[(1+$ $\left.S_{11}\right) R_{0}$ ] [11, p. 331]; and (iii) the loaded voltage gain from the TIA input to the TIA output, $S_{21} /\left(1+S_{11}\right)$ [11, p. 332]. Multiplying these factors, we find

$$
\begin{equation*}
Z_{T}=H_{P D} \cdot \frac{1}{Y_{D}+\frac{1-S_{11}}{\left(1+S_{11}\right) R_{0}}} \cdot \frac{S_{21}}{1+S_{11}}=\frac{H_{P D} S_{21} R_{0}}{Y_{D}\left(1+S_{11}\right) R_{0}+\left(1-S_{11}\right)} \tag{I.31}
\end{equation*}
$$

This result agrees with Eq. (5.3). Comparing Eq. (I.30) with Eq. (I.31), we can identify

$$
\begin{equation*}
Y_{D}=\frac{C}{D} \quad \text { and } \quad H_{P D}=\frac{1}{D} \tag{I.32}
\end{equation*}
$$

5.1(c) The ABCD matrix for the photodetector/package model in Fig. 5.6 is

$$
\left[\begin{array}{ll}
\mathcal{A} & \mathcal{B}  \tag{I.33}\\
\mathcal{C} & \mathcal{D}
\end{array}\right]=\left[\begin{array}{cc}
1 & s L_{B} \\
s C_{D} & s^{2} L_{B} C_{D}+1
\end{array}\right]
$$

Thus, $Y_{D}=\mathcal{C} / \mathcal{D}=s C_{D} /\left(s^{2} L_{B} C_{D}+1\right)$ and $H_{P D}=1 / \mathcal{D}=1 /\left(s^{2} L_{B} C_{D}+\right.$ $1)$.
5.2(a) The rms noise in the differential mode is $\sqrt{2} \mathrm{mV} \approx 1.41 \mathrm{mV}$, and the rms noise in the common mode is $\sqrt{2} / 2 \mathrm{mV} \approx 0.71 \mathrm{mV}$.
5.2(b) When reproducing the single-ended output noise, $i_{n, T I A}^{r m s}=1 \mathrm{mV} /$ $0.5 \mathrm{k} \Omega=2 \mu \mathrm{~A}$. When reproducing the differential output noise, $i_{n, \text { TIA }}^{r m s}=1.41 \mathrm{mV} / 1.0 \mathrm{k} \Omega=1.41 \mu \mathrm{~A}$.
5.3(a) The optical dynamic range is $3-(-19)=22 \mathrm{~dB}$; the electrical dynamic range is twice that: 44 dB .
5.3(b) The input overload current must be $i_{\text {ovl }}^{p p}>2 \mathcal{R} \bar{P}_{\text {ovl }}=3.2 \mathrm{~mA}$, and the input-referred rms noise current must be $i_{n, T I A}^{r m s}<\mathcal{R} \bar{P}_{\text {sens }} / \mathcal{Q}=1.43 \mu \mathrm{~A}$.
5.3(c) The averaged input-referred noise current density must be $I_{n, T I A}^{\text {avg }}<1.43 \mu \mathrm{~A} / \sqrt{7.5 \mathrm{GHz}}=16.5 \mathrm{pA} / \sqrt{\mathrm{Hz}}$.
5.4(a) The output admittance of an ABCD two-port with an open input port is $Y_{D}=\mathcal{C} / \mathcal{D}$. The current referral function is $H_{P D}=1 / \mathcal{D}$ (cf. Eq. (I.32)). Thus,

$$
\begin{equation*}
G_{D i}=\frac{\operatorname{Re}\left\{Y_{D}\right\}}{\left|H_{P D}\right|^{2}}=\operatorname{Re}\left\{\frac{\mathcal{C}}{\mathcal{D}}\right\}|\mathcal{D}|^{2}=\frac{\operatorname{Re}\left\{C \mathcal{D}^{*}\right\}}{\mathcal{D} D^{*}} \mathcal{D} D^{*}=\operatorname{Re}\left\{\mathcal{C}^{*} \mathcal{D}\right\} \tag{I.34}
\end{equation*}
$$

5.4(b) The ABCD matrix for the two-port network in Fig. 5.16 is

$$
\left[\begin{array}{ll}
\mathcal{A} & \mathcal{B}  \tag{I.35}\\
\mathcal{C} & \mathcal{D}
\end{array}\right]=\left[\begin{array}{cc}
1 & R_{P D} \\
s C_{P D} & s R_{P D} C_{P D}+1
\end{array}\right] .
$$

Thus, $G_{D i}=\operatorname{Re}\left\{\mathcal{C}^{*} \mathcal{D}\right\}=\omega^{2} C_{P D}^{2} R_{P D}$.

## Chapter 6

6.1(a) The transimpedance is $R_{T}=25 \Omega \cdot A=2.5 \mathrm{k} \Omega$.
6.1(b) An amplifier with a $2-\mathrm{dB}$ noise figure ( $F=1.58$ ) connected to a $50-\Omega$ source $\left(R_{0}=50 \Omega\right)$ has an input-referred noise power that is $1.58 \times$ larger than that of the $50-\Omega$ source alone. Thus, the input-referred rms noise current is [13]

$$
\begin{equation*}
i_{n}^{r m s}=\sqrt{F \frac{4 k T}{R_{0}} \cdot B W_{n}} \tag{I.36}
\end{equation*}
$$

which evaluates to $2.29 \mu \mathrm{~A}$. (This result is slightly inaccurate, because the source impedance presented to the amplifier is not exactly $50 \Omega$, but $50 \Omega$ in parallel with $Z_{D}$, and thus the noise figure at this impedance is slightly different from 2 dB .)
6.1(c) The optical sensitivity of the TIA receiver is better by $10 \log (2.29 /$ $1.0)=3.6 \mathrm{~dB}$.
6.2(a) Let the open-loop pole spacing be $\chi=R_{F} C_{T} / T_{A}$. From Eq. (6.11), we find that $Q=\sqrt{\left(A_{0}+1\right) \chi} /(\chi+1)$. For $\chi^{2} \gg 1$, we can simplify this expression to $Q \approx \sqrt{\left(A_{0}+1\right) /(\chi+2)}$; thus, the required pole spacing is

$$
\begin{equation*}
\chi \approx \frac{A_{0}+1}{Q^{2}}-2 . \tag{I.37}
\end{equation*}
$$

For a Butterworth response, we have $Q=1 / \sqrt{2}$, and thus $\chi \approx 2 A_{0}$.
6.2(b) For a Bessel response, we have $Q=1 / \sqrt{3}$, and thus $\chi \approx 3 A_{0}+1$.
6.2(c) For a critically damped response, we have $Q=1 / 2$, and thus $\chi \approx$ $4 A_{0}+2$.
6.3 By simply plugging the numbers into Eq. (6.14), we find that at $2.5 \mathrm{~Gb} / \mathrm{s}, R_{T} \leq 7.62 \mathrm{k} \Omega$, at $10 \mathrm{~Gb} / \mathrm{s}, R_{T} \leq 476 \Omega$, and at $40 \mathrm{~Gb} / \mathrm{s}$, $R_{T} \leq 29.8 \Omega$.
6.4(a) Comparing Eqs. (6.24)-(6.26) with Eqs. (6.9)-(6.11), we find the mapping

$$
\begin{equation*}
A_{0}^{\prime}=A_{0}\left(1+\frac{R_{L}}{R_{F}}\right)+\frac{R_{L}}{R_{F}} \quad \text { and } \quad T_{A}^{\prime}=T_{A}\left(1+\frac{R_{L}}{R_{F}}\right) \tag{I.38}
\end{equation*}
$$

6.4(b) The input impedance of the single-transistor shunt-feedback TIA is

$$
\begin{equation*}
Z_{I}(s)=R_{I} \cdot \frac{1+s / \omega_{z}}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{I.39}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{I}=\frac{R_{F}+R_{L}}{A_{0}^{\prime}+1}, \quad \omega_{z}=\frac{R_{F}+R_{L}}{R_{F} T_{A}^{\prime}}, \tag{I.40}
\end{equation*}
$$

and the expressions for $\omega_{0}$ and $Q$ are the same as in Eqs. (6.25) and (6.26), respectively.
6.4(c) Inserting $A_{0}^{\prime}$ and $T_{A}^{\prime}$ from Eq. (I.38) into Eq. (I.39) yields Eq. (6.21).
6.5(a) The transimpedance of the single-transistor shunt-feedback TIA with feedback capacitor $C_{F}$ is

$$
\begin{equation*}
Z_{T}(s)=-R_{T} \cdot \frac{1-s / \omega_{z}}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{I.41}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{T}=\frac{A_{0}^{\prime} R_{F}-R_{L}}{A_{0}^{\prime}+1}, \quad \omega_{z}=\frac{g_{m}-1 / R_{F}}{C_{F}},  \tag{I.42}\\
& \omega_{0}=\sqrt{\frac{A_{0}^{\prime}+1}{R_{F} R_{L}\left(C_{T} C_{F}+C_{T} C_{L}+C_{F} C_{L}\right)}},  \tag{I.43}\\
& Q=\frac{\sqrt{\left(A_{0}^{\prime}+1\right) R_{F} R_{L}\left(C_{T} C_{F}+C_{T} C_{L}+C_{F} C_{L}\right)}}{R_{F}\left[C_{T}+\left(A_{0}^{\prime}+1\right) C_{F}\right]+R_{L}\left(C_{T}+C_{L}\right)} \tag{I.44}
\end{align*}
$$

and $A_{0}^{\prime}=g_{m} R_{L}$. This result is consistent with the expressions in [14].
6.5(b) Ignoring the zero, which is located at a very high frequency, the transimpedance limit can be found by combining the expressions for $\omega_{0}$ and $R_{T}$ :

$$
\begin{equation*}
R_{T} \leq \frac{A_{0}^{\prime} f_{A}^{\prime}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{2}} \cdot \frac{1-1 /\left(g_{m} R_{F}\right)}{1+C_{F} / C_{T}+C_{F} / C_{L}} \tag{I.45}
\end{equation*}
$$

where the factor on the left-hand side is the transimpedance limit in Eq. (6.14) for $R_{L} \rightarrow 0$. Alternatively, the limit can be written as

$$
\begin{equation*}
R_{T} \leq \frac{A_{0}^{\prime} f_{A}^{\prime}}{2 \pi\left(C_{T}+C_{F}\right) \cdot B W_{3 \mathrm{~dB}}^{2}} \cdot \frac{1-1 /\left(g_{m} R_{F}\right)}{1+C_{T} C_{F} /\left(C_{T}+C_{F}\right) / C_{L}} \tag{I.46}
\end{equation*}
$$

where the factor on the left-hand side is the transimpedance limit in Eq. (I.59) for $R_{L} \rightarrow 0$.
6.6(a) The transimpedance of the shunt-feedback TIA with a series resistance $R_{L}$ at the output of the voltage amplifier can be obtained easily from Eqs. (6.8)-(6.11) by substituting $R_{F} \rightarrow R_{F}+R_{L}$ and by multiplying the result with the transfer function from the ideal output before $R_{L}$ to the actual output after $R_{L},\left[R_{F}-R_{L} / A(s)\right] /\left(R_{F}+R_{L}\right)$ :

$$
\begin{equation*}
Z_{T}(s)=-R_{T} \cdot \frac{1-s / \omega_{z}}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{I.47}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{T}=\frac{A_{0} R_{F}-R_{L}}{A_{0}+1}, \quad \omega_{z}=\frac{A_{0} R_{F}-R_{L}}{R_{L} T_{A}},  \tag{I.48}\\
& \omega_{0}=\sqrt{\frac{A_{0}+1}{\left(R_{F}+R_{L}\right) C_{T} T_{A}}}, \quad Q=\frac{\sqrt{\left(A_{0}+1\right)\left(R_{F}+R_{L}\right) C_{T} T_{A}}}{\left(R_{F}+R_{L}\right) C_{T}+T_{A}} . \tag{I.49}
\end{align*}
$$

6.6(b) Ignoring the zero, which is located at a very high frequency, the transimpedance limit can be found by combining the expressions for $\omega_{0}$ and $R_{T}$ :

$$
\begin{equation*}
R_{T} \leq \frac{A_{0} f_{A}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{2}} \cdot \frac{1-R_{L} /\left(A_{0} R_{F}\right)}{1+R_{L} / R_{F}} \tag{I.50}
\end{equation*}
$$

6.6(c) The output impedance of the TIA is

$$
\begin{equation*}
Z_{O}(s)=R_{O} \cdot \frac{\left(1+s / \omega_{z 1}\right)\left(1+s / \omega_{z 2}\right)}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{I.51}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{O}=\frac{R_{L}}{A_{0}+1}, \quad \omega_{z 1}=\frac{1}{R_{F} C_{T}}, \quad \omega_{z 2}=\frac{1}{T_{A}} \tag{I.52}
\end{equation*}
$$

and the expressions for $\omega_{0}$ and $Q$ are the same as in Eq. (I.49).
6.7(a) The transimpedance expression including the feedback capacitor $C_{F}$ can be found easily from Eq. (6.8) by substituting $R_{F} \rightarrow R_{F} /\left(1+s R_{F} C_{F}\right)$

$$
\begin{equation*}
Z_{T}(s)=-R_{T} \cdot \frac{1}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{I.53}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{T}=\frac{A_{0}}{A_{0}+1} \cdot R_{F},  \tag{I.54}\\
& \omega_{0}=\sqrt{\frac{A_{0}+1}{R_{F}\left(C_{T}+C_{F}\right) T_{A}}},  \tag{I.55}\\
& Q=\frac{\sqrt{\left(A_{0}+1\right) R_{F}\left(C_{T}+C_{F}\right) T_{A}}}{R_{F}\left[C_{T}+\left(A_{0}+1\right) C_{F}\right]+T_{A}} \tag{I.56}
\end{align*}
$$

which is consistent with the expressions in [15].
6.7(b) Setting $Q=1 / \sqrt{2}$ and solving for $C_{F}$ (with $C_{F} \ll C_{T}$ ) yields

$$
\begin{equation*}
C_{F} \approx \sqrt{\frac{2 C_{T} T_{A}}{\left(A_{0}+1\right) R_{F}}}-\frac{T_{A}}{\left(A_{0}+1\right) R_{F}}-\frac{C_{T}}{A_{0}+1}, \tag{I.57}
\end{equation*}
$$

which is consistent with the expression in [16].
6.7(c) For large values of $C_{F}$, the TIA is so strongly damped that a Butterworth response cannot be achieved for any value of $T_{A}$, that is, $Q\left(T_{A}\right)=1 / \sqrt{2}$ with Eq. (I.56) does not have a solution. Thus, we cannot generally calculate the bandwidth as $B W_{3 \mathrm{~dB}}=\omega_{0} /(2 \pi)$, which presumes $Q=1 / \sqrt{2}$.
Instead, we use the bandwidth estimate $B W_{3 \mathrm{~dB}} \approx \omega_{0} Q /(2 \pi)$, which works well for small $Q$ values (cf. Appendix H). From Eqs. (I.55) and (I.56) and assuming $T_{A} \ll R_{F}\left[C_{T}+\left(A_{0}+1\right) C_{F}\right]$ we obtain

$$
\begin{equation*}
B W_{3 \mathrm{~dB}} \approx \frac{\left(A_{0}+1\right)}{2 \pi R_{F}\left[C_{T}+\left(A_{0}+1\right) C_{F}\right]} \tag{I.58}
\end{equation*}
$$

If we further assume that $C_{T} \ll\left(A_{0}+1\right) C_{F}$, the expression reduces to $B W_{3 \mathrm{~dB}} \approx 1 /\left(2 \pi R_{F} C_{F}\right)$.
6.7(d) For $Q \leq 1 / \sqrt{2}, \omega_{0} /(2 \pi)$ is an upper bound for the bandwidth. Combining Eqs. (I.54) and (I.55) and solving for $R_{T}$ thus yields the transimpedance limit [17]

$$
\begin{equation*}
R_{T} \leq \frac{A_{0} f_{A}}{2 \pi\left(C_{T}+C_{F}\right) \cdot B W_{3 \mathrm{~dB}}^{2}} \tag{I.59}
\end{equation*}
$$

which is lower than the limit in Eq. (6.14). However because $Q \ll$ $1 / \sqrt{2}$ for large values of $C_{F}$, this bound is very loose. In fact, for $C_{F}>$ $C_{T}$ it cannot be reached.

For any $Q, \sqrt{2} \omega_{0} Q /(2 \pi)$ is another upper bound for the bandwidth (cf. Appendix H). Combining Eqs. (I.54)-(I.56) we find

$$
\begin{align*}
B W_{3 \mathrm{~dB}} & \leq \frac{\sqrt{2} A_{0}}{2 \pi\left\{R_{T}\left[C_{T}+\left(A_{0}+1\right) C_{F}\right]+T_{A} A_{0} /\left(A_{0}+1\right)\right\}} \\
& <\frac{\sqrt{2}}{2 \pi R_{T} C_{F}}, \tag{I.60}
\end{align*}
$$

where the second bound results from removing positive terms from the denominator of the first bound. Solving for $R_{T}$ yields another transimpedance limit [17]:

$$
\begin{equation*}
R_{T}<\frac{\sqrt{2}}{2 \pi C_{F} \cdot B W_{3 \mathrm{~dB}}} \tag{I.61}
\end{equation*}
$$

For large values of $C_{F}$ and small values of $B W_{3 \mathrm{~dB}}$, this bound is tighter than Eq. (I.59).
6.8(a) The equivalent drain noise current source has a direct contribution from the channel noise and an indirect contribution from the induced gate noise:

$$
\begin{equation*}
\underline{I}_{n, D}=\underline{I}_{n, \text { chan }}+H_{D} \underline{I}_{n, \text { ind }}, \tag{I.62}
\end{equation*}
$$

where $H_{D}$ is the referral function from the gate current source to the drain current source and underlined quantities represent phasors. The mean-square-magnitude of the drain noise current phasor is

$$
\begin{equation*}
\overline{\left|\underline{I}_{n, D}\right|^{2}}=\overline{\left|\underline{I}_{n, \text { chan }}+H_{D} \underline{I}_{n, \text { ind }}\right|^{2}} . \tag{I.63}
\end{equation*}
$$

Using the complex identity $\left|z_{1}+z_{2}\right|^{2}=\left|z_{1}\right|^{2}+2 \operatorname{Re}\left\{z_{1}^{*} z_{2}\right\}+\left|z_{2}\right|^{2}$, we can expand

$$
\begin{equation*}
\overline{\left|\underline{I}_{n, D}\right|^{2}}=\overline{\left|\underline{I}_{n, \text { chan }}\right|^{2}}+2 \operatorname{Re}\left\{H_{D} \overline{I_{n, \text { chan }}^{*} \underline{I}_{n, \text { ind }}}\right\}+\left|H_{D}\right|^{2} \mid \underline{\left.\underline{I}_{n, \text { ind }}\right|^{2}} . \tag{I.64}
\end{equation*}
$$

Using definition Eq. (6.107) to introduce the correlation coefficient $c$ in the middle term yields

$$
\begin{equation*}
\overline{\left|\underline{I}_{n, D}\right|^{2}}=\overline{\left|\underline{I}_{n, \text { chan }}\right|^{2}}-2 \operatorname{Re}\left\{c^{*} H_{D}\right\} \sqrt{\overline{\left.\underline{I-}_{n, \text { chan }}\right|^{2}} \overline{\left|\underline{I}_{n, \text { ind }}\right|^{2}}}+\left|H_{D}\right|^{2} \overline{\left.\underline{I}_{n, \text { ind }}\right|^{2}} \tag{I.65}
\end{equation*}
$$

Making use of the fact that mean-square-magnitude noise phasors are proportional to their PSDs, we can write

$$
\begin{equation*}
I_{n, D}^{2}=I_{n, \text { chan }}^{2}-2 \operatorname{Re}\left\{c^{*} H_{D}\right\} I_{n, \text { chan }} I_{n, \text { ind }}+\left|H_{D}\right|^{2} I_{n, \text { ind }}^{2} . \tag{I.66}
\end{equation*}
$$

Inserting $H_{D}=-g_{m} /\left(j \omega \tilde{C}_{T}\right)$, where $\tilde{C}_{T}=C_{D}+C_{g s}+C_{g d}$ (feedforward through $C_{g d}$ is neglected in $H_{D}$ ), inserting Eqs. (6.39) and (6.40), and simplifying finally yields the white noise:

$$
\begin{equation*}
I_{n, D}^{2}=4 k T\left[\gamma g_{d 0}-2 \operatorname{Im}\{c\} g_{m} \sqrt{\frac{\gamma \delta}{5}} \frac{C_{g s}}{\tilde{C}_{T}}+\frac{\delta g_{m}^{2}}{5 g_{d 0}}\left(\frac{C_{g s}}{\tilde{C}_{T}}\right)^{2}\right] \tag{I.67}
\end{equation*}
$$

6.8(b) Comparing Eq. (I.67) with Eq. (6.41) reveals the full expression for the Ogawa $\Gamma$ factor:

$$
\begin{equation*}
\Gamma=\gamma \frac{g_{d 0}}{g_{m}}-2 \operatorname{Im}\{c\} \sqrt{\frac{\gamma \delta}{5}} \frac{C_{g s}}{\tilde{C}_{T}}+\frac{\delta g_{m}}{5 g_{d 0}}\left(\frac{C_{g s}}{\tilde{C}_{T}}\right)^{2} . \tag{I.68}
\end{equation*}
$$

6.8(c) Inserting the numerical values, we find

$$
\begin{equation*}
\Gamma=\gamma\left[1-0.5 \frac{C_{g s}}{\tilde{C}_{T}}+0.4\left(\frac{C_{g s}}{\tilde{C}_{T}}\right)^{2}\right] \tag{I.69}
\end{equation*}
$$

For $C_{g s} / \tilde{C}_{T}=\frac{1}{2}$, the induced gate noise reduces the channel noise by $15 \%$; for $C_{g s} / \tilde{C}_{T}=\frac{1}{3}$, by $12 \%$; and for $C_{g s} / \tilde{C}_{T}=\frac{1}{4}$, by $10 \%$.
6.9(a) The output voltage phasor $\underline{V}_{o}$ of a general linear TIA model can be written in terms of the input noise current phasor $\underline{I}_{n, T I A}$ and the drain noise current phasor $\underline{I}_{n, D}$ as $\underline{V}_{o}=R_{1}(s) \underline{I}_{n, T I A}+R_{2}(s) \underline{I}_{n, D}$, where $R_{1}(s)$ and $R_{2}(s)$ are the transfer functions from the input current to the output and the drain current to the output, respectively.
According to the first definition, the input-referral function $H_{D}^{-1}(s)$ is $R_{2}(s) / R_{1}(s)$. According to the second definition, we set $R_{1}(s) \underline{I}_{n, T I A}=$ $R_{2}(s) \underline{I}_{n, D}$ and solve for $\underline{I}_{n, T I A} / \underline{I}_{n, D}$, which is again $R_{2}(s) / R_{1}(s)$. According to the third definition, we set $R_{1}(s) \underline{I}_{n, T I A}+R_{2}(s) \underline{I}_{n, D}=0$ and solve for $-\left(\underline{I}_{n, T I A} / \underline{I}_{n, D}\right)$, which is again $R_{2}(s) / R_{1}(s)$.
6.9(b) The transfer functions are

$$
\begin{equation*}
R_{1}(s)=\frac{R_{D} R_{F}\left(g_{m}-s C_{g d}\right)}{D(s)} \tag{I.70}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{2}(s)=\frac{-R_{D}\left[s R_{F}\left(C_{D}+C_{g s}+C_{g d}\right)+1\right]}{D(s)}, \tag{I.71}
\end{equation*}
$$

where the denominator is

$$
\begin{align*}
D(s)= & \left(g_{m} R_{D}+1\right)+s R_{F}\left[C_{D}+C_{g s}+C_{g d}\left(g_{m} R_{D}+1\right)\right] \\
& +s^{2} R_{D} R_{F}\left(C_{D}+C_{g s}\right) C_{g d} . \tag{I.72}
\end{align*}
$$

Both transfer functions containing the Miller factor $\left(g_{m} R_{D}+1\right)$ in the denominator. Dividing the two transfer functions results in the much simpler input-referral function

$$
\begin{equation*}
H_{D}^{-1}(s)=\frac{R_{2}(s)}{R_{1}(s)}=-\frac{s R_{F}\left(C_{D}+C_{g s}+C_{g d}\right)+1}{g_{m} R_{F}} \cdot \frac{1}{1-s C_{g d} / g_{m}}, \tag{I.73}
\end{equation*}
$$

which corresponds to Eq. (6.43) if the RHP pole at $g_{m} / C_{g d}$ is neglected.
6.10(a) Equating the $f^{2}$ noise of Eq. (6.44) to the white noise of Eqs. (6.37) and (6.44), ignoring the gate shot noise, and solving for $f$, we find the $f^{2}$-noise corner frequency

$$
\begin{equation*}
f_{c 2}=\frac{1}{2 \pi R_{F} \tilde{C}_{T}} \cdot \sqrt{\frac{g_{m} R_{F}}{\Gamma}+1} \tag{I.74}
\end{equation*}
$$

6.10(b) Generally, higher bit-rate TIAs have a higher $f^{2}$-noise corner frequency (lower $R_{F}$ and lower $\tilde{C}_{T}$ ).
6.11 With Eqs. (6.37) and (6.43), ignoring the gate shot noise, we find the noise PSD

$$
\begin{align*}
I_{n, T I A}^{2}(f)= & \frac{4 k T}{R_{F}}+4 k T \Gamma\left[\frac{1}{g_{m} R_{F}^{2}}+\frac{f_{c}}{g_{m} R_{F}^{2}} f^{-1}\right. \\
& \left.+\frac{\left(2 \pi \tilde{C}_{T}\right)^{2}}{g_{m}} f^{2}+\frac{\left(2 \pi \tilde{C}_{T}\right)^{2} f_{c}}{g_{m}} f\right] . \tag{I.75}
\end{align*}
$$

6.12(a) Dividing Eq. (6.10) by Eq. (6.11) to eliminate $A_{0}$ and solving for $f_{A}=$ $1 /\left(2 \pi T_{A}\right)$, we find

$$
\begin{equation*}
f_{A}=\frac{\omega_{0}}{2 \pi Q}-\frac{1}{2 \pi R_{F} C_{T}} . \tag{I.76}
\end{equation*}
$$

Inserting this solution into Eq. (6.10) and solving for $A_{0}$, we find

$$
\begin{equation*}
A_{0}=\frac{\omega_{0}^{2} R_{F} C_{T}}{\omega_{0} / Q-1 /\left(R_{F} C_{T}\right)}-1 \tag{I.77}
\end{equation*}
$$

$C_{T}$ is given by $C_{D}+C_{I}$ and $\omega_{0}$ is given by $2 \pi B W_{3 \mathrm{~dB}} / \rho$ (cf. Eq. (H.2)) where $\rho$ is a function of $Q$ (cf. Eq. (H.3)).
6.12(b) For $f_{A}$ to remain positive in Eq. (I.76), the TIA bandwidth must be larger than

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}(\min )=\frac{\rho Q}{2 \pi R_{F} C_{T}} \tag{I.78}
\end{equation*}
$$

Multiplying Eqs. (I.76) and (I.77) yields the gain-bandwidth product of the voltage amplifier

$$
\begin{equation*}
A_{0} f_{A}=2 \pi R_{F} C_{T}\left(\frac{B W_{3 \mathrm{~dB}}}{\rho}\right)^{2}-\frac{B W_{3 \mathrm{~dB}}}{\rho Q}+\frac{1}{2 \pi R_{F} C_{T}} \tag{I.79}
\end{equation*}
$$

In order for this product to remain below $A_{0} f_{A}(\max )$, the TIA bandwidth must be smaller than

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}(\max )=\frac{\rho\left(\sqrt{4 Q^{2}\left[2 \pi R_{F} C_{T} A_{0} f_{A}(\max )-1\right]+1}+1\right)}{4 \pi R_{F} C_{T} Q} \tag{I.80}
\end{equation*}
$$

6.13(a) The noise fraction due to the FET is

$$
\begin{equation*}
\frac{\overline{i_{n, T I A, 3}^{2}}}{\overline{i_{n, T I A}^{2}}}=\frac{\frac{\left(C_{D}+\tilde{C}_{I}\right)^{2}}{\tilde{C}_{I}} \xi_{2}}{\left(C_{D}+\tilde{C}_{I}\right) \xi_{1}+\frac{\left(C_{D}+\tilde{C}_{I}\right)^{2}}{\tilde{C}_{I}} \xi_{2}} \tag{I.81}
\end{equation*}
$$

For the optimum input capacitance $\tilde{C}_{I}=\psi C_{D}$, we have

$$
\begin{equation*}
\frac{\overline{i_{n, T I A, 3}^{2}}}{\overline{i_{n, T I A}^{2}}}=\frac{1+\psi}{\psi \xi_{1} / \xi_{2}+1+\psi} \tag{I.82}
\end{equation*}
$$

Finally, using $\xi_{1} / \xi_{2}=1 / \psi^{2}-1$ from Eq. (6.62), the whole expression simplifies to $\psi$.
6.13(b) Substituting $2 \pi R_{F} C_{T}=1 / f_{I}$ into Eq. (I.79), the following quadratic equation for $f_{I}$ is found:

$$
\begin{equation*}
f_{I}^{2}-\left(A_{0} f_{A}+\frac{B W_{3 \mathrm{~dB}}}{\rho Q}\right) f_{I}+\left(\frac{B W_{3 \mathrm{~dB}}}{\rho}\right)^{2}=0 . \tag{I.83}
\end{equation*}
$$

Assuming $f_{I} \ll A_{0} f_{A}$ and $B W_{3 \mathrm{~dB}} \ll \rho Q A_{0} f_{A}$, the solution of Eq. (I.83) can be approximated as

$$
\begin{equation*}
f_{I} \approx \frac{B W_{3 \mathrm{~dB}}^{2}}{\rho^{2} A_{0} f_{A}} \tag{I.84}
\end{equation*}
$$

This result can also be found from the transimpedance limit with $R_{F} \approx$ $R_{T}$. The solution for $f_{A}$ is found by substituting $2 \pi R_{F} C_{T}=1 / f_{I}$ into

Eq. (I.76)

$$
\begin{equation*}
f_{A}=\frac{B W_{3 \mathrm{~dB}}}{\rho Q}-f_{I} \text {. } \tag{I.85}
\end{equation*}
$$

6.13(c) The minimum bandwidth is reached when $R_{F}$ exceeds $R_{F}$ (max). From Eq. (I.79) we find

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}(\min )=\frac{\rho\left(\sqrt{4 Q^{2}\left[2 \pi R_{F}(\max ) C_{T} A_{0} f_{A}-1\right]+1}+1\right)}{4 \pi R_{F}(\max ) C_{T} Q} . \tag{I.86}
\end{equation*}
$$

The maximum bandwidth is reached when Eq. (I.83) no longer has a real solution for $f_{I}$ :

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}(\max )=\frac{\rho A_{0} f_{A}}{2-1 / Q} . \tag{I.87}
\end{equation*}
$$

6.13(d) From Eq. (6.61) we have

$$
\begin{equation*}
\frac{\xi_{1}}{\xi_{2}}=\frac{3 f_{T} f_{I} \cdot B W_{n}}{\Gamma \cdot B W_{n 2}^{3}} \tag{I.88}
\end{equation*}
$$

Expressing the noise bandwidths of a second-order TIA in terms of $B W_{3 \mathrm{~dB}}$ and $Q$ (cf. Eqs. (H.8) and (H.9)) and using Eq. (6.62) to calculate $\psi$, we find

$$
\begin{equation*}
\psi=\sqrt{\frac{\Gamma \cdot B W_{3 \mathrm{~dB}}^{2}}{\Gamma \cdot B W_{3 \mathrm{~dB}}^{2}+\rho^{2} f_{T} f_{I}}} . \tag{I.89}
\end{equation*}
$$

Inserting the approximation for $f_{I}$ from Eq. (I.84) leads us to Eq. (6.63).
6.14(a) The input-referred noise consists of (i) the source noise, (ii) the feedback resistor noise, (iii) the gate shot noise, (iv) the induced gate noise, and (v) the channel noise referred to the input:

$$
\begin{equation*}
\underline{I}_{n, T I A}=\underline{I}_{n, S}+\underline{I}_{n, \mathrm{res}}+\underline{I}_{n, G}+\underline{I}_{n, \text { ind }}+H_{D}^{-1} \underline{I}_{n, \mathrm{chan}}, \tag{I.90}
\end{equation*}
$$

where $H_{D}^{-1}$ is the input-referral function from the drain current source to the gate current source and underlined quantities represent phasors. The mean-square-magnitude of the input-referred noise current phasor is

$$
\begin{equation*}
\overline{\left|\underline{I}_{n, T I A}\right|^{2}}=\overline{\left|\underline{I}_{n, S}\right|^{2}}+\overline{\left|\underline{I}_{n, \text { res }}\right|^{2}}+\overline{\left|\underline{I}_{n, G}\right|^{2}}+\overline{\left|\underline{I}_{n, \text { ind }}+H_{D}^{-1} \underline{I}_{n, \text { chan }}\right|^{2}} . \tag{I.91}
\end{equation*}
$$

Using the complex identity $\left|z_{1}+z_{2}\right|^{2}=\left|z_{1}\right|^{2}+2 \operatorname{Re}\left\{z_{1}^{*} z_{2}\right\}+\left|z_{2}\right|^{2}$, we can expand the last term to

$$
\begin{equation*}
\overline{\left|\underline{I}_{n, \text { ind }}\right|^{2}}+2 \operatorname{Re}\left\{H_{D}^{-1} \overline{\bar{I}_{n, \text { ind }}^{*} \underline{I}_{n, \text { chan }}}\right\}+\left|H_{D}^{-1}\right|^{2} \overline{\left|\underline{I}_{n, \text { chan }}\right|^{2}} \tag{I.92}
\end{equation*}
$$

Using definition Eq. (6.107) to introduce the correlation coefficient $c$ yields

$$
\begin{equation*}
\overline{\left|\underline{I}_{n, \text { ind }}\right|^{2}}-2 \operatorname{Re}\left\{c H_{D}^{-1}\right\} \sqrt{\overline{\left.\underline{I}_{n, \text { ind }}\right|^{2}} \overline{\left.\underline{\underline{I}}_{n, \text { chan }}\right|^{2}}}+\left|H_{D}^{-1}\right|^{2} \overline{\left.\underline{I}_{n, \text { chan }}\right|^{2}} . \tag{I.93}
\end{equation*}
$$

Splitting the induced gate noise term into $\overline{\left|\underline{I}_{n, \text { ind }}\right|^{2}}\left(1-|c|^{2}\right)+$ $\overline{\left|\underline{I}_{n \text {,ind }}\right|^{2}}|c|^{2}$ and using $\left|z_{1}\right|^{2}+2 \operatorname{Re}\left\{z_{1}^{*} z_{2}\right\}+\left|z_{2}\right|^{2}=\left|z_{1}+z_{2}\right|^{2}$, we can simplify to

Making use of the fact that mean-square-magnitude noise phasors are proportional to their PSDs, we can write

$$
\begin{equation*}
I_{n, T I A}^{2}=I_{n, S}^{2}+I_{n, \text { res }}^{2}+I_{n, G}^{2}+I_{n, \text { ind }}^{2}\left(1-|c|^{2}\right)+\left|c^{*} I_{n, \text { ind }}-H_{D}^{-1} I_{n, \text { chan }}\right|^{2} . \tag{I.95}
\end{equation*}
$$

Inserting $\quad H_{D}^{-1}=-\left(Y_{S}+1 / R_{F}+j \omega \tilde{C}_{I}\right) / g_{m}$, where $\quad \tilde{C}_{I}=C_{g s}+C_{g d}$ (feedforward through $C_{g d}$ is neglected in $H_{D}^{-1}$ ) yields

$$
\begin{align*}
I_{n, T I A}^{2}= & I_{n, S}^{2}+I_{n, \text { res }}^{2}+I_{n, G}^{2}+I_{n, \text { ind }}^{2}\left(1-|c|^{2}\right) \\
& +\frac{I_{n, \text { chan }}^{2}}{g_{m}^{2}}\left|Y_{S}+\frac{1}{R_{F}}+j \omega \tilde{C}_{I}+c^{*} g_{m} \frac{I_{n, \text { ind }}}{I_{n, \text { chan }}}\right|^{2} \tag{I.96}
\end{align*}
$$

Finally, inserting Eqs. (6.37)-(6.40) results in

$$
\begin{align*}
I_{n, T I A}^{2}(\omega)= & 4 k T\left|G_{S}(\omega)\right|+\frac{4 k T}{R_{F}}+2 q I_{G}+4 k T \delta \frac{\omega^{2} C_{g s}^{2}}{5 g_{d 0}}\left(1-|c|^{2}\right) \\
& +4 k T \gamma \frac{g_{d 0}}{g_{m}^{2}}\left(G_{S}+\frac{1}{R_{F}}+\operatorname{Re}\{c\} \omega C_{g s} \sqrt{\frac{\delta}{5 \gamma}} \frac{g_{m}}{g_{d 0}}\right)^{2} \\
& +4 k T \gamma \frac{g_{d 0}}{g_{m}^{2}}\left(B_{S}+\omega \tilde{C}_{I}-\operatorname{Im}\{c\} \omega C_{g s} \sqrt{\frac{\delta}{5 \gamma}} \frac{g_{m}}{g_{d 0}}\right)^{2} \tag{I.97}
\end{align*}
$$

6.14(b) The optimum source admittance is (cf. [18])

$$
\begin{equation*}
\tilde{Y}_{\mathrm{opt}}(\omega)=-j \omega\left(\tilde{C}_{I}-\operatorname{Im}\{c\} C_{g s} \sqrt{\frac{\delta}{5 \gamma}} \frac{g_{m}}{g_{d 0}}\right) \tag{I.98}
\end{equation*}
$$

under the conditions that $g_{m}^{2} R_{F}>2 \gamma g_{d 0}$ and $\operatorname{Re}\{c\}=0$.
6.14(c) Equating $Y_{M}(\omega)=j\left[\omega C_{D}-1 /\left(\omega L_{P}\right)\right]$ to $\tilde{Y}_{\text {opt }}(\omega)$ and solving for $L_{P}$ results in (cf. [18])

$$
\begin{equation*}
L_{P}=\frac{1}{\omega^{2}\left(C_{D}+\tilde{C}_{I}-\operatorname{Im}\{c\} C_{g s} \sqrt{\frac{\delta}{5 \gamma}} \frac{g_{m}}{g_{d 0}}\right)} \tag{I.99}
\end{equation*}
$$

6.14(d) The residual noise for $Y_{M}=\tilde{Y}_{\text {opt }}($ and $\operatorname{Re}\{c\}=0)$ is

$$
\begin{equation*}
I_{n, T I A}^{2}(\omega)=\frac{4 k T}{R_{F}}+2 q I_{G}+4 k T \delta \frac{\omega^{2} C_{g s}^{2}}{5 g_{d 0}}\left(1-|c|^{2}\right)+4 k T \gamma \frac{g_{d 0}}{g_{m}^{2} R_{F}^{2}} \tag{I.100}
\end{equation*}
$$

For $I_{G} R_{F} \ll 2 V_{T}$ and $g_{m}^{2} R_{F} \gg \gamma g_{d 0}$ only feedback resistor noise and the uncorrelated induced gate noise remains (cf. [18]).
6.15 Comparing Eq. (I.96) with Eq. (6.92) reveals the noise parameters of the TIA with FET front-end:

$$
\begin{align*}
V_{n 4}^{2} & =\frac{I_{n, \text { chan }}^{2}}{g_{m}^{2}}=4 k T \gamma \frac{g_{d 0}}{g_{m}^{2}},  \tag{I.101}\\
I_{n 4 u}^{2} & =I_{n, \text { res }}^{2}+I_{n, G}^{2}+I_{n, \text { ind }}^{2}\left(1-|c|^{2}\right) \\
& =\frac{4 k T}{R_{F}}+2 q I_{G}+4 k T \delta \frac{\omega^{2} C_{g s}^{2}}{5 g_{d 0}}\left(1-|c|^{2}\right),  \tag{I.102}\\
Y_{c} & =\frac{1}{R_{F}}+j \omega \tilde{C}_{I}+c^{*} g_{m} \frac{I_{n, \text { ind }}}{I_{n, \text { chan }}} \\
& =\frac{1}{R_{F}}+j \omega \tilde{C}_{I}+c^{*} \omega C_{g s} \sqrt{\frac{\delta}{5 \gamma}} \frac{g_{m}}{g_{d 0}} . \tag{I.103}
\end{align*}
$$

6.16(a) Substituting $Y_{S}=G_{S}+j B_{S}$ and $Y_{c}=G_{c}+j B_{c}$ into Eq. (6.92), taking the derivatives with respect to $G_{S}$ and $B_{S}$, and setting them to zero yields

$$
\begin{equation*}
4 k T \operatorname{sgn}\left(G_{S}\right)+2\left(G_{c}+G_{S}\right) V_{n 4}^{2}=0, \quad 2\left(B_{c}+B_{S}\right) V_{n 4}^{2}=0 \tag{I.104}
\end{equation*}
$$

Thus, the optimum source admittance is

$$
\tilde{G}_{\mathrm{opt}}= \begin{cases}-G_{c}+\frac{2 k T}{V_{n 4}^{2}}, & \text { if } G_{c}>+\frac{2 k T}{V_{n 4}^{2}}  \tag{I.105}\\ 0, & \text { if }\left|G_{c}\right| \leq \frac{2 k T}{V_{n 4}^{2}} \\ -G_{c}-\frac{2 k T}{V_{n 4}^{2}}, & \text { if } G_{c}<-\frac{2 k T}{V_{n 4}^{2}}\end{cases}
$$

and

$$
\begin{equation*}
\tilde{B}_{\mathrm{opt}}=-B_{c} . \tag{I.106}
\end{equation*}
$$

6.16(b) Dividing Eq. (6.92) by the noise current of the source admittance yields the noise figure

$$
\begin{equation*}
F=1+\frac{I_{n 4 u}^{2}+\left|Y_{c}+Y_{S}\right|^{2} V_{n 4}^{2}}{4 k T\left|\operatorname{Re}\left\{Y_{S}\right\}\right|} \tag{I.107}
\end{equation*}
$$

Taking the derivatives with respect to $G_{S}$ and $B_{S}$ and setting them to zero yields the optimum source admittance (cf. [19, p. 259])

$$
\begin{equation*}
G_{\mathrm{opt}}=\sqrt{\frac{I_{n 4 u}^{2}}{V_{n 4}^{2}}+G_{c}^{2}} \quad \text { and } \quad B_{\mathrm{opt}}=-B_{c} \tag{I.108}
\end{equation*}
$$

6.16(c) For the FET front-end we have $G_{c}=1 / R_{F}, B_{c}=\omega \tilde{C}_{I}$ (neglecting induced gate noise), $I_{n 4 u}^{2}=4 k T / R_{F}$ (neglecting $I_{G}$ ), and $V_{n 4}^{2}=4 k T \gamma g_{d 0} / g_{m}^{2}$. Thus, the optimum source admittances are

$$
\begin{equation*}
\tilde{Y}_{\mathrm{opt}}=-j \omega \tilde{C}_{I} \quad \text { for } \quad g_{m}^{2} R_{F} \geq 2 \gamma g_{d 0} \tag{I.109}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{\mathrm{opt}}=\sqrt{\frac{g_{m}^{2}}{\gamma g_{d 0} R_{F}}+\frac{1}{R_{F}^{2}}}-j \omega \tilde{C}_{I} . \tag{I.110}
\end{equation*}
$$

6.17 The ABCD parameters are defined by $V_{1}=\mathcal{A} V_{2}-\mathcal{B I} I_{2}$ and $I_{1}=C V_{2}-\mathcal{D I} I_{2}$. To find the output admittance $Y_{M}$, we solve the equations for $Y_{M}=I_{2} / V_{2}$ under the condition that the input is terminated with $Y_{D}$, that is, $I_{1} / V_{1}=-Y_{D}$ :

$$
\begin{equation*}
Y_{M}=\frac{\mathcal{A} Y_{D}+C}{\mathcal{B} Y_{D}+\mathcal{D}} \tag{I.111}
\end{equation*}
$$

To find the current referral function $H_{M}$, we apply a test current $I_{1}^{\prime}$ at the input and a test current $I_{2}^{\prime}$ at the output of the two port and solve the ABCD equations for $H_{M}=I_{2}^{\prime} / I_{1}^{\prime}$ under the condition that both test currents result in the same output voltage $V_{2}\left(I_{1}^{\prime}\right)=V_{2}\left(I_{2}^{\prime}\right)$. The output voltage $V_{2}\left(I_{1}^{\prime}\right)$ follows from setting $I_{1}=-Y_{D} V_{1}+I_{1}^{\prime}$ and $I_{2}=$ 0 as $V_{2}=I_{1}^{\prime} /\left(\mathcal{A} Y_{D}+\mathcal{C}\right)$. The output voltage $V_{2}\left(I_{2}^{\prime}\right)$ follows from setting $I_{1}=-Y_{D} V_{1}$ and $I_{2}=I_{2}^{\prime}$ as $V_{2}=I_{2}^{\prime}\left(\mathcal{B} Y_{D}+\mathcal{D}\right) /\left(\mathcal{A} Y_{D}+\mathcal{C}\right)$. Equating the two output voltages and solving for $I_{2}^{\prime} / I_{1}^{\prime}$ results in

$$
\begin{equation*}
H_{M}=\frac{1}{\mathcal{B} Y_{D}+\mathcal{D}} \tag{I.112}
\end{equation*}
$$

Note that the solutions in Eq. (I.32) are a special case of Eqs. (I.111) and (I.112) for when the input termination admittance is zero.
6.18 Substituting the ABCD parameter expansions for $Y_{M}$ and $\left|H_{M}\right|^{2}$ from Eq. (6.99) into Eq. (6.105) yields

$$
\begin{equation*}
\frac{1}{\left|\mathcal{B} Y_{D}+\mathcal{D}\right|^{2}}=\frac{\operatorname{Re}\left\{\frac{\mathcal{A} Y_{D}+\mathcal{C}}{\mathcal{B} Y_{D}+\mathcal{D}}\right\}}{\operatorname{Re}\left\{Y_{D}\right\}} \tag{I.113}
\end{equation*}
$$

Using $\operatorname{Re}\{x / y\}=\operatorname{Re}\left\{x y^{*}\right\} /\left(y y^{*}\right)=\operatorname{Re}\left\{x y^{*}\right\} /|y|^{2}$ results in

$$
\begin{equation*}
\operatorname{Re}\left\{\left(\mathcal{A} Y_{D}+\mathcal{C}\right)\left(\mathcal{B} Y_{D}+\mathcal{D}\right)^{*}\right\}=\operatorname{Re}\left\{Y_{D}\right\} \tag{I.114}
\end{equation*}
$$

which for a lossless network becomes

$$
\begin{equation*}
(\mathcal{A D}+\operatorname{Im}\{\mathcal{B}\} \operatorname{Im}\{\mathcal{C}\}) \operatorname{Re}\left\{Y_{D}\right\}=\operatorname{Re}\left\{Y_{D}\right\}, \tag{I.115}
\end{equation*}
$$

which for a reciprocal network is an identity.

## Chapter 7

7.1 Given the shunt-feedback TIA bandwidth $B W_{S}$, its maximum transimpedance follows from Eq. (6.14) as $A_{0} f_{A} /\left(2 \pi C_{T} \cdot B W_{S}^{2}\right)$. Given the post-amplifier stage bandwidth $B W_{S}$ and the gain-bandwidth product $A_{0} f_{A}$, the post-amplifier voltage gain is $\left(A_{0} f_{A} / B W_{S}\right)^{n}$. Multiplying the two expressions results in the overall transimpedance $R_{T} \leq\left(A_{0} f_{A}\right)^{n+1} /\left(2 \pi C_{T} \cdot B W_{S}^{n+2}\right)$. The overall bandwidth is $B W_{3 \mathrm{~dB}} \leq\left(2^{1 /(n+1)}-1\right)^{1 / 4} \cdot B W_{S}$, where equality occurs for $Q=1 / \sqrt{2}$, that is, the case of $n+1$ cascaded second-order Butterworth stages. Solving for $B W_{S}$ and inserting into the former equation results in the transimpedance limit [17,20]

$$
\begin{equation*}
R_{T} \leq \sqrt[4]{(\sqrt[n+1]{2}-1)^{n+2}} \cdot \frac{\left(A_{0} f_{A}\right)^{n+1}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{n+2}} \tag{I.116}
\end{equation*}
$$

7.2 From the transimpedance and the stage gains, we can estimate the value of the feedback resistor in the first stage: $R_{F}=$ $1 / A_{1} \cdot\left(A_{0}+1\right) / A_{0} \cdot R_{T}=1 \mathrm{k} \Omega$ (cf. Eq. (7.1)). The white-noise contribution from this $1 \mathrm{k} \Omega$ resistor alone is about $4 \mathrm{pA} / \sqrt{\mathrm{Hz}}$. The measured noise density is suspiciously low!
7.3(a) The (low-frequency) relationship between the detector current, $i_{I}$, and the single-ended TIA input voltage, $v_{I P}$, is $v_{I P}=$
$V_{O C M}+\left(A_{0}+2\right) /\left(2 A_{0}+2\right) \cdot R_{F} i_{I}$, where $V_{O C M}$ is the output common-mode voltage and $A_{0}$ is the differential gain of the feedback amplifier. Thus, the single-ended input resistance of the balanced TIA is

$$
\begin{equation*}
R_{I, s e}=\frac{A_{0}+2}{2 A_{0}+2} R_{F} \approx \frac{1}{2} R_{F} . \tag{I.117}
\end{equation*}
$$

7.3(b) For $i_{I P}=i_{I}$ and $i_{I N}=0$, we find that the single-ended input resistance $R_{I, s e}=\Delta v_{I P} / \Delta i_{I}$ can be written in terms of the differential and common-mode resistances as $R_{I, s e}=R_{I, c}+\frac{1}{4} R_{I, d}$ [11, Appendix B], which leads to the same result as in Problem 7.3(a).
7.4(a) With the given simplifying assumptions, Eq. (6.11) becomes $Q \approx$ $\sqrt{A_{0} T_{A} /\left(R_{F} C_{T}\right)}$ and the bandwidth becomes $B W_{3 \mathrm{~dB}} \approx A_{0} /\left(2 \pi R_{F} C_{T}\right)$ (cf. Eq. (6.4)). Thus, varying $R_{F}$ and keeping $A_{0}, T_{A}$ fixed results in

$$
\begin{equation*}
Q \propto 1 / \sqrt{R_{F}} \quad \text { and } \quad B W_{3 \mathrm{~dB}} \propto 1 / R_{F} \tag{I.118}
\end{equation*}
$$

7.4(b) Varying $A_{0} \propto R_{F}$ and keeping $A_{0} / T_{A}$ fixed results in

$$
\begin{equation*}
Q \propto \sqrt{R_{F}} \quad \text { and } \quad B W_{3 \mathrm{~dB}} \propto 1 \tag{I.119}
\end{equation*}
$$

7.4(c) Varying $A_{0} \propto \sqrt{R_{F}}$ and keeping $A_{0} / T_{A}$ fixed results in

$$
\begin{equation*}
Q \propto 1 \quad \text { and } \quad B W_{3 \mathrm{~dB}} \propto 1 / \sqrt{R_{F}} \tag{I.120}
\end{equation*}
$$

7.5(a) The transimpedance expression including the shunt resistor $R_{S}$ can be found easily from Eq. (6.8) by substituting $s C_{T} \rightarrow s C_{T}+1 / R_{S}$ :

$$
\begin{equation*}
Z_{T}(s)=-R_{T} \cdot \frac{1}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{I.121}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{T}=\frac{A_{0}}{A_{0}+1+R_{F} / R_{S}} \cdot R_{F}  \tag{I.122}\\
& \omega_{0}=\sqrt{\frac{A_{0}+1+R_{F} / R_{S}}{R_{F} C_{T} T_{A}}}  \tag{I.123}\\
& Q=\frac{\sqrt{\left(A_{0}+1+R_{F} / R_{S}\right) R_{F} C_{T} T_{A}}}{R_{F} C_{T}+T_{A}\left(1+R_{F} / R_{S}\right)} \tag{I.124}
\end{align*}
$$

7.5(b) Combining the expressions for $\omega_{0}$ and $R_{T}$, we find the transimpedance limit (for $Q \leq 1 / \sqrt{2}$ ) to be

$$
\begin{equation*}
R_{T} \leq \frac{A_{0} f_{A}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{2}} \tag{I.125}
\end{equation*}
$$

which is identical to the limit in Eq. (6.14).
7.6 The transimpedance expression for the common-base TIA including the base resistance $R_{b}$ is

$$
\begin{equation*}
Z_{T}(s)=\frac{R_{T}}{\left[1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}\right]\left[1+s / \omega_{p 2}\right]} \tag{I.126}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{T}=R_{C}, \quad \omega_{p 2}=\frac{1}{R_{C} C_{L}}  \tag{I.127}\\
& \omega_{0}=\sqrt{\frac{g_{m}}{R_{b} C_{D} C_{I}}}, \quad Q=\frac{\sqrt{g_{m} R_{b} C_{D} C_{I}}}{C_{T}} \tag{I.128}
\end{align*}
$$

$C_{I}=C_{b e}, C_{D}$ is the photodetector capacitance plus all capacitances in parallel to it, and $C_{T}=C_{D}+C_{I}$ is the total input capacitance at low frequencies. To obtain $Q \leq 1 / \sqrt{2}$, the base resistance must be limited to $R_{b} \leq C_{T}^{2} /\left(2 g_{m} C_{D} C_{I}\right)$. For $Q=1 / \sqrt{2}$, the bandwidth due to the input poles is given by $B W_{3 \mathrm{~dB}}=\sqrt{2} g_{m} /\left(2 \pi C_{T}\right)$.
7.7 The precise $3-\mathrm{dB}$ bandwidth as a function of the pole spacing $\chi$ can be calculated from Eq. (7.12) by setting $\left|Z_{T}\left(j 2 \pi B W_{3 \mathrm{~dB}}\right)\right|^{2}=\frac{1}{2} R_{T}^{2}$ or by using $B W_{3 \mathrm{~dB}}=\rho \sqrt{\chi} \cdot \omega_{p 2} /(2 \pi)$ from Eq. (H.16) with $\rho$ from Eq. (H.17):

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=\sqrt{\frac{\sqrt{\chi^{4}+6 \chi^{2}+1}-\chi^{2}-1}{2}} \cdot \frac{\omega_{p 2}}{2 \pi} . \tag{I.129}
\end{equation*}
$$

With $\omega_{p 2}=\sqrt{2 \pi A_{0} f_{A} /\left(\chi R_{C} C_{T}\right)}$ (see main text) and $R_{T}=R_{C}$, the transimpedance follows as [17]

$$
\begin{equation*}
R_{T}=\frac{\sqrt{\chi^{4}+6 \chi^{2}+1}-\chi^{2}-1}{2 \chi} \cdot \frac{A_{0} f_{A}}{2 \pi C_{T} \cdot B W_{3 \mathrm{~dB}}^{2}} \tag{I.130}
\end{equation*}
$$

For $\chi=1$, the first factor reaches its maximum value of $\sqrt{2}-1$.
7.8 The input-referred noise current PSD of the common-gate TIA is

$$
\begin{equation*}
I_{n, T I A}^{2}(f)=\frac{4 k T}{R_{D}}+\frac{4 k T}{R_{S}}+2 q I_{G}+4 k T \tilde{\Gamma} g_{m} \frac{\left(2 \pi C_{T}\right)^{2}}{\left(g_{m}+g_{m b}\right)^{2}} f^{2}+\ldots, \tag{I.131}
\end{equation*}
$$

where $\tilde{\Gamma}=\gamma g_{d 0} / g_{m}$ (the induced gate noise is neglected) and we assumed that $\left(g_{m}+g_{m b}\right)^{2} R_{S} / g_{m} \gg \tilde{\Gamma}$ (the white noise due to $R_{S}$ dominates that due to the FET) and $g_{m} R_{D} \gg 1 / \tilde{\Gamma}$ (the $f^{2}$ noise due to the FET dominates that due to $R_{D}$ ).
7.9 With the asymptotic noise bandwidths $(\chi \rightarrow \infty) B W_{n} \approx \pi / 2 \cdot B W_{3 d \mathrm{~B}}$ and $B W_{n 2}^{3} \approx 3 \pi \chi / 2 \cdot B W_{3 \mathrm{~dB}}^{3}$ and Eq. (7.15), we find the total input-referred noise current PSD of the common-base TIA as

$$
\begin{align*}
\overline{i_{n, T I A}^{2}} \approx & \left(\frac{4 k T}{R_{C}}+\frac{4 k T}{R_{E}}+\frac{2 q I_{C}}{\beta}+\frac{2 q I_{C}}{\chi}\right) \frac{\pi}{2} \cdot B W_{3 \mathrm{~dB}}  \tag{I.132}\\
& +2 k T R_{b}\left(2 \pi C_{D}\right)^{2} \pi \chi \cdot B W_{3 \mathrm{~dB}}^{3}+\ldots,
\end{align*}
$$

where we have used $g_{m} /\left(2 \pi C_{T}\right) \approx \chi \cdot B W_{3 \mathrm{~dB}}$.
With the same asymptotic noise bandwidths and Eq. (I.131), we find the total input-referred noise current PSD of the common-gate TIA as

$$
\begin{equation*}
\overline{i_{n, T I A}^{2}} \approx\left(\frac{4 k T}{R_{D}}+\frac{4 k T}{R_{S}}+2 q I_{G}+\frac{4 k T \tilde{\Gamma} g_{m}}{\chi}\right) \frac{\pi}{2} \cdot B W_{3 \mathrm{~dB}}+\ldots, \tag{I.133}
\end{equation*}
$$

where we have used $\left(g_{m}+g_{m b}\right) /\left(2 \pi C_{T}\right) \approx \chi \cdot B W_{3 \mathrm{~dB}}$.
7.10 The transimpedance of the transistor-level RGC TIA is

$$
\begin{equation*}
Z_{T}(s)=R_{T} \frac{1+s / \omega_{z}}{\left[1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}\right]\left[1+s / \omega_{p 2}\right]} \tag{I.134}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{T}=R_{D}, \quad \omega_{z}=\frac{g_{m B} R_{B}+1}{R_{B} C_{B}}, \quad \omega_{p 2}=\frac{1}{R_{D} C_{L}},  \tag{I.135}\\
& \omega_{0}=\sqrt{\frac{\left(g_{m B} R_{B}+1\right) g_{m 1}}{R_{B}\left[\left(C_{D}+C_{I}\right) C_{M}+C_{T} C_{B}\right]}},  \tag{I.136}\\
& Q=\frac{\sqrt{\left(g_{m B} R_{B}+1\right) g_{m 1} R_{B}\left[\left(C_{D}+C_{I}\right) C_{M}+C_{T} C_{B}\right]}}{C_{T}+g_{m B} R_{B} C_{M}+g_{m 1} R_{B} C_{B}}, \tag{I.137}
\end{align*}
$$

$C_{T}=C_{D}+C_{I}+C_{M}$ is the total input capacitance at low frequencies, $C_{D}$ is the photodetector capacitance plus all parasitic capacitances in parallel to it, $C_{I}=C_{g s B}+C_{s b 1}, C_{M}=C_{g s 1}+C_{g d B}, C_{B}=C_{d b B}$, and $C_{L}$ is the total load capacitance at the output node.
7.11 The (simplified) input resistance of the common-gate stage with $V_{G S}$-mirror biasing in Fig. 7.28(a) is

$$
\begin{equation*}
R_{I}=\frac{g_{m 2} g_{m 3}-g_{m 1} g_{m 4}}{g_{m 1} g_{m 2} g_{m 3}} \tag{I.138}
\end{equation*}
$$

which is zero for $g_{m 1}=g_{m 2}$ and $g_{m 3}=g_{m 4}$.
The (simplified) input resistance of the translinear cross-quad in Fig. 7.28(b) is

$$
\begin{equation*}
R_{I}=\frac{g_{m 3} g_{m 4}-g_{m 1} g_{m 2}}{g_{m 1} g_{m 3} g_{m 4}} \tag{I.139}
\end{equation*}
$$

which is zero for $g_{m 1}=g_{m 3}$ and $g_{m 2}=g_{m 4}$.
7.12(a) A third-order Butterworth transfer function is of the form [21, p. 272]

$$
\begin{equation*}
H(s)=\frac{1}{1+2 s T+2 s^{2} T^{2}+s^{3} T^{3}} \tag{I.140}
\end{equation*}
$$

where the $3-\mathrm{dB}$ bandwidth is given by $1 /(2 \pi T)$. Identifying the polynomial coefficients with those of Eq. (7.27), $2 T=R_{I} C_{T}, 2 T^{2}=L_{S} C_{D}$, $T^{3}=R_{I} C_{I} L_{S} C_{D}$, and solving for $L_{S}, C_{D}$, and $C_{I}$ yields

$$
\begin{equation*}
L_{S}=\frac{2}{3} R_{I}^{2} C_{T}, \quad C_{D}=\frac{3}{4} C_{T}, \quad C_{I}=\frac{1}{4} C_{T} . \tag{I.141}
\end{equation*}
$$

The original bandwidth is $B W_{3 \mathrm{~dB}}=1 /\left(2 \pi R_{I} C_{T}\right)$ and the new bandwidth is $B W_{3 \mathrm{~dB}}=1 /(2 \pi T)=1 /\left(\pi R_{I} C_{T}\right)$, that is, the bandwidth doubles.
7.12(b) A third-order Bessel transfer function is of the form [21, p. 279]

$$
\begin{equation*}
H(s)=\frac{1}{1+s T+\frac{2}{5} s^{2} T^{2}+\frac{1}{15} s^{3} T^{3}} \tag{I.142}
\end{equation*}
$$

where the $3-\mathrm{dB}$ bandwidth is given by $1.756 /(2 \pi T)$. Identifying the polynomial coefficients with those of Eq. (7.27), $T=R_{I} C_{T}$, $\frac{2}{5} T^{2}=L_{S} C_{D}, \frac{1}{15} T^{3}=R_{I} C_{I} L_{S} C_{D}$, and solving for $L_{S}, C_{D}$, and $C_{I}$ yields

$$
\begin{equation*}
L_{S}=\frac{12}{25} R_{I}^{2} C_{T}, \quad C_{D}=\frac{5}{6} C_{T}, \quad C_{I}=\frac{1}{6} C_{T} . \tag{I.143}
\end{equation*}
$$

The original bandwidth is $B W_{3 \mathrm{~dB}}=1 /\left(2 \pi R_{I} C_{T}\right)$ and the new bandwidth is $B W_{3 \mathrm{~dB}}=1.756 /(2 \pi T)=1.756 /\left(2 \pi R_{I} C_{T}\right)$, that is, the bandwidth increased by $75.6 \%$.

## Chapter 8

8.1(a) The transimpedance of the active-feedback TIA with common-source feedback device is

$$
\begin{equation*}
Z_{T}(s)=R_{T} \cdot \frac{1}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{I.144}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{T}=\frac{1}{g_{m F}}, \quad \omega_{0}=\sqrt{\frac{A_{0} g_{m F}}{C_{T} T_{A}}}, \quad Q=\sqrt{\frac{A_{0} g_{m F} T_{A}}{C_{T}}} \tag{I.145}
\end{equation*}
$$

8.1(b) Setting $Q=1 / \sqrt{2}$ and solving for $T_{A}$ yields $T_{A}=C_{T} /\left(2 A_{0} g_{m F}\right)$.
8.1(c) Inserting this time constant into the expression for $\omega_{0}$ yields

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=\frac{\sqrt{2} A_{0} g_{m F}}{2 \pi C_{T}} \tag{I.146}
\end{equation*}
$$

This is $\sqrt{2} \times$ larger than the approximation for $T_{A}=0$ given in [22, 23].
8.1(d) Combining the expressions for $\omega_{0}$ and $R_{T}$, we find the same transimpedance limit as in Eq. (6.14).
8.1(e) For the MOS common-source active-feedback TIA, the input-referral functions for the noise sources are as follows. From $i_{n, G}$ to $i_{n, T I A}$ and from $i_{n, D F}$ to $i_{n, T I A}: H^{-1}(s)=1$; from $i_{n, D}$ to $i_{n, T I A}: H_{D}^{-1}(s)=s \tilde{C}_{T} / g_{m}$ (assuming $g_{o F}=0$ ). Thus the input-referred noise current PSD is

$$
\begin{equation*}
I_{n, T I A}^{2}(f)=4 k T \tilde{\Gamma}_{F} g_{m F}+2 q I_{G}+4 k T \Gamma \frac{\left(2 \pi \tilde{C}_{T}\right)^{2}}{g_{m}} f^{2}+\ldots, \tag{I.147}
\end{equation*}
$$

where $\tilde{\Gamma}_{F}=\gamma_{F} g_{d 0 F} / g_{m F}$ and the first term of Eq. (I.147) is due to $M_{F}$.
8.1(f) For a BJT common-emitter active-feedback TIA, the input-referral functions for the noise sources are as follows. From $i_{n, B}$ to $i_{n, T I A}$ and from $i_{n, C F}$ to $i_{n, T I A}: H^{-1}(s)=1$; from $i_{n, C}$ to $i_{n, T I A}: H_{C}^{-1}(s)=s \tilde{C}_{T} / g_{m}$ (neglecting $R_{b}$ ); from $i_{n, R b}$ to $i_{n, T I A}: H_{R b}^{-1}(s)=s R_{b} C_{D}$; from $i_{n, R b F}$ to $i_{n, T I A}: H_{R b F}^{-1}(s)=g_{m F} R_{b F} /\left(1+s R_{b F} C_{b e F}\right)$. Thus the input-referred noise current PSD is

$$
\begin{align*}
I_{n, T I A}^{2}(f)= & 2 k T g_{m F}+\frac{4 k T g_{m F}^{2} R_{b F}}{1+\left(2 \pi R_{b F} C_{b e F}\right)^{2} f^{2}}+\frac{2 q I_{C}}{\beta} \\
& +2 q I_{C} \frac{\left(2 \pi \tilde{C}_{T}\right)^{2}}{g_{m}^{2}} f^{2}+4 k T R_{b}\left(2 \pi C_{D}\right)^{2} f^{2}+\ldots \tag{I.148}
\end{align*}
$$

where the relationship $g_{m F}=q /(k T) \cdot I_{C F}$ was used in the first term and $R_{b F}$ and $C_{b e F}$ are the base resistance and the base-emitter capacitance of the feedback device, respectively. The first two terms of Eq. (I.148) are due to the feedback BJT.
8.2(a) The transimpedance of the active-feedback TIA with common-drain feedback device is

$$
\begin{equation*}
Z_{T}(s)=-R_{T} \cdot \frac{1}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{I.149}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{T}=\frac{A_{0}}{\left(A_{0}+1\right) g_{m F}+g_{m b F}},  \tag{I.150}\\
& \omega_{0}=\sqrt{\frac{\left(A_{0}+1\right) g_{m F}+g_{m b F}}{C_{T} T_{A}}},  \tag{I.151}\\
& Q=\frac{\sqrt{\left[\left(A_{0}+1\right) g_{m F}+g_{m b F}\right] C_{T} T_{A}}}{C_{T}+T_{A}\left(g_{m F}+g_{m b F}\right)} . \tag{I.152}
\end{align*}
$$

With $g_{m b F}=0$ and $g_{m F} \rightarrow 1 / R_{F}$, these equations become identical to Eqs. (6.8)-(6.11).
8.2(b) Combining the expressions for $\omega_{0}$ and $R_{T}$, we find the same transimpedance limit as in Eq. (6.14).
8.2(c) The input-referral functions for the noise sources are as follows. From $i_{n, G}$ to $i_{n, T I A}$ and from $i_{n, D F}$ to $i_{n, T I A}: H^{-1}(s)=1$; from $i_{n, D}$ to $i_{n, T I A}: H_{D}^{-1}(s)=\left(s \tilde{C}_{T}+g_{m F}+g_{m b F}\right) / g_{m}$ (assuming $g_{o F}=0$ ). Thus the input-referred noise current PSD is

$$
\begin{equation*}
I_{n, T I A}^{2}(f)=4 k T \tilde{\Gamma}_{F} g_{m F}+2 q I_{G}+4 k T \Gamma \frac{\left(2 \pi \tilde{C}_{T}\right)^{2}}{g_{m}} f^{2}+\ldots \tag{I.153}
\end{equation*}
$$

where we assumed $g_{m} / g_{m F} \gg \Gamma / \tilde{\Gamma}_{F} \cdot\left(1+g_{m b F} / g_{m F}\right)^{2}$ (the white noise due to $M_{F}$ dominates that due to the input FET) and neglected the shot and induced gate noise of $M_{F}\left(\tilde{\Gamma}_{F}=\gamma_{F} g_{d 0 F} / g_{m F}\right)$. The first term of Eq. (I.153) is due to $M_{F}$.
8.3(a) The transimpedance of the current-mode TIA for $R_{S} \neq 0, C_{L}=0$ is

$$
\begin{equation*}
Z_{T}(s)=-R_{T} \cdot \frac{1-s / \omega_{z}}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{I.154}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{T}=\frac{A_{0} R_{F}-R_{S}}{A_{0}+1}, \quad \omega_{z}=\frac{A_{0} R_{F}-R_{S}}{R_{S} T_{A}},  \tag{I.155}\\
& \omega_{0}=\sqrt{\frac{A_{0}+1}{R_{S} C_{T} T_{A}}}, \quad Q=\frac{\sqrt{\left(A_{0}+1\right) R_{S} C_{T} T_{A}}}{R_{S} C_{T}+T_{A}} . \tag{I.156}
\end{align*}
$$

Neglecting the zero, which usually is located at a very high frequency, setting $Q=1 / \sqrt{2}$ for a Butterworth response, and solving for $T_{A}$, we find $T_{A} \approx 2 A_{0} R_{S} C_{T}$ (solution for $T_{A}>R_{S} C_{T}$ ). Inserting this solution into $\omega_{0}$, we find the bandwidth

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=\frac{\omega_{0}}{2 \pi}=\frac{\sqrt{2 A_{0}\left(A_{0}+1\right)}}{2 \pi T_{A}} \approx \sqrt{2} A_{0} f_{A} . \tag{I.157}
\end{equation*}
$$

Note: The bandwidth is independent of $R_{F}$ no matter which solution we pick $\left(T_{A}>R_{S} C_{T}\right.$ or $\left.T_{A}<R_{S} C_{T}\right)$.
8.3(b) The transimpedance of the current-mode TIA for $R_{S}=0, C_{L} \neq 0$ is

$$
\begin{equation*}
Z_{T}(s)=-R_{T} \cdot \frac{1}{1+s /\left(\omega_{0} Q\right)+s^{2} / \omega_{0}^{2}} \tag{I.158}
\end{equation*}
$$

where

$$
\begin{align*}
& R_{T}=\frac{A_{0} R_{F}}{A_{0}+1},  \tag{I.159}\\
& \omega_{0}=\sqrt{\frac{A_{0}+1}{R_{F} C_{L} T_{A}}}, \quad Q=\frac{\sqrt{\left(A_{0}+1\right) R_{F} C_{L} T_{A}}}{R_{F} C_{L}+T_{A}} . \tag{I.160}
\end{align*}
$$

Setting $Q=1 / \sqrt{2}$ for a Butterworth response, and solving for $T_{A}$, we find $T_{A} \approx R_{F} C_{L} /\left(2 A_{0}\right)$ (solution for $\left.T_{A}<R_{F} C_{L}\right)$. Inserting $T_{A}$ into $\omega_{0}$, we find the bandwidth

$$
\begin{equation*}
B W_{3 \mathrm{~dB}}=\frac{\omega_{0}}{2 \pi}=\frac{\sqrt{2 A_{0}\left(A_{0}+1\right)}}{2 \pi R_{F} C_{L}} \tag{I.161}
\end{equation*}
$$

Combining the expressions for $\omega_{0}$ and $R_{T}$, we find the transimpedance limit [17]

$$
\begin{equation*}
R_{T} \leq \frac{A_{0} f_{A}}{2 \pi C_{L} \cdot B W_{3 \mathrm{~dB}}^{2}} \tag{I.162}
\end{equation*}
$$

## Appendices

C.1(a) The composite jitter distribution is $\frac{1}{2}\left(1 / t_{R J}^{r m s}\right) \operatorname{Gauss}\left[\left(t_{J}-t_{D J}^{p p} / 2\right) / t_{R J}^{r m s}\right]$ $+\frac{1}{2}\left(1 / t_{R J}^{r m s}\right)$ Gauss $\left[\left(t_{J}+t_{D J}^{p p} / 2\right) / t_{R J}^{r m s}\right]$. Integrating the two (equal) tails outside of $\pm t_{T J}^{p p} / 2$ results in $B E R=\left(1 / t_{R J}^{r m s}\right) \int_{t_{J}^{p p} / 2}^{\infty} \operatorname{Gauss}\left[\left(t_{J}-\right.\right.$ $\left.\left.t_{D J}^{p p} / 2\right) / t_{R J}^{r m s}\right]+\operatorname{Gauss}\left[\left(t_{J}+t_{D J}^{p p} / 2\right) / t_{R J}^{r m s}\right] d t_{J}$. For $t_{D J}^{p p} \gg t_{R J}^{r m s}$, the second term under the integral can be neglected. Substituting $x=\left(t_{J}-t_{D J}^{p p} / 2\right) / t_{R J}^{r m s} \quad$ yields $\quad B E R=\int_{\mathcal{Q}}^{\infty} \operatorname{Gauss}(x) d x$, where $\mathcal{Q}=\left(t_{T J}^{p p}-t_{D J}^{p p}\right) /\left(2 t_{R J}^{r m s}\right)$. Thus, $t_{T J}^{p p}=t_{D J}^{p p}+2 \mathcal{Q} t_{R J}^{r m s}$.
C.1(b) For the dual Dirac distribution, $t_{T J}^{p p}=0.581 \mathrm{UI}$ and Eq. (C.1) correctly predicts $t_{T J}^{p p}=0.581 \mathrm{UI}$. For the even distribution, $t_{T J}^{p p}=0.559 \mathrm{UI}$ and Eq. (C.1) overestimates $t_{T J}^{p p}=0.581 \mathrm{UI}(+4 \%)$. Without deterministic jitter, $t_{T J}^{p p}=0.589 \mathrm{UI}$ and Eq. (C.1) underestimates $t_{T J}^{p p}=0.581 \mathrm{UI}$ (-1.4\%).
C. 2 Based on the model equations

$$
\begin{aligned}
& t_{D J}^{p p}+2 \times 7.034 t_{R I}^{r m s}=(1-0.298) \mathrm{UI}, \\
& t_{D J}^{p p}+2 \times 5.998 t_{R J}^{r m s}=(1-0.350) \mathrm{UI}, \\
& t_{D J}^{p p}+2 \times 4.753 t_{R J}^{r m s}=(1-0.412) \mathrm{UI},
\end{aligned}
$$

we find the best fit for the parameters: $t_{D J}^{p p}=0.35 \mathrm{UI}$ and $t_{R J}^{r m s}=$ 0.025 UI.
C.3(a) The data signal is not affected (all edges are translated by the same amount).
C.3(b) The clock-like data signal undergoes a duty-cycle distortion.
C. 4 Cycle-to-cycle jitter is defined as $\Delta t_{J}(n)-\Delta t_{J}(n-1)$ and the 2-period jitter is defined as $\Delta t_{J}(n)+\Delta t_{J}(n-1)$. Their rms values are equal if the period jitter $\Delta t_{J}(n)$ has a symmetric distribution, is uncorrelated (from cycle to cycle), and stationary.
D. 1 The output signal is $y(t)=A\left\{a_{0}+X\left[\sin \left(\omega_{1} t\right)+\sin \left(\omega_{2} t\right)\right]+\right.$ $\left.a_{2} X^{2}\left[\sin \left(\omega_{1} t\right)+\sin \left(\omega_{2} t\right)\right]^{2}\right\}$. After expanding and sorting with respect to frequencies, we find

$$
\begin{aligned}
y(t)= & A\left[a_{0}+a_{2} X^{2}\right] \\
& +A X\left[\sin \left(\omega_{1} t\right)+\sin \left(\omega_{2} t\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& -A \frac{1}{2} a_{2} X^{2}\left[\cos \left(2 \omega_{1} t\right)+\cos \left(2 \omega_{2} t\right)\right]  \tag{I.163}\\
& +A a_{2} X^{2}\left[\cos \left(\left(\omega_{1}-\omega_{2}\right) t\right)-\cos \left(\left(\omega_{1}+\omega_{2}\right) t\right)\right]
\end{align*}
$$

The first line represents the output offset, the second line represents the fundamental tones, the third line represents the second-order harmonic products, and the fourth line represents the second-order intermodulation products.
E. 1 The output signal equals $c_{1}$ times the input signal plus the input signal delayed by $1 / B$ plus $c_{3}$ times the input signal delayed by $2 / B$; thus, the frequency response is $H(f)=c_{1}+\exp (-j 2 \pi f / B)+c_{3} \exp (-j 4 \pi f / B)$. Its squared magnitude is

$$
\begin{align*}
|H(f)|^{2}= & {\left[c_{1}+\cos \left(\frac{2 \pi f}{B}\right)+c_{3} \cos \left(\frac{4 \pi f}{B}\right)\right]^{2} } \\
& +\left[\sin \left(\frac{2 \pi f}{B}\right)+c_{3} \sin \left(\frac{4 \pi f}{B}\right)\right]^{2} \tag{I.164}
\end{align*}
$$

and thus $|H(0)|=\left|1+c_{1}+c_{3}\right|$ and $|H(B / 2)|=\left|1-c_{1}-c_{3}\right|$, corresponding to a high-pass response for $c_{1}, c_{3}<0$.
E.2(a) The pre- and postcursor ISI are $\delta_{F}=0.05$ and $\delta_{P}=0.1$, respectively.
E.2(b) The FFE weights yielding the smallest MSE for the middle 10 bits are $c_{1}=-0.073, c_{2}=+1.192$, and $c_{3}=-0.138$. The MSE is $0.16 \cdot 10^{-3}$.
E.2(c) The DFE weights yielding the smallest MSE for the middle 10 bits are $c_{1}=-0.070, c_{2}=+1.184$, and $c_{3}=-0.120$. The MSE is $0.01 \cdot 10^{-3}$.
F. 1 The error probability as a function of the decision threshold is $B E R=\frac{1}{2}\left[\int_{V_{D T H}}^{\infty} \operatorname{Zero}\left(v_{O}\right) d v_{O}+\int_{-\infty}^{V_{D T H}} \operatorname{One}\left(v_{O}\right) d v_{O}\right]$, which can be rewritten as $\frac{1}{2}\left[1-\int_{-\infty}^{V_{\text {DTH }}} \operatorname{Zero}\left(v_{O}\right) d v_{O}+\int_{-\infty}^{V_{\text {DTH }}} \operatorname{One}\left(v_{O}\right) d v_{O}\right]$. Taking the derivative and setting it to zero leads to $\partial B E R / \partial V_{D T H}=$ $\frac{1}{2}\left[-\operatorname{Zero}\left(V_{D T H}\right)+\operatorname{One}\left(V_{D T H}\right)\right]=0$; hence the optimum decision threshold is at the intersection point $\operatorname{Zero}\left(V_{D T H}\right)=\operatorname{One}\left(V_{D T H}\right)$.
F.2(a) The probability for a pseudo error is $\operatorname{PBER}=\frac{1}{2} \int_{V_{D T H 1}}^{V_{D T H}}\left[\operatorname{Zero}\left(v_{O}\right)+\right.$ One $\left.\left(v_{O}\right)\right] d v_{0}$.
F.2(b) The probability for an actual error given the decision threshold $V_{D T H 1}$ is $B E R=\frac{1}{2}\left[\int_{V_{D T H 1}}^{\infty} \operatorname{Zero}\left(v_{O}\right) d v_{O}+\int_{-\infty}^{V_{D T H 1}} \operatorname{One}\left(v_{O}\right) d v_{O}\right]$ and the error probability given the decision threshold $V_{D T H 2}$ is $B E R=$
$\frac{1}{2}\left[\int_{V_{D T H 2}}^{\infty} \operatorname{Zero}\left(v_{O}\right) d v_{O}+\int_{-\infty}^{V_{\text {DTH } 2}} \operatorname{One}\left(v_{O}\right) d v_{O}\right]$ (cf. Problem F.1). The absolute difference of these two BERs is $\left.|\triangle B E R|=\frac{1}{2} \int_{V_{\text {DTH }}}^{V_{\text {DTH }}} \right\rvert\, \operatorname{Zero}\left(v_{O}\right)$ - One $\left(v_{O}\right) \mid d v_{O}$.

Thus, the pseudo bit-error rate is not equal to the difference of the two actual bit-error rates. However, they are approximately equal, if one distribution dominates the other within the two decision thresholds (integral bounds).
G. 1 A frame size of 255 bytes and $B E R=10^{-4}$ results in an average of $M=$ $255 \times 8 \times 10^{-4}=0.204$ bit errors per frame. The probability for 9 bit errors per frame (which is not correctable with RS $(255,239)$, assuming each error is in a different byte) can be found with the Poisson distribution as $\exp (-M) \cdot M^{9} / 9!=1.38 \cdot 10^{-12}$. Neglecting the small possibility of more than 9 bit errors per frame, this number is the frame error rate at the output of the decoder. Converting the frame error rate back to the (payload) bit error rate yields $B E R=9 /(239 \times 8) \times 1.38$. $10^{-12}=6.47 \cdot 10^{-15}$. (A more precise analysis yields $B E R=5 \cdot 10^{-15}$ [24].)
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## J

## Notation

## Voltages and Currents

- Constant voltages and currents (i.e., DC voltages and currents) are designated with uppercase letters and uppercase subscripts (e.g., $V_{G S}$ or $I_{D}$ ).
- Total instantaneous voltages and currents are designated with lowercase letters and uppercase subscripts (e.g., $v_{G S}$ or $i_{D}$ ).
- Small-signal voltages and currents in the time domain are designated with lowercase letters and lowercase subscripts (e.g., $v_{g s}$ or $i_{d}$ ). These small-signal quantities represent a small change in the total instantaneous values (e.g., $v_{g s}=\Delta v_{G S}$ or $\left.i_{d}=\Delta i_{D}\right)$.
- Phasors for voltages and currents (complex quantities that describe the amplitude and phase of a small-signal sinusoid) are designated with uppercase letters and lowercase subscripts (e.g., $V_{g s}$ or $I_{d}$ ). To avoid confusion with the notation for root spectral densities (see below), phasors may be underlined (e.g., $\underline{V}_{g s}$ or $\underline{I}_{d}$ ).
- The average value of a voltage or current signal is designated with a lowercase letter and a horizontal bar (e.g., $\bar{v}$ or $\bar{i}$ ).
- The mean-square value of a voltage or current signal is designated with a lowercase letter and a horizontal bar over the square (e.g., $\overline{v^{2}}$ or $\overline{i^{2}}$ ).
- The root-mean-square (rms) value of a voltage or current signal is designated with a lowercase letter and an $r m s$ superscript (e.g., $v^{r m s}$ or $i^{r m s}$ ).
- The peak-to-peak value (swing) of a voltage or current signal is designated with a lowercase letter and a $p p$ superscript (e.g., $v^{p p}$ or $i^{p p}$ ).


## Noise Quantities

- Instantaneous noise voltages and currents in the time domain are designated with lowercase letters and the subscript $n$ (e.g., $v_{n}$ or $i_{n}$ ).
- Mean-square noise voltages and currents, measured in a given bandwidth, are designated with $\overline{v_{n}^{2}}$ and $\overline{i_{n}^{2}}$, respectively. These quantities are also referred to as noise powers for short. The mean indicates either the time average
(for stationary noise) or the ensemble average (for nonstationary noise), as appropriate.
The mean-square noise quantities are the integral of the (output-referred) power spectral densities over the given bandwidth. The integral of inputreferred power spectral densities, however, does not lead to meaningful input-referred mean-square noise quantities.
- Root-mean-square (rms) noise voltages and currents, measured in a given bandwidth, are designated with $v_{n}^{r m s}$ and $i_{n}^{r m s}$, respectively.
The rms noise quantities are the square root of the mean-square noise quantities.
- Power spectral densities (PSD) of voltages and currents are designated with $V_{n}^{2}(f)$ and $I_{n}^{2}(f)$, respectively. These quantities are also referred to as power spectra for short. The PSDs used in this book are all one sided, and thus directly represent the noise power in a $1-\mathrm{Hz}$ bandwidth at frequency $f$.
The PSDs are the Fourier transform of the autocorrelation function of the time domain signals.
- Root spectral densities (or amplitude spectral densities) of voltages and currents are designated with $V_{n}(f)$ and $I_{n}(f)$, respectively. These quantities are also referred to as noise densities for short.
The root spectral densities are the square root of the PSDs and represent the rms noise voltage or current in a $1-\mathrm{Hz}$ bandwidth at frequency $f$.


## K

## Symbols

## Latin Symbols

| A | (i) voltage gain; (ii) current gain |
| :---: | :---: |
| $\mathcal{A}$ | element of ABCD (chain) matrix |
| $A_{0}$ | voltage gain at low frequencies |
| $a_{v}$ | normalized power-series coefficient |
| $A_{E}$ | emitter area |
| $A_{L S}$ | large-signal gain |
| $B$ | (i) bit rate; (ii) susceptance |
| $\mathcal{B}$ | element of ABCD (chain) matrix |
| $B_{0}$ | voltage gain at low frequencies of booster amplifier or bootstrap buffer |
| $B_{c}$ | correlation susceptance ( $Y_{c}=G_{c}+j B_{c}$ ) |
| $B_{\text {opt }}$ | source susceptance resulting in the minimum noise figure $\left(Y_{\mathrm{opt}}=G_{\mathrm{opt}}+j B_{\mathrm{opt}}\right)$ |
| $\tilde{B}_{\text {opt }}$ | source susceptance resulting in the minimum input-referred noise current $\left(\tilde{Y}_{\text {opt }}=\tilde{G}_{\text {opt }}+j \tilde{B}_{\text {opt }}\right)$ |
| $B_{S}$ | source susceptance ( $Y_{S}=G_{S}+j B_{S}$ ) |
| BER | bit-error rate (actually, bit-error probability) |
| $B E R_{\text {in }}$ | bit-error rate before error correction |
| $B E R_{\text {out }}$ | bit-error rate after error correction |
| $B W$ | bandwidth |
| $B W_{3 \mathrm{~dB}}$ | 3-dB bandwidth |
| $B W_{A P D}$ | bandwidth of avalanche photodetector |
| $B W_{D}$ | bandwidth of decision circuit |
| $B W_{n}$ | noise bandwidth (for white noise) |
| $B W_{n v}$ | noise bandwidth for $f^{\nu}$ noise ( $B W_{n 0}=B W_{n}$ ) |
| $B W_{\text {null }}$ | DC-to-null bandwidth |


| $B W_{O}$ | optical bandwidth |
| :---: | :---: |
| $B W_{\text {PIN }}$ | bandwidth of $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector |
| $B W_{S}$ | bandwidth of a stage |
| C | capacitor or capacitance |
| C | element of ABCD (chain) matrix |
| c | (i) speed of light in vacuum, $c=299.8 \cdot 10^{6} \mathrm{~m} / \mathrm{s}$; <br> (ii) correlation coefficient |
| $c_{v}$ | filter coefficient number $v$ |
| $C_{B}$ | load capacitance of booster amplifier |
| $C_{b c}$ | base-collector capacitance |
| $C_{b e}$ | base-emitter capacitance |
| $C_{D}$ | photodetector capacitance including parallel parasitic capacitances |
| $C_{d b}$ | drain-bulk capacitance |
| $C_{E}$ | emitter capacitor |
| $C_{F}$ | feedback capacitor |
| $C_{g d}$ | gate-drain capacitance |
| $\mathrm{C}_{g s}$ | gate-source capacitance |
| ${ }_{\sim}^{\text {Cr }}$ | input capacitance |
| $\tilde{C}_{I}$ | input capacitance for shorted output |
| $C_{L}$ | load capacitance |
| $\mathrm{C}_{0}$ | output capacitance |
| $C_{P}$ | bond-pad capacitance |
| $C_{P D}$ | internal capacitance of photodiode |
| $C_{R}$ | replica capacitor |
| $C_{s b}$ | source-bulk capacitance |
| ${ }_{C_{T}}$ | total capacitance at TIA input ( $=C_{D}+C_{I}$ ) |
| $\tilde{C}_{T}$ | total capacitance at TIA input for shorted output ( $=C_{D}+\tilde{C}_{I}$ ) |
| CMRR | common-mode rejection ratio |
| CNR | carrier-to-noise ratio |
| CSO | composite second-order distortion |
| СTВ | composite triple-beat distortion |
| D | chromatic dispersion parameter |
| D | element of ABCD (chain) matrix |
| $D_{\text {PMD }}$ | polarization-mode dispersion parameter |
| E | (i) energy; (ii) electric field |
| $E_{b}$ | energy per information bit |
| $E_{g}$ | bandgap energy |
| ER | extinction ratio |
| $F$ | (i) noise figure; (ii) excess noise factor |
| $F_{\text {min }}$ | minimum noise figure ( $F$ at $Y_{S}=Y_{\text {opt }}$ ) |
| $\tilde{F}$ | optical noise figure |
| $f$ | frequency |


| $\Delta f$ | bandwidth |
| :---: | :---: |
| $f_{A}$ | pole frequency of amplifier $\left(=1 /\left(2 \pi T_{A}\right)\right.$ ) |
| $f_{B}$ | pole frequency of booster amplifier $\left(=1 /\left(2 \pi T_{B}\right)\right.$ ) |
| $f_{b}$ | high-frequency cutoff (bandwidth) |
| $f_{c}$ | $1 / f$-noise corner frequency of noise spectrum |
| $f_{c 2}$ | $f^{2}$-noise corner frequency of noise spectrum |
| $f_{\text {cutoff }}$ | cutoff frequency of transmission line |
| $f_{\text {cutoff }, I}$ | cutoff frequency of an input transmission line |
| $f_{\text {cutoff, } O}$ | cutoff frequency of an output transmission line |
| $f_{I}$ | open-loop input pole frequency |
| $F_{M}$ | noise figure of the matching network |
| $f_{p}$ | frequency of pole |
| $f_{R b}$ | pole frequency due to the base resistance of a BJT ( $\left.=1 /\left(2 \pi R_{b} \tilde{C}_{I}\right)\right)$ |
| $f_{T}$ | unity current-gain frequency of a transistor (transition frequency) |
| $F_{\text {tot }}$ | total noise figure |
| $f_{u}$ | upper frequency bound in integral |
| G | (i) power gain; (ii) conductance |
| $G_{c}$ | correlation conductance ( $Y_{c}=G_{c}+j B_{c}$ ) |
| $G_{D}$ | photodetector conductance ( $Y_{D}=G_{D}+j B_{D}$ ) |
| $G_{D i}$ | photodetector intrinsic conductance |
| $g_{d 0}$ | drain-source conductance at zero drain-source voltage |
| $G_{M}$ | matching network output conductance ( $Y_{M}=G_{M}+j B_{M}$ ) |
| $g_{m}$ | transconductance of a transistor |
| $g_{m b}$ | bulk-input transconductance of a transistor |
| $g_{0}$ | output conductance of a transistor |
| $G_{\text {opt }}$ | source conductance resulting in the minimum noise figure $\left(Y_{\mathrm{opt}}=G_{\mathrm{opt}}+j B_{\mathrm{opt}}\right)$ |
| $\tilde{G}_{\text {opt }}$ | source conductance resulting in the minimum input-referred noise current ( $\tilde{Y}_{\text {opt }}=\tilde{G}_{\text {opt }}+j \tilde{B}_{\text {opt }}$ ) |
| $G_{S}$ | source conductance ( $Y_{S}=G_{S}+j B_{S}$ ) |
| Gauss( $x$ ) | normalized Gaussian distribution: $1 / \sqrt{2 \pi} \cdot \exp \left(-x^{2} / 2\right)$ |
| $H(f)$ | transfer function of a linear system |
| $h$ | Planck constant, $h=6.626 \cdot 10^{-34} \mathrm{Js}$ |
| $h(t)$ | impulse response of a linear system |
| $H_{0}$ | passband value of the transfer function $H(f)$ |
| $H_{C}(f)$ | current referral function from the TIA input to the collector |
| $H_{D}(f)$ | current referral function from TIA input to the drain |
| $H_{F R C}(f)$ | full raised-cosine spectrum |
| $H_{M}(f)$ | current referral function through the matching network |
| $H_{N R Z}(f)$ | spectrum of the ideal NRZ signal |
| $H_{P D}(f)$ | current referral function through the extrinsic photodetector |

$H_{R b}(f) \quad$ current referral function from the TIA input to $R_{b}$
$H_{R C}(f) \quad$ current referral function from the TIA input to $R_{C}$
$H D_{\vee} \quad \nu$ th-order harmonic distortion
$i \quad$ current
$I_{v} \quad$ Personick integral $(\nu=1,2,3)$
$i_{\text {ANT }}$
antenna current
$i_{A P D} \quad$ avalanche photodetector current
$I_{B} \quad$ base current
$i_{B D}$
balanced $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector current
$i_{B D, \text { het }}$
$I_{C} \quad$ collector current
$I_{D} \quad$ drain current
$I_{D K}$
$I_{f}$
$I_{G}$
dark current
Personick integral for $f$ noise
$i_{I} \quad$ input current
$i_{i m}^{p_{i}^{p m}}$
$i_{n}$
$i_{n, 0}$
$i_{n, 1}$
$i_{n 4}$
$i_{n 4 c}$
$i_{n 4 u}$
$i_{n, A P D}$
$i_{n, A P D, 0}$
$i_{n, A P D, 1} \quad$ noise current of an avalanche photodetector when receiving a one
$i_{n, B} \quad$ noise current at the base of a BJT
$i_{n, B D} \quad$ noise current of a balanced $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector
$i_{n, B D, \text { het }} \quad$ noise current of a balanced $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector with optical heterodyne front-end
$i_{n, C} \quad$ noise current at the collector of a BJT
$i_{n, \text { chan }} \quad$ channel noise of an FET
$i_{n, \mathrm{ckt}}$
input-referred noise current of the linear channel (circuit noise)
$i_{n, D} \quad$ noise current at the drain of an FET
$i_{n, D K} \quad$ noise current due to dark current
$i_{n \text {,front }}$
$i_{n, \text { in, } C}$
input-referred noise current of the amplifier front-end
$i_{n, \text { in }, D}$
$i_{n, \mathrm{in}, R b}$
input-referred collector noise current input-referred drain noise current input-referred base-resistance noise current

| $i_{n, G}$ | noise current at the gate of an FET |
| :---: | :---: |
| $i_{n, \text { ind }}$ | induced gate noise current of an FET |
| $i_{n, O A}$ | noise current of an optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector |
| $i_{n, O A, 0}$ | noise current of an optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector when receiving a zero |
| $i_{n, O A, 1}$ | noise current of an optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector when receiving a one |
| $i_{n, O A, S}$ | noise current of an optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector that is due to the quantum noise of the optical source |
| $i_{n, P D}$ | noise current of a photodetector |
| $i_{n, P D, 0}$ | noise current of a photodetector when receiving a zero |
| $i_{n, P D, 1}$ | noise current of a photodetector when receiving a one |
| $i_{n, P I N}$ | noise current of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector |
| $i_{n, P I N, 0}$ | noise current of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector when receiving a zero |
| $i_{n, P I N, 1}$ | noise current of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector when receiving a one |
| $i_{n, \text { PIN,het }}$ | noise current of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector with optical heterodyne front-end |
| $i_{n, R b}$ | noise current of the base resistance of a BJT |
| $i_{n, \text { res }}$ | noise current of a resistor |
| $i_{n, R I N}$ | noise current of a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector due to laser RIN noise |
| $i_{n, S}$ | noise current of the (signal) source |
| $i_{n, \text { TIA }}$ | input-referred noise current of a TIA |
| $i_{O A}$ | current of an optically preamplifier $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector |
| $I_{O S}$ | offset current |
| $i_{\text {ovl }}^{p p}$ | input overload current |
| $i_{P D}$ | photodetector current |
| $i_{\text {PIN }}$ | $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector current |
| $i_{\text {PIN,het }}$ | $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector current with optical heterodyne front-end |
| $i_{S}$ | signal current |
| $i_{\text {sens }}^{p p}$ | electrical sensitivity |
| $I M D_{v}$ | $\nu$ th-order intermodulation distortion |
| $I M D_{3 T}$ | triple-beat intermodulation distortion |
| j | imaginary unit, $j=\sqrt{-1}$ |
| K | coupling factor of optical feedback |
| $k$ | (i) Boltzmann constant, $k=1.381 \cdot 10^{-23} \mathrm{~J} / \mathrm{K}=86.18 \mu \mathrm{eV} / \mathrm{K}$; <br> (ii) magnetic coupling factor |
| $k_{\text {A }}$ | ionization-coefficient ratio |
| $K_{M}$ | available power gain of matching network ( $G_{M}$ is taken) |
| $L$ | (i) length; (ii) inductor or inductance |
| $L_{B}$ | bond-wire inductance |
| $L_{E}$ | emitter length |
| $L_{I}$ | input inductor |


| $L_{O}$ | output inductor |
| :---: | :---: |
| $L_{P}$ | parallel inductor |
| $L_{S}$ | series inductor |
| M | (i) avalanche gain; (ii) mean of Poisson distribution |
| $m$ | modulation index |
| $M_{\nu}$ | FET number $v$ |
| $M_{\text {opt }}$ | optimum avalanche gain |
| MTPR | multitone power ratio |
| $N$ | integer number |
| $n$ | (i) integer number; (ii) refractive index |
| $N_{0}$ | noise power spectral density |
| $N_{1}$ | atomic population for the ground state |
| $N_{2}$ | atomic population for the excited state |
| $n_{\text {clad }}$ | refractive index of the fiber cladding |
| $n_{\text {cor }}$ | refractive index of the fiber core |
| $N_{\text {CSO }}$ | second-order beat count |
| $N_{\text {CTB }}$ | triple-beat count |
| NECG | net electrical coding gain |
| OSNR | optical signal-to-noise ratio |
| $O S N R_{\text {req }}$ | optical signal-to-noise ratio required to meet a given BER |
| $P$ | power |
| $\bar{P}$ | average power |
| $P_{0}$ | optical power when transmitting a zero |
| $P_{1}$ | optical power when transmitting a one |
| $P_{\text {ASE }}$ | optical noise power due to amplified spontaneous emission |
| $P_{L O}$ | optical power of local oscillator |
| $\underline{P}_{\text {out }}$ | optical output power (from transmitter) |
| $\bar{P}_{\text {ovl }}$ | optical overload power |
| $P_{S}$ | optical signal power |
| $\underline{P}_{\text {sens }}$ | optical receiver sensitivity |
| $\bar{P}_{\text {sens }, A P D}$ | sensitivity of receiver with an avalanche photodetector |
| $\bar{P}_{\text {sens, het }}$ | sensitivity of coherent heterodyne receiver |
| $\bar{P}_{\text {sens, } O A}$ | sensitivity of receiver with an optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector |
| $\bar{P}_{\text {sens }, O A C}$ | sensitivity of receiver with a cascade of optical amplifiers |
| $\bar{P}_{\text {sens, } P \text { IN }}$ | sensitivity of receiver with a $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector |
| $P_{\text {sens }}^{O M A}$ | optical modulation amplitude sensitivity |
| Poisson( $n$ ) | Poisson distribution: $\exp (-M) \cdot M^{n} / n$ ! |
| PP | power penalty (in unamplified systems) |
| $\operatorname{PSD}(f)$ | power spectral density |
| $Q$ | quality factor of a pole pair $(=1 /(2 \zeta))$ |
| $Q(x)$ | Q function: $\frac{1}{2} \operatorname{erfc}(x / \sqrt{2})$ |


| $\mathcal{Q}$ | Personick Q (Q parameter) |
| :---: | :---: |
| $q$ | electron charge, $q=1.602 \cdot 10^{-19} \mathrm{C}$ |
| $Q_{\nu}$ | bipolar transistor number $v$ |
| $\mathcal{Q}_{\text {in }}$ | Personick Q needed for $B E R_{\text {out }}$ with error correction |
| $\mathcal{Q}_{\text {out }}$ | Personick Q needed for $B E R_{\text {out }}$ without error correction |
| $R$ | resistor or resistance |
| $\mathcal{R}$ | responsivity |
| $r$ | (i) run length; (ii) code rate |
| $R_{0}$ | characteristic impedance (if real) |
| $R_{\text {ANT }}$ | antenna resistance |
| $\mathcal{R}_{\text {APD }}$ | responsivity of an avalanche photodetector |
| $R_{B}$ | (i) base resistor; (ii) load resistor of booster amplifier |
| $R_{b}$ | base resistance |
| $R_{C}$ | collector resistor |
| $R_{D}$ | (i) drain resistor; (ii) resistor in photodiode simulator |
| $R_{E}$ | emitter resistor |
| $R_{F}$ | feedback resistor |
| $R_{g}$ | gate resistance |
| $R_{I}$ | input resistance (resistor) |
| $R_{L}$ | load resistor |
| $R_{n}$ | noise resistance ( $=V_{n 4}^{2} /(4 k T)$ ) |
| $R_{O}$ | output resistance (resistor) |
| $R_{P D}$ | internal series resistance of photodiode |
| $R_{S}$ | (i) shunt resistor; (ii) source resistor |
| $R_{T}$ | (i) transresistance ( $=Z_{T}$, if $Z_{T}$ is real); (ii) thermistor |
| RIN | relative intensity noise spectrum |
| $S$ | (i) optical power spectral density; (ii) S parameter |
| $s$ | complex frequency variable |
| $S_{\mu \nu}$ | S parameter from port $v$ to port $\mu$ |
| $S_{\text {ASE }}$ | power spectral density due to amplified spontaneous emission in both polarization modes $\left(=2 S_{A S F}^{\prime}\right)$ |
| $S_{A S E}^{\prime}$ | power spectral density due to amplified spontaneous emission in a single polarization mode |
| SNR | signal-to-noise ratio |
| $T$ | (i) temperature; (ii) bit interval ( $=1 / B$ ) |
| $\Delta T$ | pulse spreading ( $=2 \sigma_{T}$ ) |
| $t$ | time |
| $T_{A}$ | time constant of amplifier $\left(=1 /\left(2 \pi f_{A}\right)\right)$ |
| $T_{B}$ | time constant of booster amplifier ( $=1 /\left(2 \pi f_{B}\right)$ ) |
| $t_{D D J}$ | data-dependent jitter |
| $t_{D J}$ | deterministic jitter |
| $T_{\text {in }}$ | input pulse width ( $=2 \sigma_{\text {in }}$ ) |
| $t_{J}$ | timing jitter (absolute jitter or time interval error) |


| $\Delta t_{J}$ | period jitter (cycle jitter) |
| :---: | :---: |
| $t_{\text {JTOL }}$ | jitter tolerance |
| $T_{\text {out }}$ | output pulse width ( $=2 \sigma_{\text {out }}$ ) |
| $t_{R J}$ | random jitter |
| $T_{S}$ | symbol interval |
| $t_{S}$ | sampling instant |
| $t_{S J}$ | sinusoidal jitter |
| $t_{T J}$ | total jitter |
| THD | total harmonic distortion |
| $v$ | voltage |
| $V_{\text {AGC }}$ | automatic gain control voltage |
| $V_{\text {APD }}$ | avalanche photodetector bias voltage |
| $v_{A S}$ | aggressor signal voltage |
| $v_{B}$ | voltage from bottom-level hold |
| $V_{B E}$ | base-emitter voltage |
| $V_{\text {BI }}$ | bias voltage |
| $v_{c}$ | carrier velocity |
| $V_{C C}$ | positive power-supply voltage of a bipolar circuit |
| $V_{D D}$ | positive power-supply voltage of an FET circuit |
| $V_{D S}$ | drain-source voltage |
| $V_{\text {DTH }}$ | decision threshold voltage (slice level) |
| $V_{E}$ | voltage of vertical eye opening |
| $V_{E E}$ | negative power-supply voltage of a bipolar circuit |
| $V_{G S}$ | gate-source voltage |
| $v_{I}$ | input voltage |
| $v_{I, o v l}^{p p}$ | maximum permissible input voltage swing |
| $v_{I N}$ | voltage at inverting input |
| $v_{I P}$ | voltage at noninverting input |
| $V_{M}$ | voltage at midpoint of voltage divider |
| $v_{n}$ | noise voltage |
| $v_{n, 0}$ | noise voltage when receiving a zero |
| $v_{n, 1}$ | noise voltage when receiving a one |
| $v_{n 4}$ | noise voltage in the 4-parameter noise model |
| $v_{n, \text { TIA }}$ | noise voltage at the output of the TIA |
| $v_{O}$ | output voltage |
| $v_{O, o v l}^{p p}$ | maximum permissible output voltage swing |
| $V_{\text {OCM }}$ | common-mode output voltage |
| $v_{\text {ON }}$ | voltage at inverting output |
| $v_{O P}$ | voltage at noninverting output |
| $V_{\text {OS }}$ | offset voltage |
| $V_{\text {OSN }}$ | offset-control voltage at the inverting input |
| $V_{\text {OSP }}$ | offset-control voltage at the noninverting input |
| $V_{\text {PIN }}$ | $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector bias voltage |


| $V_{R}$ | voltage drop across resistor |
| :---: | :---: |
| $V_{\text {ReF }}$ | reference voltage |
| $v_{S}$ | (i) signal voltage; (ii) source voltage |
| $V_{S S}$ | negative power-supply voltage of an FET circuit |
| $V_{T}$ | thermal voltage, $V_{T}=k T / q=25.256 \mathrm{mV} @ 20^{\circ} \mathrm{C}$ |
| $v_{T}$ | voltage from top-level hold |
| $V_{T H}$ | threshold voltage |
| $v_{X}$ | crosstalk voltage |
| W | width |
| $W_{A}$ | absorption layer width |
| $W_{E}$ | emitter width |
| $W_{M}$ | multiplication layer width |
| $X$ | amplitude of the input signal $x$ |
| $x$ | (i) input signal to filter or amplifier; (ii) space coordinate |
| $X T_{v}$ | crosstalk from aggressor number $v$ |
| $Y$ | admittance |
| $y$ | output signal from filter or amplifier |
| $Y_{c}$ | correlation admittance ( $=\mathrm{G}_{c}+j B_{c}$ ) |
| $Y_{D}$ | photodetector admittance ( $=G_{D}+j B_{D}$ ) |
| $Y_{M}$ | matching network output admittance ( $Y_{M}=G_{M}+j B_{M}$ ) |
| $Y_{\text {opt }}$ | source admittance resulting in the minimum noise figure $\left(=G_{\mathrm{opt}}+j B_{\mathrm{opt}}\right)$ |
| $\tilde{Y}_{\text {opt }}$ | source admittance resulting in the minimum input-referred noise current $\left(=\tilde{G}_{\text {opt }}+j \tilde{B}_{\text {opt }}\right)$ |
| $Y_{S}$ | source admittance ( $=G_{S}+j B_{S}$ ) |
| Z | impedance |
| $z$ | output signal from decision circuit |
| $Z_{D}$ | photodetector impedance ( $=1 / Y_{D}$ ) |
| $Z_{I}$ | input impedance |
| $Z_{O}$ | output impedance |
| $Z_{T}$ | transimpedance |
| $Z_{T L, I}$ | characteristic impedance of an input transmission line |
| $Z_{T L, O}$ | characteristic impedance of an output transmission line |

## Greek Symbols

| $\alpha$ | absorption coefficient |
| :--- | :--- |
| $\alpha_{\nu}$ | coefficient for $f^{\vee}$ noise |
| $\beta$ | current gain of a bipolar transistor |
| $\Gamma$ | Ogawa's noise factor (for channel and induced gate noise of |
|  | a FET) |


| $\tilde{\Gamma}$ | Ogawa's noise factor without the induced gate noise <br> $\left(=\gamma g_{d 0} / g_{m}\right)$ <br> channel-noise factor of FET |
| :--- | :--- |
| $\gamma$ | (i) decision threshold offset error normalized to the signal <br> swing; (ii) Dirac's delta function; (iii) gate-noise factor of |
| $\delta$ | FET |

## Special Symbols

| $\approx$ | approximately equal to |
| :--- | :--- |
| $\propto$ | proportional to $(y \propto x$ means $y=$ const $\cdot x)$ |
| $*$ | complex conjugate |

## L

## Acronyms

A/D
AC
ADC
AGC
AM
AOC
APD
APON
ARQ
ASD
ASE
ASK
ATC
ATM
AWG
BCH
BER
BERT
BGA
BiCMOS
BJT
BPON
BPSK
BUJ
BW
CATV
CDR
CID
CML CMOS
analog-to-digital (converter)
alternating current
analog-to-digital converter
automatic gain control
amplitude modulation
automatic offset control (or cancellation)
avalanche photodetector (or photodiode)
ATM passive optical network automatic repeat request
amplitude spectral density
amplified spontaneous emission
amplitude-shift keying
automatic (or adaptive) threshold control asynchronous transfer mode
arrayed waveguide grating
Bose-Chaudhuri-Hocquenghem (code)
bit-error rate
bit-error rate test set
ball grid array
BJT + CMOS
bipolar junction transistor
broadband passive optical network
binary phase-shift keying
bounded uncorrelated jitter
bandwidth
community-antenna television
clock and data recovery
consecutive identical digits
current-mode logic
complementary MOS

| CMRR | common-mode rejection ratio |
| :---: | :---: |
| CMU | clock multiplication unit |
| CNR | carrier-to-noise ratio |
| CO | central office |
| CPM | cross-phase modulation |
| CRZ | chirped return-to-zero (modulation) |
| CS-RZ | carrier-suppressed return-to-zero (modulation) |
| CSO | composite second-order (distortion) |
| CTB | composite triple-beat (distortion) |
| CW | continuous wave |
| D/A | digital-to-analog (converter) |
| DA | distributed amplifier |
| DAC | digital-to-analog converter |
| DBPSK | differential binary phase-shift keying |
| DC | direct current |
| DCD | duty-cycle distortion (jitter) |
| DCF | dispersion compensating fiber |
| DDA | differential difference amplifier |
| DDJ | data-dependent jitter |
| DEC | decision circuit |
| DFB | distributed feedback (laser) |
| DFE | decision-feedback equalizer |
| DGD | differential group delay |
| DHBT | double heterojunction bipolar transistor |
| DJ | deterministic jitter |
| DLL | delay-locked loop |
| DMT | discrete multitone (modulation) |
| DMUX | demultiplexer |
| DOP | degree of polarization |
| DP-QPSK | dual-polarization quadrature phase-shift keying |
| DPSK | differential phase-shift keying |
| DQPSK | differential quadrature phase-shift keying |
| DSF | dispersion-shifted fiber |
| DSL | digital subscriber line |
| DSP | digital signal processor |
| DUT | device under test |
| DWDM | dense wavelength division multiplexing |
| E/O | electrical to optical (converter) |
| ECL | emitter-coupled logic |
| EDC | electronic dispersion compensation |
| EDFA | erbium-doped fiber amplifier |
| EFEC | enhanced forward error correction |
| EFM | Ethernet in the first mile |


| EM | electromagnetic |
| :---: | :---: |
| EPON | Ethernet passive optical network |
| Er | erbium |
| ER | extinction ratio |
| ESCON | enterprise systems connection |
| ESD | electrostatic discharge |
| EVM | error vector magnitude |
| FDDI | fiber distributed data interface |
| FEC | forward error correction |
| FET | field-effect transistor |
| FFE | feedforward equalizer |
| FIR | finite impulse response (filter) |
| FITL | fiber in the loop |
| FM | frequency modulation |
| FOPA | fiber optical parametric amplifier |
| FP | Fabry-Perot (laser) |
| FSAN | full service access network |
| FSE | fractionally spaced equalizer |
| FSK | frequency-shift keying |
| FTTC | fiber to the curb |
| FTTdp | fiber to the distribution point |
| FTTH | fiber to the home |
| FTTP | fiber to the premise |
| FWHM | full width at half maximum |
| FWM | four-wave mixing |
| GaAs | gallium-arsenide |
| GbE | gigabit Ethernet |
| GBW | gain-bandwidth (product) |
| Ge | germanium |
| GPON | gigabit-capable passive optical network |
| GRIN | graded index |
| GVD | group-velocity dispersion |
| HBT | heterojunction bipolar transistor |
| HD | harmonic distortion |
| HEMT | high electron-mobility transistor |
| HFC | hybrid fiber-coax (network) |
| HFET | heterostructure field-effect transistor |
| HPF | high-pass filter |
| I/V | current versus voltage |
| IC | integrated circuit |
| IEEE | institute of electrical and electronics engineers |
| IF | intermediate frequency |
| IFWM | intrachannel four-wave mixing |

IIN interferometric intensity noise
IIP3 input-referred 3rd-order intercept point
IM/DD intensity modulation with direct detection
IMD
InGaAs
InGaAsP
InP
intermodulation distortion
indium-gallium-arsenide
indium-gallium-arsenide-phosphide

IP

ISDN
ISI
IXPM
JFET
indium-phosphide
Internet protocol
intellectual property

JTOL
integrated services digital network
intersymbol interference
intrachannel cross-phase modulation

- jitter tolerance

LA limiting amplifier
LAN local-area network
LD
LDPC low-density parity-check (code)
LED light-emitting diode
LF low frequency
LMS least-mean-square (algorithm)
LO local oscillator
LOP loss of power
LOS loss of signal
LPF
low-pass filter
MA
MAC
main amplifier
MAN
MCM
MES
MESFET
medium access control
metropolitan-area network
multi-chip module

MLSE
MMF
MMIC
MODFET
MOS
MOSFET
MPEG
metal-semiconductor
MES + FET
maximum likelihood sequence estimation
multimode fiber
monolithic microwave IC
modulation-doped field-effect transistor
metal-oxide-semiconductor

MPEG
MOS + FET

MPI
moving picture experts group
MQW
multipath interference
MSE
multiple quantum well
MSM
mean-square error
MTPR
metal-semiconductor-metal (photodetector)
multitone power ratio

MUX multiplexer
NA numerical aperture
Nd
neodymium
NECG
NF
NIC
NRZ
NRZ1
NTSC
NWA
NZ-DSF
net electrical coding gain
noise figure
negative impedance converter
non-return-to-zero (modulation)
non-return-to-zero change-on-ones (modulation)
national television systems committee

O/E
OA
OADM
OC
OEIC
OFDM
OLT
OMA
ONU
OOK
OPA
OSI
OSNR
OTDM
OTN
OTU
OXC
P2MP
P2P
PAM
PAR
PC
PCS
PD
PDF
PDM
PHEMT
PHFET
PHY
PIC
PJ
PLL
network analyzer
nonzero dispersion-shifted fiber
optical to electrical (converter)
optical amplifier
optical add-drop multiplexer
optical carrier
optoelectronic integrated circuit
orthogonal frequency division multiplexing
optical line termination
optical modulation amplitude
optical network unit
on-off keying
optical parametric amplifier
open systems interconnection
optical signal-to-noise ratio
optical time-division multiplexing
optical transport network
optical transport unit
optical cross connect
point-to-multipoint (network)
point-to-point (connection)
pulse amplitude modulation
peak-to-average ratio
polarization controller
physical coding sublayer (Ethernet sublayer)
photodetector (or photodiode)
probability density function
polarization division multiplexing
pseudomorphic high electron-mobility transistor
pseudomorphic heterostructure field-effect transistor
physical layer (OSI model)
photonic integrated circuit
periodic jitter
phase-locked loop

| PM | phase modulation |
| :--- | :--- |
| PMA | physical medium attachment (Ethernet sublayer) |
| PMD | polarization-mode dispersion |
|  | physical medium dependent (Ethernet sublayer) |
| PMF | polarization-maintaining fiber |
| POF | plastic optical fiber |
| PON | passive optical network |
| POTS | plain old telephone service |
| PP | power penalty |
|  | peak-to-peak (value) |
| PRBS | pseudorandom bit sequence |
| PSD | power spectral density |
| PSK | phase-shift keying |
| PSP | principal state of polarization |
| PSRR | power-supply rejection ratio |
| PSTN | public switched telephone network |
| QAM | quadrature amplitude modulation |
| QPSK | quadrature phase-shift keying |
| RCE | resonant-cavity enhanced (photodetector) |
| RF | radio frequency |
| RFC | radio-frequency choke |
| RGC | regulated cascode |
| RIN | relative intensity noise |
| RJ | random jitter |
| RMS | root-mean-square (value) |
| RN | remote node |
| ROSA | receiver optical subassembly |
| RS | Reed-Solomon code |
| RSSI | received signal strength indicator |
| RX | receiver |
| RXEQ | receive equalizer |
| RZ | return-to-zero (modulation) |
| SAM | separate absorption and multiplication (APD) |
| SBR | single-bit response |
| SBS | stimulated Brillouin scattering |
| SCFL | source-coupled FET logic |
| SCM | subcarrier multiplexing |
| SCTE | society of cable telecommunications engineers |
| SDH | synchronous digital hierarchy |
| SDM | space division multiplexing |
| SDV | switched digital video |
| SerDes | serializer/deserializer |
|  | smale |

SFI SerDes framer interface
SFP small form-factor pluggable (module)
Si silicon
SiGe
silicon-germanium
$\mathrm{SiO}_{2}$
silicon oxide
SJ sinusoidal jitter
SMF single-mode fiber
SML spatially modulated light (detector)
SNR signal-to-noise ratio
SOA
SOI
SONET
SOP
SPICE
SPM
SRS
SSC
STM
STS
TAS
TCM
TCP
TDD
TDM
TDMA
TEGFET
THD
Ti
TIA

TIE
TIS
TJ
TOSA
TPC
TQFP
semiconductor optical amplifier
silicon on insulator
synchronous optical network
state of polarization
simulation program with integrated circuit emphasis
self-phase modulation
stimulated Raman scattering
spread spectrum clock
synchronous transport module
synchronous transport signal
transadmittance stage
time compression multiplexing
transmission control protocol
time-division duplexing
time-division multiplexing
time-division multiple access
two-dimensional electron-gas field-effect transistor
total harmonic distortion
titanium
transimpedance amplifier
time interval analyzer

TTL
TV
time interval error
transimpedance stage
total jitter
transmitter optical subassembly
turbo product code
thin quad flat pack
transistor-transistor logic
TWA
television

TWPD
TX
TXEQ
traveling-wave amplifier
traveling-wave photodetector

TZA
transmitter
transmit equalizer
transimpedance amplifier

UI unit interval
UTC uni-traveling carrier (photodetector)
VCSEL vertical-cavity surface-emitting laser
VGA
variable-gain amplifier
VLSI very large-scale integration
VNA vector network analyzer
VPD vertically illuminated photodetector
VSB
WAN
WDM
WGPD
vestigial sideband
wide-area network
wavelength division multiplexing
XOR
XPM
waveguide photodetector
exclusive-or (gate)

XT
cross-phase modulation
ZF
crosstalk
zero-forcing (algorithm)

## Index

$1 / f$ noise 236, 238
16-PAM 408
256-QAM 408
4-PAM 6,30, 403
4B/5B code 11
64-QAM 408
64B/66B code 12
8B/10B code 12, 119, 399

## $a$

ABCD parameter 185, 197, 265
absolute jitter 431
absorption layer $43,45,46,48,49,58$, $59,61,63,82,83$
absorption length 44, 45, 82
accumulated jitter 434
active feedback 347
active star network 15
active-feedback TIA 252, 346
adaptive decision-point control 472
adaptive equalizer 451
adaptive sampling-instant control 472
adaptive threshold control 469
adaptive transimpedance 188,292 , 297
of burst-mode TIA 354
adjoint network 350
aggressor channel 197
amplified spontaneous emission 67, 69, 74, 75
amplitude modulation 7,406
amplitude modulation with vestigial sideband 9, 397, 406, 441
amplitude spectral density 538
amplitude-shift keying 7
analog receiver 9
analog transmitter 9
analog-to-digital converter 4,460 , 480
antireflection coating 44
artificial transmission lines 326,327
asynchronous transfer mode 18
asynchronous transfer mode PON 18
AT\&T Bell laboratories 66
automatic gain control 60,69, 292
automatic gain control amplifier 1
automatic offset control 290, 356
automatic repeat request 475
automatic threshold control 356
autotransformer 361
available power gain 266
avalanche build-up time 61,62
avalanche gain $59,60,62,64,65,125$, 128
avalanche noise 63, 65
avalanche photodetector 43,57-60, 63-65, 69, 74, 96, 108, 125-129, 133, 151, 153, 253, 469
avalanche region 61
average value 186,537
averaged input-referred noise current density $194,202,241$

## b

balanced detection 222
balanced detector $87,88,90,128$, 284
balun 361, 363
bandgap 45
bandwidth
noise 137, 239
of 4-PAM signal 404
of analog TV signal 407
of avalanche photodetector 61
of CMOS photodiode 83-85
of communication signals 397
of decision circuit 136
of digital TV signal 410
of EDFA 68
of fiber $25,26,37$
of high-impedance front-end 209
of low-impedance front-end 207
of MSM photodetector 82
of NRZ receivers 161
of NRZ signal 399
of optical preamplifier 68
of $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector 46
of Raman amplifier 76
of receiver 153
of RZ receivers 163
of RZ signal 402
of transimpedance amplifier 188, 211
of voltage amplifier 214, 280
optical 66
bandwidth allocation 164
bandwidth headroom $229,280,311$, 315
bandwidth-efficient modulation 6,8
base resistance 237
baseband signals 7
baseline wander 11, 156, 422
bathtub curve 419, 426
BERT scan 418, 426
Bessel-Thomson response 137,214, 488
bias voltage
of avalanche photodetector 59,60
of p-i-n photodetector 46
BiCMOS technology 376
binary phase-shift keying 8,90
bipolar junction transistor 212,373
birefringence 30
bit error 109
bit-error rate 113, 417
and $E_{b} / N_{0} \quad 119$
and dynamic range 123
and forward error correction 478
and jitter 186, 437
and OSNR 141
and Personick Q 113, 399, 402, 404
and sensitivity 120
and SNR 117, 399, 402, 404
bit-error rate floor 133, 144
bit-error rate plot 132, 144
bit-error rate test set 134,418
bond-wire inductor 184, 323
booster amplifier 312, 314, 316, 386
bootstrap buffer 351, 352
bootstrapped photodetector 351
Bose-Chaudhuri-Hocquenghem code 475
bottom-level hold 354, 356, 359
bounded uncorrelated jitter 424
broadband PON 18
buried-layer shield 283
burst 13, 17, 353
burst-mode main amplifier 356
burst-mode penalty 358
burst-mode receiver $115,116,129$, 352, 353, 358, 378, 386
burst-mode transimpedance amplifier 352, 378, 386
burst-mode transmission 13, 17
Butterworth response $137,156,214$, 321, 488

## C

capacitive-feedback TIA 252, 343
carrier-suppressed return-to-zero 7, 35
carrier-to-noise ratio $118,360,408$, 410
central office $14,17,353$
chain parameter $185,197,265$
channel bits 10
channel capacity theorem 475
channel noise 232,233
channel noise factor 232
characteristic impedance 326
chatter 358
chi-square distribution $71,88,128$
chirp 38
chirped return-to-zero 7
chromatic dispersion $26,28-30,35$, 37, 38
chromatic dispersion compensation 29
circuit noise 108, 131
clad fiber 26
clock and data recovery circuit 2,208 , 402, 436
clock multiplication unit 1
clock-recovery circuit $109,168,429$, 462
closed-loop frequency response 213, 227, 297, 383
code rate 119,477
coding gain 478,479
coherent detection 4,35
coherent detection with phase and polarization diversity 90
coherent detector $90,94,108$
coherent receiver $30,32,53,90$, 377
color grading 415
common-base feedforward TIA 301
common-base input stage 301
common-emitter input stage 305
common-gate feedforward TIA 302, 384
common-gate input stage 301,383
common-source input stage 305
community-antenna television 8,58 , 360, 407, 410
complementary metal-oxidesemiconductor $82,84,373$
composite distortions 446
composite second order 360, 447
composite triple beat 360,447
confocal waveguide 24
continuous wave 1
continuous-mode receiver 115,116
continuous-mode transmission 12
copackaging of receiver 77,323 , 363
coplanar waveguides 283
Corning glass works 24
correlated noise current 262
correlation admittance 262
correlation coefficient 233, 261
cost function 456
coupling factor of optocoupler 345
critically damped response 488
cross-phase modulation 32
crosstalk 32-34, 156, 197-199
current amplifier 343,349
current attenuator 298
current buffer 301, 320
current conveyor 320
current conveyor TIAs 320
current follower 301
current-mode circuit 349
current-mode transimpedance amplifier 349
cutoff-frequency spacing 310,311 , 312, 315
cycle jitter 432
cycle-to-cycle jitter 432
d
dark current $45,56,57,64,65,74$, 151
data-dependent jitter 189, 190, 421, 422
DC balance $10,12,117$
DC input current control 289, 292, 344, 345, 362
DC overload control 291, 377
DC wander 11
decision circuit 109, 110, 112, 119, $136,165,167,431,455,469$, 478, 479
decision feedback 452
decision point 421,469
decision threshold control 469
decision threshold offset 123, 149
decision threshold voltage 109, 112-114, 134, 149, 353, 421, 469
decision-directed mode 457
decision-feedback equalizer 455
decision-point control 469, 472
decision-point steering 472
decoupling capacitors 283
delay interferometer 87,88
demultiplexer 2
dense wavelength division multiplexing 26
depletion layer 82-85
describing function 443
detected optical power 122
detector model 108
detector noise 108
deterministic jitter 191, 417, 418, 424
dielectric stack 83
differential binary phase-shift keying 88
differential group delay 30
differential phase-shift keying 8,86 , 147
differential quadrature phase-shift keying $8,88,90,285$
differential TIA $85,87,93,182,192$, 238, 284, 285, 308, 356, 376, 380, 381, 383, 389
diffusion current 46, 47, 61
digital signal processor $4,10,30,91$, 108, 460
digital-to-analog converters 4
direct bandgap 82
direct detection 35
discrete multitone 408, 441, 446
dispersion
chromatic 28,35
group-velocity 28
modal 27
polarization-mode 30
dispersion compensating fiber 29
dispersion compensation 29,30
dispersion parameter 28
dispersion-shifted fiber 29
distortion cancellation 363
distributed amplifier 50,325
distributed amplifier front-end 326
distributed gain 76, 77
dithering 458
double-core waveguide photodetector 49
double-pass scheme 44
downstream direction 17
drift field $43,46,57,82$
drift of baseline 11
driving point impedance 181
dual Dirac model 425
dual-polarization quadrature
phase-shift keying 90
dummy TIA 287, 382
duobinary 7
duty-cycle distortion jitter 423, 471
dynamic range
electrical 124
of $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector 57
of receiver 61, 123, 133
of transimpedance amplifier 186, 294, 297
optical 124

## e

$E_{b} / N_{0} \quad 118,120,400,405,479$
edge-coupled APD 63
edge-coupled photodetector 46, 49, 58
effective noise figure 77
electrical dB 118
electrical receiver sensitivity 120
electron-hole pair 82
electronic dispersion compensation 28, 30, 31
envelope delay 189
equalizer $30,31,83,86,170,209,452$
adaptive 451
decision-feedback 455
feedforward 453
fractionally spaced 454
postcursor 456
precursor 456
synchronous 454
equivalent input noise current 191
equivalent-time sampling oscilloscope 415, 431
erbium ion 67-69,75
erbium-doped fiber $66,67,69$
erbium-doped fiber amplifier 25,66 , 69, 72
error propagation 456,480
error vector magnitude 449
Ethernet 5, 6, 13, 14
Ethernet PON 18
evanescently coupled waveguide photodetector 49
excess bandwidth 169
excess noise factor 64, 233
exhaustive search 457
external quantum efficiency 45
extinction ratio $56,123,146,152$, 173, 174
eye diagram $157,166,413,421,422$, 492
eye margin 418
eye monitor 456,469
eye opening 162
eye pattern 413
$f$
fast Ethernet 5,11
federal communications commission 408, 448
feeder fiber 17
feedforward equalizer 453
feedforward TIA 301, 384
fiber attenuation 23
fiber bandwidth 25, 26, 37
fiber distributed data interface 5,12 , 15
fiber heater 88
fiber loss 23
fiber optical parametric amplifier 25 , 75
fiber-to-the-curb system 17
fiber-to-the-home system 17, 26
fibre channel 12, 15
finite impulse response filter 453
flicker noise 139, 236
flip-chip bonding 78
forward error correction $14,123,143$, 409, 457, 469, 475
four-parameter noise model 261
four-wave mixing 32
fractionally spaced equalizer 454
frequency modulation 7,406
Friis noise formula 266

## $g$

gain
of avalanche photodetector 59,125
of coding 478
of EDFA 69
of optical amplifier 68,125
of Raman amplifier 76
of voltage amplifier 211, 279
gain compression $57,442,443$
gain switching 355
gain-bandwidth independence 349
gain-bandwidth product 62
gallium-arsenide technology 387, 389
gas lens 24
gate noise factor 233
Gaussian distribution $55,71,112$, $113,128,133,424,427$
Gaussian jitter 428
Gaussian noise 112, 120, 162, 475
Gaussian pulse 36
Gaussian spectrum 36
germanium 78
gigabit Ethernet 12, 14, 15
gigabit-capable PON 18
golden PLL 429
graded-index multimode fiber 27
gradient descent 458, 459
Gray code 6
gross electrical coding gain 478
group delay 490
group-delay variation 156, 189, 492
group-velocity dispersion 28

## $h$

half sections 330
hard-decision decoder 479
harmonic distortion 443, 445, 446
heterodyne receiver $53,54,91$
heterojunction bipolar transistor 373
heterostructure field-effect transistor 373
high-impedance front-end 207, 252, 344
high-probability jitter 428
higher-order modulation format 6,8
homodyne receiver 90
horizontal eye closure 417,456
horizontal eye margin 418,419
horizontal eye opening 417, 454, 456
hybrid fiber-coax $8,58,360,407$, 410
hysteresis comparator 355
impact ionization 59,60
induced gate noise 232,233
information bits 10
information capacity theorem 475
input overload current $123,186,212$, 292, 294, 298, 300
input-referral function 234, 237, 238, 256, 259, 265, 266
input-referred 3rd-order intercept point 445
input-referred mean-square noise current 193, 239, 243
input-referred noise current 191, 192, 230, 261, 305, 311
input-referred noise current density 193
input-referred noise current PSD 192, 195, 196, 231, 235, 238, 239, 241
input-referred rms noise current 193, 195, 238-240, 242, 252, 305
integrate and dump 167,210, 345
integrated photodetector 77, 253
integrating front-end 210,343
intensity modulation 7,9,35
interferometer 86
interleaver 476
intermediate frequency 91
intermodulation distortion 445, 447
internal quantum efficiency 45
Internet 14,18
intersymbol interference 153,154 , 166, 169, 413, 451
intersymbol-interference induced jitter 423
intrachannel cross-phase modulation 33
intrachannel four-wave mixing 33
intradyne receiver 91
intrinsic photodetector 181, 185, 192, 197
ionization-coefficient ratio 62,64,80
ISI canceler 451

## j

jitter 182, 186, 413, 495
absolute 431
accumulated 434
bounded-uncorrelated 424
cycle 432
cycle-to-cycle 432
data-dependent 189, 421, 422
deterministic 417, 424
duty-cycle distortion 423
Gaussian 428
high-probability 428
intersymbol-interference-induced 423
long-term 434
narrowband 428
period 432
periodic 424
random 417, 421, 424
sampling $165,167,436$
short-term 434
sinusoidal 424
total 426, 427, 437
jitter analyzer 431
jitter generation 191
jitter histogram 421
jitter PSD 429, 431
jitter tolerance 436, 437
jitter transfer 429
jitter trend 429

## k

Kerr effect 32
Kirchhoff's current law 87, 93, 363, 461

## I

large-signal gain 442, 443
laser diode 1
laser driver 1
lattice mismatch 78
least-mean-square algorithm 458
level separation mismatch ratio 188
light-emitting diode 345
limiting amplifier $1,109,188,422$
limiting transimpedance amplifier 279
line code 11, 353
linear channel 108-111, 119, 441, 451
linear regime 294, 297
link budget 124
local area network 14
local oscillator 53, 90
logarithmic amplifier 299, 354
long-haul transmission $6,14,23,25$, $27,35,77,139$
long-term jitter 434
look ahead 462
loop unrolling 462
loss
of fiber 23
of transmission line 330
loss of signal 291
low-density parity-check code 477, 479
low-frequency cutoff $156,183,417$, 422
low-impedance front-end 207, 208, 242, 325, 360
low-noise amplifier 222

## m

m-derived half sections 330
main amplifier $2,107,183,279$
mark density 11,12
matched filter $119,147,165,166,400$, 405
maximum input current for linear operation 187, 199, 292
maximum likelihood sequence estimator 166, 451
mean-square error 457, 458
mean-square value 537
metal-semiconductor field-effect transistor 80,373
metal-semiconductor-metal photodetector 79
microstrip lines 283
microwave photonics 360
minimum noise figure 196, 263
minority carrier 82,83
modal dispersion 27
modified matched filter 165
modified zero-forcing algorithm 462
modulation code 11
modulation index 131
modulator 1
modulator driver 1
molecular vibration 34,76
multi-chip module 78
multiband OFDM 10
multichannel TIA 197
multimode fiber 27, 452
multipath channel 454
multipath interference noise 70
multiple quantum well 62
multiplexer 1,462
multiplication factor 59
multiplication region 58,59, 63
multiplying digital-to-analog converter 461
multistage amplifier 228, 382
multitone power ratio 448

## n

national television systems committee 406
negative capacitance 352
net electrical coding gain 478
network analyzer 183, 184
noise
and bit-error rate 111
non-Gaussian 128
of analog receiver 131
of avalanche photodetector 63
of balanced detector 88,93
of coherent detector 93
of distributed amplifier front-end 329
of optical amplifier 69
of $\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector 54
of receiver 110
of transimpedance amplifier 191, 230
noise bandwidth $119,120,126,127$, 137, 139, 167, 170, 194, 239, 305
noise canceling 252, 309
noise corrupted decision threshold 115, 129, 358
noise enhancement 454
noise equivalent bandwidth 137
noise figure $72-76,97,126,142,196$, 257, 263, 266, 267
noise matching $252,254,257,322$, 361
noise optimization 242
noise parameter 196, 260
noise resistance 196, 263
noise-loaded BER 145
non-Gaussian noise $55,65,71,88$, 128, 129
non-return-to-zero $5,25,37,112$, 117, 119, 153, 161, 168, 186, 397, 413
non-return-to-zero change-on-ones 5
nondominant pole 227
nonlinear TIA 299, 354
nonlinearity 441
and composite second-order distortion 447
and composite triple-beat distortion 447
and error vector magnitude 449
and gain compression 442, 443
and harmonic distortion 443
and intermodulation distortion 445
and multitone power ratio 448
of decision circuit 109
of decision-feedback equalizer 456
of fiber 32
of intensity modulation with direct detection 35
nonzero dispersion-shifted fiber 35
Nyquist bandwidth 169

## 0

offset control 289, 356, 381
offset voltage 289, 290
Ogawa's noise factor 233, 256
on-off keying 7
open-loop frequency response 213, 215, 227, 383
open-loop pole $214,269,295,297$, 301
open-loop TIA 301
optical amplifier $68,72,140,208,469$, 295
erbium-doped fiber amplifier 25 , 66
fiber optical parametric amplifier 25, 75
Raman amplifier 25, 75
semiconductor optical amplifier 66
optical carrier 14,123
optical dB 118
optical duobinary 7,30
optical fiber $23,25,26$
optical field 32
optical filter 66,68,70
optical in-line amplifier $25,77,139$, 141
optical isolator 66,67
optical modulation amplitude 122
optical noise figure 74
optical overload power 123, 133, 294
optical receiver sensitivity 121,125 , 126, 140, 294
optical signal-to-noise ratio 71,120 , 141, 142
optical signal-to-noise ratio budget 142
optical signal-to-noise ratio limit 144
optical signal-to-noise ratio penalty 143
optical transport network 14
optical-feedback TIA 252,345
optically preamplified $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector $43,63,66,69,73,74,108$, 125-127, 129, 253
optimum APD gain 65,128
optimum decision threshold 469
optimum receiver bandwidth 153
optimum receiver response 165,166
optimum slice level 471
optimum source admittance 196, 257, 264
optoelectronic integrated circuit 78
optoelectronic repeater 24
orthogonal frequency division multiplexing $10,408,441,446$
oscilloscope $195,414,427,431,432$, 434
output buffer $279,384,388$
overhead section 13
overload limit $123,133,143,294,422$
overshoot 359, 492
overshoot velocity 58

## $p$

p-i-n FET 78
$\mathrm{p}-\mathrm{i}-\mathrm{n}$ photodetector $43,47,51,54$, $56,73,78,87,108,125,126,253$, 345, 360
package parasitics $46,48,61,192,323$
parallel optical interconnect 197
passband signals 7
passive optical network $17,18,353$, 360
passive star network 15
peak detector 290, 293, 354, 357-359
peak-to-average ratio 408, 448
peak-to-peak value 186,537
peaking 489
penetration depth 44
period jitter 432, 434
periodic jitter 424
Personick integral 138, 139
Personick Q 113, 143, 399, 401, 405, 427
phantom zero 227
phase distortion 189
phase linearity $156,189,422,490,492$
phase margin 418
phase modulation 7,86
phase noise 431,435
phase synchronization 327, 330
phase-insensitive amplifier 75
phase-locked loop 90, 414, 418, 429, 431, 434
phase-sensitive amplifier 75
phasor 537
phonon 32, 34, 76
photodetector 1, 43, 183, 188, 191, 195
photodetector capacitance 184, 188, 192, 211, 243, 244, 249, 256, 301
photodetector intrinsic conductance 197
photodetector simulator 183
photonic integrated circuit 78,91
photonic microwave link 362
physical coding sublayer 4
physical layer 4
physical medium attachment 4
physical medium dependent 4
piezoelectric fiber stretcher 88
planarity 78
plastic optical fiber 24
point-to-multipoint network 15,17
point-to-point connection 14
Poisson distribution 55,135
polarization controller 31
polarization diversity 32
polarization division multiplexing 8
polarization filter 70
polarization maintaining fiber 31
polarization-mode dispersion 30 , 451
polarization-mode dispersion compensation 31
polarization-mode dispersion parameter 31
pole quality factor 213,488
pole spacing $303,306,310,312$
population inversion 69,75
post amplifier $2,248,279$
postcursor equalizer 456
postcursor ISI 155, 453, 454
power budget 124
power penalty 148,153
and crosstalk 198
and decision threshold offset 149
and detector dark current 151
and extinction ratio 152
and fiber alignment 27
and finite receiver bandwidth 158
and intersymbol interference 158
and polarization-mode dispersion 31
and pulse spreading 37
and signal distortion 158
power spectral density 397,538
of 4-PAM signal 404
of analog TV signal 407
of digital TV signal 410
of NRZ signal 398
of RZ signal 402
power splitter/combiner 17
preamble 13, 115, 353
preamble bit 116
precursor equalizer 456
precursor ISI 155, 453, 454
primary dark current 65
principle state of polarization 31
programmable-gain amplifier 461
pseudo bit-error rate 469, 471, 472
pseudo error 470, 472
pseudo-differential amplifier 287
pseudo-differential TIA 287,288, 308, 363, 382
pseudorandom bit sequence 11,134, 399, 414, 417
pulse amplitude modulation 6,397, 403
pulse spreading $29,35-38$
pulse-width distortion 182, 186, 353, 354
pump laser 66, 69, 76
pump power 69,75,76
push-pull amplifier 361

## 9

quadrature amplitude modulation 9 , 397, 408, 441
quadrature phase-shift keying 8,30, 90, 285
quantum efficiency $44-46,51,59,63$, 73, 81-83, 122, 253

## $r$

radio frequency 9
radio over fiber 360
raised-cosine filtering $139,166,168$, 170, 408
Raman amplifier 25,75
Raman effect 75
Raman pump 76, 77
random jitter 191, 417, 421, 424
Rayleigh distribution 72
real-time sampling oscilloscope 415, 431
receive equalizer 2,451
received signal strength indicator 291, 358
receiver bandwidth $153,157,161$, 164, 189
receiver model 107, 109
receiver optical subassembly 3,78
rectangular filter 165-167
Reed-Solomon code 409, 475, 476
reflection 156, 422
regenerator 139
regulated cascode $312,324,348,384$, 385
relative intensity noise $92,131,361$
remote node 9,17
repeater 25
replica TIA 287, 288
required OSNR 141, 143, 144
reset signal 354, 355
resonant front-end 257
responsivity $51,52,57,59,69,81$, 83-85, 121, 125, 187, 253
return-to-zero $5,121,147,163,397$, 401
return-to-zero differential phase-shift keying $8,35,86$
return-to-zero differential quadrature phase-shift keying 8
Rician distribution 72
ring network 15
root spectral density 538
root-mean-square value 537
RS $(128,122) 409$
$\operatorname{RS}(255,239) 476$
run length $10,11,417$

## $S$

S parameter 184
sampling instant $109,134,413,421$, 436, 454, 469
sampling-instant control 471
sampling jitter $165,167,436$
sampling offset 167,436
sampling oscilloscope 415,430, 431
saturation current (of photodiode) 57
saturation of bipolar junction transistor 212
Schottky diode 79-81
scrambler 11
self-coherent 90
self-coherent detector 94
self-phase modulation 32,38
semiconductor optical amplifier 66
sensitivity 120
and bit rate 252
and detector capacitance 254
and dynamic range 123
and noise 120, 239
and optical signal-to-noise ratio 141
and receiver bandwidth 153
and reference bit-error rate 123
electrical 120
of analog receiver 131
of APD receiver 125,126
of coherent receiver 129
of $\mathrm{p}-\mathrm{i}-\mathrm{n}$ receiver 125,126
of receiver with optical preamplifier 125, 126
of transimpedance amplifier 194
optical 121
sensitivity limit 123, 133, 143, 294
serializer/deserializer 3
short-term jitter 434
shot noise $54,64,70,72,97,126,127$, 131, 151, 231, 237
shunt feedback 210, 287
shunt peaking 324
shunt-feedback TIA 210, 212, 217, 218, 230, 279, 284, 301, 310
sign-sign least-mean-square algorithm 462
signal-spontaneous beat noise 70,74 , 141, 146
signal-spontaneous beat noise limited noise figure 74
signal-to-noise ratio 71,113,117, 118, 120, 360, 397, 475
and 4-PAM signal 404
and NRZ signal 399
and RZ signal 402
silica glass $23,24,68,76$
silicon on insulator 82
single-bit response 155
single-mode fiber 27-29, 36, 38
sinusoidal jitter 424, 436
slice-level adjustment 469
SNR per bit 118
society of cable telecommunications engineers 408
soft-decision decoder 479, 481
soliton 38
space division multiplexing 17
spatially modulated light detector 85 , 285
spectral efficiency 10,25
spectrum analyzer $195,431,435$
speculation 462
spiral inductor $323,324,377,388$
spontaneous emission 67
spontaneous-spontaneous beat noise 70, 71, 74, 146
stagger charging 322,323
steepest descent 458
step response 495
stimulated Brillouin scattering 32
stimulated emission 67
stimulated Raman scattering 32, 33, 76
subcarrier multiplexing 9, 257, 407, 410, 441, 446
substrate coupling 283
superheterodyne radio receiver 53
synchronous digital hierarchy 11,14 , 15
synchronous equalizer 454
synchronous optical network 11,14 , 15, 123

## $t$

T-coil network 325, 330
temperature dependence of APD 60
thermal noise 108
threshold control 356
time compression multiplexing 15
time division duplexing 15
time division multiple access 17
time division multiplexing 18
time interval analyzer 431
time interval error 431
top-level hold 356, 359
total dark current 65
total harmonic distortion 187, 444
total input-referred noise current 193
total jitter 418, 426, 427, 437
total responsivity 59
training mode 457
transceiver 2,5,15, 477
transfer impedance xi, 181
transformer 361
transimpedance 164,181-184, 188, 193, 207-209, 211, 213
transimpedance amplifier 1, 107
active-feedback 252,346
adaptive 292,373
analog 360
and bootstrapped photodetector 351
and DC input current control 289
and DC overload control 291, 377
and gain control $292,354,373,378$, 386, 389
and inductive broadbanding 320, 376
and noise canceling 252,309
and noise matching 252, 254
and noise optimization 242
and offset control 289, 380, 381
and post amplifier 279
burst-mode 352, 378, 386
capacitive-feedback 252, 343
common-base 301
common-gate 301,383, 384
current-mode 349
differential $284,308,376,377,380$, 389
distributed-amplifier 325
feedforward 301
optical-feedback 252,345
regulated-cascode 312, 385
shunt-feedback $210,373,376,377$, 380-382, 387, 388
specifications 181
transimpedance limit 216-218, 224, 228-230, 243, 247, 280, 304, 310, 350
transit time $46,48,61,62,81$
transition density 10,11
translinear cross-quad 319
transmission line 49, 282
transmit equalizer 1
transmitter optical subassembly 3
transponder 3
transresistance 183
transversal filter 453
traveling-wave amplifier 330
traveling-wave photodetector 48-50
triple beat 446
tuned front-end 257
turbo code 477, 479
turbo product code 477
typical values 18

## u

uncertainty principle 75
uncorrelated noise current 262
undershoot 359
uni-traveling-carrier photodiode 58
upstream direction 17

## $v$

variable-gain amplifier 461
vector signal analyzer 449
vector signal generator 449
vertical bathtub curve 161
vertical eye closure 417, 456
vertical eye margin $162,418,419$
vertical eye opening $154,159,198$, 417, 454, 456
vertically illuminated photodetector 44, 46, 48, 49, 58, 63
vestigial sideband filter 406
victim channel 197
video overlay 360
Viterbi decoder 451
voltage swing
at TIA input 212, 286
at TIA output 212
of differential circuit 284
of high-impedance front-end 209

## W

water peak 23
waterfall curve 477
waveguide photodetector 49
wavelength division multiplexing 17, 143, 163
wavelength division multiplexing PON 18
weight perturbation 458
wideband jitter 428
wire bonding 78

## $X$

XOR gate 471

## Z

zero-forcing algorithm 458


[^0]:    Analysis and Design of Transimpedance Amplifiers for Optical Receivers, First Edition. Eduard Säckinger. © 2018 John Wiley \& Sons, Inc. Published 2018 by John Wiley \& Sons, Inc.

[^1]:    1 All wavelengths are defined in the vacuиm. In a glass fiber, which has a refractive index of about 1.5, an optical signal with $\lambda=1.55 \mu \mathrm{~m}$ has a wavelength of about $1 \mu \mathrm{~m}$.

[^2]:    2 The spectral efficiency of the NRZ format is not well defined because the NRZ spectrum is not strictly band limited (cf. Appendix A). Based on the null-to-null bandwidth, the efficiency is $0.5 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$; here we use the more conservative value of $0.4 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ [10], realized, for example, by a DWDM system with $40 \mathrm{~Gb} / \mathrm{s}$ channels on a 100 GHz grid.

[^3]:    3 Why is a 8 - to $10-\mu \mathrm{m}$ core small enough to ensure single-mode propagation of light with a wavelength of 1.3 to $1.55 \mu \mathrm{~m}$ ? It turns out that the condition for single-mode propagation is that the core diameter must be $d<\lambda \cdot 0.766 / \sqrt{n_{\text {cor }}^{2}-n_{\text {clad }}^{2}}$ [12]. Because the difference between $n_{\text {cor }}$ and $n_{\text {clad }}$ is small (less than $1 \%$ for an SMF), the core can be made quite a bit larger than the wavelength $\lambda$, simplifying the light coupling into the fiber. Another advantage of the clad fiber!

[^4]:    4 More precisely, to ensure an outage probability of $<10^{-7}$, that is, $<3$ seconds/year during which the power penalty exceeds 1 dB , we need $\overline{\Delta T}<0.1 / B$ for RZ modulation and $\overline{\Delta T}<0.07 / B$ for NRZ modulation [18].

[^5]:    5 In terms of the rms impulse spread $\sigma_{T}=\Delta T / 2$, this limit is $\sigma_{T} \leq 1 /(4 B)$.
    6 In the electrical domain, this bandwidth is the $6-\mathrm{dB}$ bandwidth, because three optical dBs convert to six electrical dBs (cf. Section 3.1).

[^6]:    1 The name heterodyne stands for "different" (=hetero) "power" (=dyn), that is, the power of the local oscillator in this receiver is at a frequency that differs from that of the received signal.

[^7]:    2 We follow the notation in [21] and write the power spectral density of the noise current $i_{n}$ as $I_{n}^{2}$ and the root spectral density as $I_{n}$, rather than the more conventional $\overline{i_{n}^{2}} / \Delta f$ and $\sqrt{\overline{i_{n}^{2}} / \Delta f}$, respectively. See Appendix J for more on the notation used in this book.

[^8]:    3 In the following, $S_{A S E}$ always refers to the noise PSD in both polarization modes, that is, $S_{A S E}=2 S_{A S E}^{\prime}$, where $S_{A S E}^{\prime}$ is the noise PSD in a single (e.g., the signal's) polarization mode.

[^9]:    4 A polarization filter between the amplifier and the $\mathrm{p}-\mathrm{i}-\mathrm{n}$ detector is not normally used as this would require a polarization-controlled input signal. If it is used, however, the spontaneous-spontaneous beat noise term in Eq. (3.19) is divided by two [41]. (The signal-spontaneous beat noise term remains unaffected, because, with or without filter, only the noise component with the same polarization as the signal participates in the beating.)

[^10]:    5 An equivalent definition for the noise figure of an optical amplifier is the ratio of the "input SNR" to the "output SNR," where both SNRs are measured in the electrical domain with an ideal photodetector $(\eta=1)$ and where the input SNR is based on shot noise only.

[^11]:    6 Sometimes the definition of $\tilde{F}$ includes the signal shot-noise term: $\tilde{F}=S_{A S E} / G \cdot \lambda /(h c)+1 / G$ [43] (cf. Eq. (I.5)).

[^12]:    1 A consequence of modeling the linear-channel noise with a single noise current generator, as opposed to a noise current and a noise voltage generator, is that $i_{n, \mathrm{ckt}}$ becomes dependent on the photodetector impedance, in particular its capacitance (cf. Chapter 6).

[^13]:    2 Non-Gaussian detector noise is often (but not always) dominated by other approximately Gaussian noise sources. The limitations of the Gaussian model are discussed in Section 4.4.

[^14]:    3 Unfortunately, the term bit-error rate is misleading because it could be interpreted as bit errors per time interval. A more accurate term would be bit-error probability or bit-error ratio, however, because the term bit-error rate is near universally accepted, we stick with it.
    4 Note that the Personick Q is different from the Q function, $Q(x)$, used in some texts [5, 6]. In fact, the Personick Q corresponds to the argument, $x$, of the Q function (cf. Appendix A ).

[^15]:    5 Sometimes ER is defined as $P_{0} / P_{1}$. Here, we follow [57] and use $P_{1} / P_{0}$, which results in $E R>1$.

[^16]:    6 With infinite bandwidth we mean that the amplitude response is flat and the phase response is linear up to frequencies well above the bit rate.

[^17]:    7 The small negative power penalty for large bandwidths is due to a consistent overshoot for the ones. In contrast to the NRZ signal where overshoot occurred for only some ones and thus did not contribute to the vertical eye opening, it does occur for every one in the RZ signal and thus does increase the vertical eye opening.

[^18]:    8 Equation (4.75) requires the filter to respond instantaneously (the input and output pulses are both centered at $t=0$ ). To make the filter realizable, the output pulse can be delayed by an arbitrary amount of time $t_{\text {delay }}$. This modification adds the linear phase factor $\exp \left(-j 2 \pi f t_{\text {delay }}\right)$ to the frequency response in Eq. (4.75) but leaves the magnitude unchanged.

[^19]:    1 M. M.-K. Liu. Principles and Applications of Optical Communications. Irwin, McGraw-Hill, Chicago, 1996.
    2 S. B. Alexander. Optical Communication Receiver Design. SPIE Press, copublished with IEE, Bellingham, WA, 1997.

[^20]:    1 Sometimes the $3-\mathrm{dB}$ bandwidth is used instead of the noise bandwidth [14]. However, the interpretation of $I_{n, T I A}^{\text {avg }}$ illustrated in Fig. 5.14 is valid only if the noise bandwidth is used.

[^21]:    a) Measured at 5\% gain compression. c) Measured at $5 \%$ THD.

[^22]:    Analysis and Design of Transimpedance Amplifiers for Optical Receivers, First Edition. Eduard Säckinger.

[^23]:    1 The quality factor $Q$ is related to the damping factor $\zeta$ as $Q=1 /(2 \zeta)$.

[^24]:    a) Estimated from the reported noise spectral density and 3-dB bandwidth.

[^25]:    1 Basically, the North American standard cable channel plan (ANSI/EIA-542) defines the channel edges at $6 \mathrm{MHz} \cdot n$ and the carriers at $6 \mathrm{MHz} \cdot n+1.25 \mathrm{MHz}$, where $n$ is a whole number. However, to avoid interference with existing radio communication channels, several small deviations from the $6-\mathrm{MHz}$ raster exist; furthermore, for historical reasons, the channel numbering contains several discontinuities [8].

[^26]:    1 SKILL is a LISP-like programming language and Spectre is a SPICE-like circuit simulators, both from Cadence Design Systems, Inc.

[^27]:    1 This is a simplified definition of jitter tolerance. In [2,5], several jitter components (SJ, DJ, and RJ) are applied simultaneously and the receiver is tested for compliance with either a BER (e.g., $B E R<10^{-12}$ ) or a power penalty (e.g., power penalty due to $\mathrm{SJ}<1 \mathrm{~dB}$ ).

[^28]:    1 J. Buckwalter, B. Analui, and A. Hajimiri. Predicting data-dependent jitter. IEEE Trans. Circuits Syst. II, CASII-51(9):453-457, 2004.

[^29]:    1 Alternatively, CSO and CTB can be defined as power ratios $\left(C S O^{2}, C T B^{2}\right)$ instead of amplitude ratios $(C S O, C T B)$; the dBc values are then calculated as $10 \log C S O^{2}$ and $10 \log C T B^{2}$, which are identical to $20 \log C S O$ and $20 \log C T B$.

[^30]:    1 Here we use the term $D F E$ for the combination of the feedforward and feedback sections. Some authors use the term $D F E$ for the feedback section only.

[^31]:    1 In general, an $\operatorname{RS}(n, k)$ code with a block length of $n$ symbols and a message length of $k$ symbols can correct $\lfloor(n-k) / 2\rfloor$ symbol errors.

