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Preface

The main objective of this book is to present all the relevant informa-
tion required for RF and micro-wave power amplifier design including
well-known and novel theoretical approaches and practical design tech-
niques as well as to suggest optimum design approaches effectively com-
bining analytical calculations and computer-aided design. This book
can also be very useful for lecturing to promote the analytical way of
thinking with practical verification by making a bridge between theory
and practice of RF and microwave engineering. As it often happens, a
new result is the well-forgotten old one. Therefore, the demonstration
of not only new results based on new technologies or circuit schematics
is given, but some sufficiently old ideas or approaches are also intro-
duced, that could be very useful in modern practice or could contribute
to appearance of new ideas or schematic techniques.

As a result, this book is intended for and can be recommended to:

� University-level professors and scientists, as possible reference and
well-founded material for creative research and teaching activity
that will contribute to strong background for graduate and postgrad-
uate students

� R & D staff, to combine the theoretical analysis and practical aspect
including computer-aided design and to provide a sufficient basis for
new ideas in theory and practical circuit technique

� Practicing RF designers and engineers, as an anthology of many well-
known and new practical RF and microwave power amplifier circuits
with detailed description of their operational principles and applica-
tions and clear practical demonstration of theoretical results

In Chapter 1, the two-port networks are introduced to describe the
behavior of linear and nonlinear circuits. To characterize the nonlin-
ear properties of the bipolar or field-effect transistors, their equivalent
circuit elements are expressed through the impedance Z-parameters,
admittance Y-parameters, or hybrid H-parameters. On the other hand,
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viii Preface

the transmission ABCD-parameters are very important in the design
of the distributed circuits as a transmission line or cascaded elements,
whereas the scattering S-parameters are widely used to simplify a mea-
surement procedure.

The main purpose of Chapter 2 is to present widely used nonlinear cir-
cuit design techniques to analyze nonlinear power amplifier circuits. In
general, there are several approaches to analyze and design these non-
linear circuits, depending on their main specifications—for example,
an analysis in time domain when it is necessary to determine the tran-
sient circuit behavior or in frequency domain to provide improvement of
the power and spectral performances when both parasitic effects such
as instability and spurious effects must be eliminated or minimized.
Using the time-domain technique it is quite easy to describe the circuit
by differential equations, whereas frequency-domain analysis is more
explicit when a relatively complex circuit can be reduced to one or more
sets of immitances at each harmonic component.

In Chapter 3, all the necessary steps to provide an accurate device
modeling procedure starting with the determination of the small-signal
equivalent circuit parameters are described and discussed. A variety
of nonlinear models for MOSFET, MESFET, HEMT, and bipolar de-
vices including HBTs, which are very prospective for modern microwave
monolithic integrated circuits of power amplifiers and oscillators, are
presented. In order to highlight the advantages or drawbacks of one
nonlinear device model over the other, a comparison of the measured
and modeled volt-ampere and voltage-capacitance characteristics or a
frequency range of model application is made.

A concept of impedance matching and the impedance-matching tech-
nique, which is very important when designing power amplifiers, is
presented in Chapter 4. First, the main principles and impedance-
matching tools such as the Smith chart are described, giving the start-
ing point of the matching-design procedure. As an engineering solution
in general depends on the different circuit requirements, the designer
should choose the optimum solution among a variety of the matching
networks including either lumped elements or transmission lines or
both of them. To simplify and visualize the matching-design procedure,
an analytical approach, which allows calculating the parameters of the
matching circuits using simple equations, and Smith chart traces is
discussed and illustrated with several examples of the narrowband
and broadband RF and microwave power amplifiers using bipolar or
MOSFET devices. Finally, the design formulas and curves are presented
for different types of transmission lines including stripline, microstrip
line, slotline, and coplanar waveguide.

Chapter 5 describes the basic properties of three-port and four-port
networks as well as a variety of different combiners, transformers, and
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directional couplers for RF and microwave power applications. So, for
power combining in view of insufficient power performance of the ac-
tive devices, it is best to use the coaxial cable combiners with ferrite
core to combine the output powers of RF power amplifiers intended for
wideband applications. As the device output impedance for high power
levels is usually too small, to match this impedance with a standard
50-� load, it is necessary to use the co-axial line transformers with
specified impedance transformation. For narrowband applications, the
N-way Wilkinson combiners are widely used due to the simplicity of
their practical realization. At the same time in microwaves, the size of
the combiners should be very small. Therefore, the commonly used hy-
brid microstrip combiners including different types of microwave hybrid
and directional couplers are described and analyzed.

Chapter 6 represents the fundamentals of the power amplifier de-
sign, which is generally a complicated procedure when it is necessary
to provide simultaneously accurate active device modeling, effective
impedance matching depending on the technical requirements and op-
eration conditions, stability in operation, and ease in practical imple-
mentation. Therefore, at the beginning of the chapter the key defini-
tions of different power gains and stability are introduced. For a stable
operation mode of the power amplifier, it is necessary to evaluate the
operating frequency domains where the active device may be poten-
tially unstable. To avoid parasitic oscillations, the stabilization circuit
technique for different frequency domains from low frequencies to high
frequencies close to the device transition frequency is analyzed and dis-
cussed. One of the key parameters of the power amplifier is its linearity,
which is very important for many TV and cellular applications. There-
fore, the relationships between the output power, 1-dB gain compres-
sion point, third-order intercept point, and intermodulation distortions
of the third and higher orders are given and illustrated for different
active devices. The basic classes of the power amplifier operation A,
AB, B, and C are introduced, analyzed, and illustrated. The device bi-
asing conditions and examples of bias circuits for MOSFET and bipolar
devices to improve linearity or to increase efficiency are shown and dis-
cussed. Also the concept of push-pull amplifiers and their circuit design
using balanced transistors is given. In the final section, the numerous
practical examples of power amplifiers using MOSFET, MESFET, and
bipolar devices in different frequency ranges and for output powers are
shown and discussed.

Modern commercial and military communication systems require
high-efficiency long-term operating conditions. Chapter 7 describes in
detail the possible circuit solutions to provide a high-efficiency power
amplifier operation based on using different overdriven (Class B,ClassF,
and Class E) classes of operation or newly developed subclasses,
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depending on the technical requirements. In Class F amplifiers
analyzed in frequency domain, the fundamental and harmonic load
impedances are optimized by short-circuit termination and open-circuit
peaking in order to control the voltage and current waveforms at the
drain of the device to obtain maximum efficiency. In Class E amplifiers
analyzed in time domain, an efficiency improvement is achieved by re-
alizing the on/off switching operation with special current and voltage
waveforms so that high voltage and high current do not exist at the
same time. The parallel-circuit Class E load network configuration can
be easily implemented in the broadband high-efficiency power ampli-
fier design. The Class E load network with a quarterwave transmission
line provides an addidtional suppression of even harmonic components.

In many telecommunication, radar or testing systems, the transmit-
ters operate in a very wide frequency range. Chapter 8 describes the
power amplifier design based on a broadband concept that provides
some advantages when there is no need to tune the resonant circuit pa-
rameters. However, there are many factors that restrict the frequency
bandwidth depending on the active device parameters. So, it is suffi-
cicently easy to provide multioctave amplification from very low fre-
quencies up to ultrahigh frequencies using the power MOSFET devices
when loss gain compensation is easily realized. At higher frequencies
when the device input impedance is significantly smaller and the in-
fluence of its internal feedback and parasitic parameters is substan-
tially higher, it is necessary to use multisection-matching networks with
lumped and distributed elements. A variety of broadband power ampli-
fiers using different frequency ranges are presented and described.

Chapter 9 describes the different approaches to improve linearity and
efficiency of the power amplifiers in telecommunication systems. To im-
prove the efficiency of operation, the Kahn envelope and restoration and
envelope-tracking techniques, the outphasing and Doherty power am-
plifier archi-tectures, and the switched-mode and dual-path power am-
plifier configurations are shown and analyzed. To improve the linearity
of operation, the feedforward linearizing technique and predistoration
linearization circuit schematics are described and presented. Special
attention is payed to practical realization of monolithic integrated cir-
cuits of HBT and CMOS power amplifiers for handset applications using
modern technologies.

Andrei Grebennikov
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Chapter

1
Two-Port Network

Parameters

Two-port-equivalent circuits are widely used in radio frequency (RF)
and microwave circuit design to describe the electrical behavior of both
active and passive devices. A two-port network (whose elements
are expressed through the impedance Z-parameters, admittance Y
parameters, or hybrid H-parameters) is most suitable to character-
ize the nonlinear properties of the active devices, bipolar or field-effect
transistors, when designing power amplifiers or oscillators. Transmis-
sion ABCD-parameters of a two-port network are very convenient for
designing the distributed circuit as transmission lines or cascaded ele-
ments. Scattering S-parameters are used to simplify the measurement
procedure.

This chapter discusses the main properties of two-port network para-
meters, as well as the ratios between the different systems. In addition,
examples are given to illustrate how to best analyze power amplifiers
and oscillators. The final part of this chapter describes the transmission
line and its main parameters. Additional information on more specific
aspects of two-port network circuits can be found in Refs. [1–4] listed
at the end of the chapter.

Traditional Network Parameters

The basic diagram of a two-port nonautonomous transmission system
can be represented by the equivalent circuit shown in Fig. 1.1, where VS
is the independent voltage source, ZS is the source impedance, LN is the
linear time-invariant two-port network without independent source,
and ZL is the load impedance. Two independent phasor currents, I1
and I2 (flowing across input and output terminals), and phasor voltages,

1



2 Chapter One

LN

I1 I2

V1 V2

ZS

VS VL

ZL

Figure 1.1 Basic diagram of two-port nonautonomous trans-
mission system.

V1 and V2, characterize such a two-port network. For autonomous os-
cillator systems, in order to provide an appropriate analysis in the
frequency domain of the two-port network in the negative one-port
representation, it is sufficient to set the source impedance to infinity.
For power amplifier and oscillator design, the elements of the matching
or resonant circuits, which are assumed to be linear or appropriately
linearized, can be found among the LN-network elements, or additional
two-port linear networks can be used to describe their frequency domain
behavior.

For a two-port network, the following equations can be considered to
be imposed boundary conditions:

V1 + ZS I1 = VS (1.1)

V2 + ZL I2 = VL (1.2)

Suppose that it is possible to obtain a unique solution for the linear
time-invariant circuit shown in Fig. 1.1. Then the two linearly indepen-
dent equations, which describe the general two-port network represen-
tation in terms of circuit variables V1, V2, I1, and I2, can be expressed
in matrix form as

[M ][V ] + [N ][I ] = 0 (1.3)

or

m11V1 + m12V2 + n11 I1 + n12 I2 = 0
m21V1 + m22V2 + n21 I1 + n22 I2 = 0

}
(1.4)

In Eq. (1.3), the complex 2×2 matrices [M ] and [N ] are independent
of the source and load impedances ZS and ZL and voltages VS and VL,
respectively; they depend only on the circuit elements inside the LN
network.

If matrix [M ] in Eq. (1.3) is nonsingular when |M | �= 0, then this
matrix equation can be rewritten in terms of [I] as

[V ] = −[M ]−1[N ][I ] = [Z ][I ] (1.5)
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where [Z] is the open-circuit impedance two-port network matrix. In
scalar form, matrix Eq. (1.5) is given by

V1 = Z11 I1 + Z12 I2 (1.6)

V2 = Z21 I1 + Z22 I2 (1.7)

where Z11 and Z22 are the open-circuit driving-point impedances, and
Z12 and Z21 are the open-circuit transfer impedances of the two-port
network. The voltage components V1 and V2, due to the input current I1
are found by defining I2 = 0 in Eqs. (1.6) and (1.7), which results in an
open output terminal. Similarly, the same voltage components V1 and
V2 are determined by setting I1 = 0 when the input terminal becomes
open-circuited. The resulting driving-point impedances can be written
as follows:

Z11 = V1

I1

∣∣∣∣
I2=0

Z22 = V2

I2

∣∣∣∣
I1=0

(1.8)

The two transfer impedances are

Z21 = V2

I1

∣∣∣∣
I2=0

Z12 = V1

I2

∣∣∣∣
I1=0

(1.9)

Dual analysis can be used to derive the short-circuit admittance ma-
trix when the current components I1 and I2 are considered as outputs
caused by V1 and V2. If matrix [N ] in Eq. (1.3) is nonsingular when
|N | �= 0, this matrix equation can be rewritten in terms of [V ] as

[I ] = −[N ]−1[M ][V ] = [Y ][V ] (1.10)

where [Y ] is the short-circuit admittance two-port network matrix. In
scalar form, matrix Eq. (1.10) is written as

I1 = Y11V1 + Y12V2 (1.11)

I2 = Y21V1 + Y22V2 (1.12)

where Y11 and Y22 are the short-circuit driving-point admittances, and
Y12 and Y21 are the short-circuit transfer admittances of the two-port
network. In this case the current components I1 and I2, due to the in-
put voltage source V1, are determined by setting V2 = 0 in Eqs. (1.11)
and (1.12), which creates a short output terminal. Similarly, the same
current components I1 and I2 are determined by setting V1 = 0 when
the input terminal becomes short-circuited. As a result, the two driving
point admittances are

Y11 = I1

V1

∣∣∣∣
V2=0

Y22 = I2

V2

∣∣∣∣
V1=0

(1.13)
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The two transfer admittances are

Y21 = I2

V1

∣∣∣∣
V2=0

Y12 = I1

V2

∣∣∣∣
V1=0

(1.14)

In some cases, an equivalent two-port network representation can be
obtained to express voltage source V1 and output current I2 in terms
of input current I1 and output voltage V2. By solving Eq. (1.4), if the
submatrix [

m11 n12

m21 n22

]

is nonsingular, then[
V1
I2

]
= −

[
m11 n12

m21 n22

]−1 [
n11 m12

n21 m22

][
I1

V2

]
= [H ]

[
I1

V2

]
(1.15)

where [H ] is the hybrid two-port network matrix. In scalar form, it is
best to represent matrix Eq. (1.15) as

V1 = h11 I1 + h12V2 (1.16)

I2 = h21 I1 + h22V2 (1.17)

where h11, h12, h21, and h22 are the hybrid H-parameters. The voltage
source V1 and current component I2 are determined by defining V2 = 0
for the short output terminal in Eqs. (1.16) and (1.17):

h11 = V1

I1

∣∣∣∣
V2=0

h21 = I2

I1

∣∣∣∣
V2=0

(1.18)

where h11 is the driving-point input impedance and h21 is the forward
current transfer function. Similarly, the input voltage source V1 and
output current I2 are determined by defining I1 = 0 when the input
terminal is open-circuited:

h12 = V1

V2

∣∣∣∣
I1=0

h22 = I2

V2

∣∣∣∣
I1=0

(1.19)

where h12 is the reverse voltage transfer function and h22 is the driving-
point output admittance.

Transmission parameters, often used for passive device analysis, are
determined for independent input voltage source V1 and input current
I1 in terms of output voltage V2 and output current I2. Solving Eq. (1.4),
if the submatrix [

m11 n11

m21 n21

]
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LN ZL

I1 −I2

V1 V2

ZS

VS

Figure 1.2 Basic diagram of loaded two-port trans-
mission system.

is nonsingular, then we obtain[
V1

I1

]
= −

[
m11 n11

m21 n21

]−1 [
m12 n12

m22 n22

][
V2

−I2

]
= [ABCD]

[
V2

−I2

]
(1.20)

where [ABCD] is the forward transmission two-port network matrix.
In scalar form, we can write

V1 = AV2 − BI2 (1.21)

I1 = CV2 − DI2 (1.22)

where A, B, C, and D are the transmission parameters. The voltage
source V1 and current component I1 are determined by defining I2 = 0
for the open output terminal in Eqs. (1.21) and (1.22):

A = V1

V2

∣∣∣∣
I2=0

C = I1

V2

∣∣∣∣
I2=0

(1.23)

where A is the reverse voltage transfer function and C is the reverse
transfer admittance. Similarly, input-independent variables V1 and I1
are determined by defining V2 = 0 when the output terminal is short
circuited:

B = V1

I2

∣∣∣∣
V2=0

D = I1

I2

∣∣∣∣
V2=0

(1.24)

where B is the reverse transfer impedance and D is the reverse current
transfer function. The reason that a minus sign is associated with I2
in Eqs. (1.20) and (1.21) is that historically, for transmission networks,
the input signal is considered as going to the input port whereas the
output current is flowing to the load. The current –I2 entering the load
is shown in Fig. 1.2.

Scattering Parameters

The concept of incident and reflected voltage and current parameters
can be illustrated by the one-port network shown in Fig. 1.3, where
network impedance Z is connected to the signal source VS with in-
ternal impedance ZS. In a common case, the terminal current I and
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I

V

ZS

VS

V 
i

V 
r

Z

Ir

Ii

Figure 1.3 Incident and reflected
voltages and currents.

voltage V consist of incident and reflected components (assume their
rms values). When the load impedance Z is equal to the conjugate of
source impedance expressed as Z = Z∗

S , the terminal current becomes
the incident current. It is calculated from

Ii = VS

Z∗
S + ZS

= VS

2 ReZS
(1.25)

The terminal voltage, defined as the incident voltage, can be deter-
mined from

Vi = Z∗
SVS

Z∗
S + ZS

= Z∗
SVS

2 ReZS
(1.26)

Consequently, the incident power, which is equal to the maximum
available power from the source, can be obtained by

Pi = Re
(
Vi I∗

i

) = |VS|2
4 ReZS

(1.27)

The incident power can be presented in normalized form using
Eq. (1.26) as

Pi = |Vi|2 ReZS∣∣Z∗
S

∣∣2 (1.28)

This allows the normalized incident voltage wave a to be defined as
the square root of the incident power Pi by

a =
√

Pi = Vi
√

ReZS

Z∗
S

(1.29)

Similarly, the normalized reflected voltage wave b, defined as the
square root of the reflected power Pr, can be given by

b =
√

Pr = Vr
√

ReZS

ZS
(1.30)

The incident power can be expressed in terms of the incident current
Ii and the reflected power can be expressed in terms of the reflected
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current Ir:

Pi = |Ii|2 ReZS (1.31)

Pr = |Ir|2 ReZS (1.32)

This allows an incident voltage wave a and reflected voltage wave b
to be defined by

a =
√

Pi = Ii

√
ReZS (1.33)

b =
√

Pr = Ir

√
ReZS (1.34)

Parameters a and b also can be called normalized incident current
wave and normalized reflected current wave respectively, or simply nor-
malized incident and reflected waves (since the normalized current
waves and the normalized voltage waves are the same parameters).

The voltage V and current I related to the normalized incident and
reflected waves, a and b, can be written as

V = Vi + Vr = Z∗
S√

ReZS
a + ZS√

ReZS
b (1.35)

I = Ii − Ir = 1√
ReZS

a − 1
1
√

ReZS
b (1.36)

where

a = V + ZS I
2
√

ReZS
b = V − Z ∗

S I
2
√

ReZS
(1.37)

Source impedance ZS is often purely active. Therefore, it is often used
as normalized impedance. In microwave design technique, the charac-
teristic impedance of used two-port networks, including transmission
lines and connectors, is adopted as an active impedance equal to 50 �.
This is very important for measuring S-parameters when all transmis-
sion lines, source, and load should have the same active impedance.
When ZS = Z∗

S = Z0, where Z0 is the characteristic impedance, the ra-
tio of the normalized reflected wave and the normalized incident wave
for a one-port network is called the reflection coefficient � defined by

� = b
a

= V − Z ∗
S I

V + ZS I
= V − ZS I

V + ZS I
= Z − ZS

Z + ZS
(1.38)

where Z = V/I.
For a two-port network, shown in Fig. 1.4, the normalized reflected

waves b1 and b2 can also be represented by the normalized incident
waves a1 and a2 as

b1 = S11a1 + S12a2 (1.39)

b2 = S21a1 + S22a2 (1.40)
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[S]

I1 I2

V1 V2

ZS

VS VL

ZL
a1

b1

a2

b2

Figure 1.4 Basic diagram of S-parameter two-port network.

or in matrix form [
b1

b2

]
=
[

S11 S12

S21 S21

][
a1

a2

]
(1.41)

where the incident waves a1 and a2 and the reflected waves b1 and b2
for complex source and load impedances ZS and ZL are given by

a1 = V1 + ZS I1

2
√

ReZS
a2 = V2 + ZL I2

2
√

ReZL
(1.42)

b1 = V1 − Z ∗
S I1

2
√

ReZS
b2 = V2 − Z ∗

L I2

2
√

ReZL
(1.43)

S11, S12, S21,and S22 are the S-parameters of the two-port network.
From Eq. (1.41) it follows that if a2 = 0, then

S11 = b1

a1

∣∣∣∣
a2=0

S21 = b2

a1

∣∣∣∣
a2=0

(1.44)

where S11 is the reflection coefficient and S21 is the transmission coef-
ficient for ideal matching condition at the output terminal when there
is no incident power reflected from the load. Similarly,

S12 = b1

a2

∣∣∣∣
a1=0

S22 = b2

a2

∣∣∣∣
a1=0

(1.45)

where S12 is the transmission coefficient and S22 is the reflection coef-
ficient for ideal matching condition at the input terminal.

Conversions between Two-Port Parameters

The parameters describing the same two-port network through differ-
ent two-port matrices (impedance, admittance, hybrid, or transmission)
can be cross-converted: the elements of each matrix can be expressed
by the elements of other matrices. For example, Eqs. (1.11) and (1.12)
for the Y-parameters can be easily solved for independent input voltage
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source V1 and input current I1 as

V1 = −Y22

Y21
V2 − 1

Y21
I2 (1.46)

I1 = −Y11Y22 − Y12Y21

Y21
V2 − Y11

Y21
I2 (1.47)

Comparing the equivalent Eqs. (1.21) and (1.22) and (1.46) and (1.47)
gives the following relationship between the transmission ABCD-
parameters and admittance Y-parameters:

A = −Y22

Y21
B = − 1

Y21
(1.48)

C = −�Y
Y21

D = −Y11

Y21
(1.49)

where �Y = Y11Y22 − Y12Y21.
A summary of the relationships between impedance Z-parameters,

admittance Y-parameters, hybrid H-parameters, and transmission
ABCD-parameters is shown in Table 1.1 where �Z = Z11 Z22 − Z12 Z21,
�H = h11h22 − h12h21.

To convert S-parameters to the admittance Y-parameters, it is con-
venient to represent Eqs. (1.42) and (1.43) as follows:

I1 = (a1 − b1)
1√
Z0

I2 = (a2 − b2)
1√
Z0

(1.50)

V1 = (a1 + b1)
√

Z0 V2 = (a2 + b2)
√

Z0 (1.51)

where it is assumed that the source and load impedances are purely
active and equal to ZS = ZL = Z0.

Applying Eqs. (1.50) and (1.51) to Eqs. (1.11) and (1.12) yields

a1 − b1√
Z0

= Y11 (a1 + b1)
√

Z0 + Y12 (a2 + b2)
√

Z0 (1.52)

a2 − b2√
Z0

= Y21 (a1 + b1)
√

Z0 + Y22 (a2 + b2)
√

Z0 (1.53)

Accordingly, Eqs. (1.52) and (1.53) can be converted:

−b1(1 + Y11 Z0) − b2Y12 Z0 = −a1(1 − Y11 Z0) + a2Y12 Z0 (1.54)

−b1Y21 Z0 − b2(1 + Y22 Z0) = a1Y21 Z0 − a2(1 − Y22 Z0) (1.55)
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TABLE 1.1 Relationships between Z-, Y-, H -, and ABCD -Parameters

[Z ] [Y ] [H ] [ABCD]

[Z ]
Z11 Z12

Z21 Z22

Y22

�Y
− Y12

�Y

− Y21

�Y
Y11

�Y

�H
h22

h12

h22

− h21

h22

1
h22

A
C

AD − BC
C

1
C

D
C

[Y ]

Z22

�Z
− Z12

�Z

− Z21

�Z
Z11

�Z

Y11 Y12

Y21 Y22

1
h11

− h12

h11

h21

h11

�H
h11

D
B

− AD − BC
B

− 1
B

A
B

[H ]

�Z
Z22

Z12

Z22

− Z21

Z22

1
Z22

1
Y11

−Y12

Y11

Y21

Y11

�Y
Y11

h11 h12

h21 h22

B
D

AD − BC
D

− 1
D

C
D

[ABCD]

Z11

Z21

�Z
Z21

1
Z21

Z22

Z21

−Y22

Y21
− 1

Y21

−�Y
Y21

−Y11

Y21

−�H
h21

− h11

h21

− h22

h21
− 1

h21

A B

C D

Equations (1.54) and (1.55) can be easily solved for the reflected waves
b1 and b2:

b1
[
(1 + Y11 Z0)(1 + Y22 Z0) − Y12Y21 Z2

0

]
= a1

[
(1 − Y11 Z0)(1 + Y22 Z0) + Y12Y21 Z2

0

]− 2a2Y12 Z0 (1.56)

b2
[
(1 + Y11 Z0)(1 + Y22 Z0) − Y12Y21 Z2

0

]
= −2a1Y21 Z0 + a2

[
(1 + Y11 Z0)(1 − Y22 Z0) + Y12Y21 Z2

0

]
(1.57)

Comparing equivalent Eqs. (1.39) and (1.40) and (1.56) and (1.57)
gives the following relationship between the scattering S-parameters
and admittance Y-parameters:

S11 = (1 − Y11 Z0)(1 + Y22 Z0) + Y12Y21 Z2
0

(1 + Y11 Z0)(1 + Y22 Z0) − Y12Y21 Z2
0

(1.58)

S12 = −2Y12 Z0

(1 + Y11 Z0)(1 + Y22 Z0) − Y12Y21 Z2
0

(1.59)

S21 = −2Y21 Z0

(1 + Y11 Z0)(1 + Y22 Z0) − Y12Y21 Z2
0

(1.60)

S22 = (1 + Y11 Z0)(1 − Y22 Z0) + Y12Y21 Z2
0

(1 + Y11 Z0)(1 + Y22 Z0) − Y12Y21 Z2
0

(1.61)
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The relationships of S-parameters with Z-, H-, and ABCD param-
eters can be obtained in a similar fashion. Table 1.2 shows the con-
versions between S-parameters and Z-, Y-, H-, and ABCD-parameters
for the simplified case when the source impedance ZS and the load
impedance ZL are equal to the characteristic impedance Z0 [5].

TABLE 1.2 Conversions between S-Parameters and Z-, Y-, H -, and ABCD -Parameters

S-parameters Z-, Y-, H-, ABCD-parameters
through Z-, Y-, H-, and ABCD-parameters through S-parameters

S11 = (Z11 − Z0)(Z22 + Z0) − Z12 Z21

(Z11 + Z0)(Z22 + Z0) − Z12 Z21

S12 = 2Z12 Z0

(Z11 + Z0)(Z22 + Z0) − Z12 Z21

S21 = 2Z21 Z0

(Z11 + Z0)(Z22 + Z0) − Z12 Z21

S22 = (Z11 + Z0)(Z22 − Z0) − Z12 Z21

(Z11 + Z0)(Z22 + Z0) − Z12 Z21

Z11 = Z0
(1 + S11)(1 − S22) + S12S21

(1 − S11)(1 − S22) − S12S21

Z12 = Z0
2S12

(1 − S11)(1 − S22) − S12S21

Z21 = Z0
2S21

(1 − S11)(1 − S22) − S12S21

Z22 = Z0
(1 − S11)(1 + S22) + S12S21

(1 − S11)(1 − S22) − S12S21

S11 = (1 − Y11 Z0)(1 + Y22 Z0) + Y12Y21 Z2
0

(1 + Y11 Z0)(1 + Y22 Z0) − Y12Y21 Z2
0

S12 = −2Y12 Z0

(1 + Y11 Z0)(1 + Y22 Z0) − Y12Y21 Z2
0

S21 = −2Y21 Z0

(1 + Y11 Z0)(1 + Y22 Z0) − Y12Y21 Z2
0

S22 = (1 + Y11 Z0)(1 − Y22 Z0) + Y12Y21 Z2
0

(1 + Y11 Z0)(1 + Y22 Z0) − Y12Y21 Z2
0

Y11 = 1
Z0

(1 − S11)(1 + S22) + S12S21

(1 + S11)(1 + S22) − S12S21

Y12 = 1
Z0

−2S12

(1 + S11)(1 + S22) − S12S21

Y21 = 1
Z0

−2S21

(1 + S11)(1 + S22) − S12S21

Y22 = 1
Z0

(1 + S11)(1 − S22) + S12S21

(1 + S11)(1 + S22) − S12S21

S11 = (h11 − Z0)(1 + h22 Z0) − h12h21 Z0

(h11 + Z0)(1 + h22 Z0) − h12h21 Z0

S12 = 2h12 Z0

(h11 + Z0)(1 + h22 Z0) − h12h21 Z0

S21 = −2h21 Z0

(h11 + Z0)(1 + h22 Z0) − h12h21 Z0

S22 = (h11 + Z0)(1 − h22 Z0) + h12h21 Z0

(h11 + Z0)(1 + h22 Z0) − h12h21 Z0

h11 = Z0
(1 + S11)(1 + S22) − S12S21

(1 − S11)(1 + S22) + S12S21

h12 = 2S12

(1 − S11)(1 + S22) + S12S21

h21 = −2S21

(1 − S11)(1 + S22) + S12S21

h22 = 1
Z0

(1 − S11)(1 − S22) − S12S21

(1 − S11)(1 + S22) + S12S21

S11 = AZ0 + B − CZ2
0 − DZ0

AZ0 + B + CZ2
0 + DZ0

S12 = 2( AD − BC)Z0

AZ0 + B + CZ2
0 + DZ0

S21 = 2Z0

AZ0 + B + CZ2
0 + DZ0

S22 = −AZ0 + B − CZ2
0 + DZ0

AZ0 + B + CZ2
0 + DZ0

A = (1 + S11)(1 − S22) + S12S21

2S21

B = Z0
(1 + S11)(1 + S22) − S12S21

2S21

C = 1
Z0

(1 − S11)(1 − S22) − S12S21

2S21

D = (1 − S11)(1 + S22) + S12S21

2S21
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Interconnection of Two-Port Networks

When analyzing the behavior of an electrical circuit, it is often neces-
sary to define the parameters of a combination of two or more internal
two-port networks. For example, the feedback amplifier circuit consists
of an active two-port network representing the amplifier stage, which is
connected in parallel with a passive feedback two-port network. Com-
monly, two-port networks can be interconnected using parallel, series,
series-parallel, or cascade connections.

To characterize the resulting two-port networks, it is necessary to
take into account which currents and voltages are common for individ-
ual two-port networks. The most convenient set of parameters is one
for which the common currents and voltages represent a simple lin-
ear combination of the independent variables. For the interconnection
shown in Fig. 1.5(a), two-port networks Za and Zb are connected in se-
ries for both the input and the output terminals. Therefore, the currents
flowing through these terminals are equal when

I1 = I1a = I1b I2 = I2a = I2b (1.62)

or in matrix form

[I ] = [Ia] = [Ib] (1.63)

The terminal voltages of the resulting two-port network are the ap-
propriate sums of the terminal voltages of the individual two-port
networks when

V1 = V1a + V1b V2 = V2a + V2b (1.64)

or in matrix form

[V ] = [Va] + [Vb] (1.65)

The currents are common components for both the resulting and the
individual two-port networks. To describe the properties of such a cir-
cuit, it is best to use the impedance matrices. For each two-port network
Za and Zb, we can write, using Eq. (1.62)

[Va] = [Za][Ia] = [Za][I ] (1.66)

[Vb] = [Zb][Ib] = [Zb][I ] (1.67)

Adding both sides of Eqs. (1.66) and (1.67) yields

[V ] = [Z ][I ] (1.68)
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Figure 1.5 Different interconnections of two-port networks.
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where

[Z ] = [Za] + [Zb] =
[

Z11a + Z11b Z12a + Z12b

Z21a + Z21b Z22a + Z22b

]

The circuit shown in Fig. 1.5(b) is composed of the two-port networks
Ya and Yb connected in parallel, where the common components for both
the resulting and individual two-port networks are input and output
voltages:

V1 = V1a = V1b V2 = V2a = V2b (1.69)

or in matrix form

[V ] = [Va] = [Vb] (1.70)

Consequently, to describe the circuit properties, it is convenient to
use the admittance matrices that give the resulting matrix equation in
the form of

[I ] = [Y ][V ] (1.71)

where

[Y ] = [Ya] + [Yb] =
[

Y11a + Y11b Y12a + Y12b

Y21a + Y21b Y22a + Y22b

]

The series connection of the input terminals and parallel connection
of the output terminals is characterized by the circuit in Fig. 1.5(c),
which shows a series-parallel connection of two-port networks. The com-
mon components for this circuit are the input currents and the output
voltages. As a result, it is most convenient to analyze the circuit prop-
erties using hybrid matrices. The resulting two-port hybrid matrix is
equal to the sum of two individual hybrid matrices.

[H ] = [Ha] + [Hb] =
[

h11a + h11b h12a + h12b

h21a + h21b h22a + h22b

]
(1.72)

In Fig. 1.5(d), the cascade connection of two individual two-port net-
works is presented. For such an approach using the one-by-one intercon-
nection of two-port networks, the output voltage and the output current
of the first network are equal to the input voltage and the input current
of the second one, respectively, i.e.,

V1 = V1a I1 = I1a (1.73)

V2a = V1b −I2a = I1b (1.74)

V2b = V2 −I2b = − I2 (1.75)
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In this case, it is convenient to use a system of ABCD-parameters
given by Eqs. (1.21) and (1.22). As a result, for the first individual two
port network shown in Fig. 1.5(d)[

V1a

I1a

]
=
[

Aa Ba

Ca Da

][
V2a

−I2a

]
(1.76)

or using Eqs. (1.73) and (1.74)

[
V1

I1

]
=
[

Aa Ba

Ca Da

][
V1b

I1b

]
(1.77)

Similarly, for the second individual two-port network[
V1b

I1b

]
=
[

Ab Bb

Cb Db

][
V2b

−I2b

]
=
[

Ab Bb

Cb Db

][
V2

−I2

]
(1.78)

Then, substituting matrix Eq. (1.78) to matrix Eq. (1.77) yields[
V1

I1

]
=
[

Aa Ba

Ca Da

][
Ab Bb

Cb Db

][
V2

−I2

]
=
[

A B
C D

][
V2

−I2

]
(1.79)

Consequently, the transmission matrix of the resulting two-port net-
work obtained by the cascade connection of two or more individual two-
port networks is determined by multiplying the transmission matrices
of the individual networks. This important property is widely used in
the analysis and design of transmission networks and systems.

Practical Two-Port Circuits

Single-element networks

The simplest networks, which include only one element, can be con-
structed by (a) a series connected admittance Y, or (b) a parallel con-
nected impedance Z, as shown in Fig. 1.6.

I1 I2

V1 V2
Y

(a) (b)

I1 I2

V1 V2Z

Figure 1.6 Single-element networks.
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The two-port network consisting of a series admittance Y in a system
of Y-parameters can be described as follows:

I1 = Y V1 − Y V2 (1.80)

I2 = −Y V1 + Y V2 (1.81)

or in matrix form

[Y ] =
[

Y −Y
−Y Y

]
(1.82)

which means that Y11 = Y22 = Y and Y12 = Y21 = −Y. The resulting
matrix is a singular matrix with |Y | = 0. Consequently, it is impossible
to determine such a two-port network with the series admittance Y-
parameters through a system of Z-parameters. However, using H- and
ABCD-parameters, it can be described respectively by

[H ] =
[

1/Y 1
−1 0

]
[ABCD] =

[
1 1/Y
0 1

]
(1.83)

Similarly, for a two-port network with a parallel impedance Z

[Z ] =
[

Z Z
Z Z

]
(1.84)

which means that Z11 = Z12 = Z21 = Z22 = Z. The resulting matrix is
a singular matrix with |Z | = 0. In this case, the determination of such a
two-port network with the parallel impedance Z-parameters through a
system of Y-parameters is impossible. Using H- and ABCD-parameters,
the two-port network can be described by

[H ] =
[

0 1
−1 Y

]
[ABCD] =

[
1 0
Y 1

]
(1.85)

π-and T-networks

Figure 1.7 shows a two-port network in the form of (a) π -circuit and
(b) T-circuit. The π -circuit includes the current source gmV1 and the
T-circuit includes the voltage source rm I1.

By writing the two loop equations using Kirchhoff ’s current law or
applying Eqs. (1.13) and (1.14) for the π -circuit, we obtain

I1 − (Y1 + Y3)V1 + Y3V2 = 0 (1.86)

I2 + (gm − Y3)V1 + (Y2 + Y3)V2 = 0 (1.87)
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I1 I2

V1 V2

(a)

I1 I2

V1 V2

(b)

Y3

Y1 Y2 gmV1

Z1

Z3

Z2

rmI1

+_

Figure 1.7 Basic diagrams of π -
and T-networks.

Equations (1.86) and (1.87) are written as matrix Eq. (1.3) with

[M ] =
[

1 0
0 1

]
and [N ] =

[
−(Y1 + Y3) Y3

−gm + Y3 −(Y2 + Y3)

]

Since matrix [M ] is nonsingular, such a two-port network can be
described by a system of Y-parameters:

[Y ] = −[M ]−1 [N ] =
[

Y1 + Y3 −Y3

gm − Y3 Y2 + Y3

]
(1.88)

Similarly, for a two-port network in the form of a T-circuit using
Kirchhoff ’s voltage law or applying Eqs. (1.8) and (1.9), we obtain

[Z ] = −[M ]−1 [N ] =
[

Z1 + Z3 Z3

rm + Z3 Z2 + Z3

]
(1.89)

If gm = 0 for a π -circuit and rm = 0 for a T-circuit, their appropriate
matrices in a system of ABCD-parameters can be written as follows:

for π-circuit

[ABCD] =




1 + Y2

Y3

1
Y3

Y1 + Y2 + Y1Y2

Y3
1 + Y1

Y3


 (1.90)

for T-circuit

[ABCD] =




1 + Z2

Z3
Z1 + Z2 + Z1 Z2

Z3

1
Z3

1 + Z1

Z3


 (1.91)
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I1 I2 I1 I2Y3

Y1 Y2

Z1

Z3

Z2

(a) (b)

1 2

3
I3 I3

3

1 2

⇔

Figure 1.8 Equivalence of π- and T-circuits.

For the appropriate relationships between impedances of T-circuit
and admittances of π -circuit, these two circuits become equivalent with
respect to their effect on any other two-port network. For π -circuit
shown in Fig. 1.8(a), we can write

I1 = Y1V13 + Y3V12 = Y1V13 + Y3 (V13 − V23) = (Y1 + Y3) V13 − Y3V23

(1.92)

I2 = Y2V23 − Y3V12 = Y2V23 − Y3 (V13 − V23) = −Y3V13 + (Y2 + Y3) V23

(1.93)

Solving Eqs. (1.92) and (1.93) for voltages V13 and V23 yields

V13 = Y2 + Y3

Y1Y2 + Y1Y2 + Y1Y2
I1 + Y3

Y1Y2 + Y1Y2 + Y1Y2
I2 (1.94)

V23 = Y3

Y1Y2 + Y1Y2 + Y1Y2
I1 + Y1 + Y3

Y1Y2 + Y1Y2 + Y1Y2
I2 (1.95)

Similarly, for T-circuit shown in Fig. 1.8(b)

V13 = Z1 I1 + Z3 I3 = Z1 I1 + Z3 (I1 + I2) = (Z1 + Z3) I1 + Z3 I2 (1.96)

V23 = Z2 I2 + Z3 I3 = Z2 I2 + Z3 (I1 + I2) = Z3 I1 + (Z2 + Z3) I2 (1.97)

The equations for currents I1 and I2 can be obtained by

I1 = Z2 + Z3

Z1 Z2 + Z1 Z2 + Z1 Z2
V13 − Z3

Z1 Z2 + Z1 Z2 + Z1 Z2
V23 (1.98)

I2 = − Z3

Z1 Z2 + Z1 Z2 + Z1 Z2
V13 + Z1 + Z3

Z1 Z2 + Z1 Z2 + Z1 Z2
V23 (1.99)

To establish a T- to π -transformation, it is necessary to equate the
coefficients for V13 and V23 in Eqs. (1.98) and (1.99) to the corresponding
coefficients in Eqs. (1.92) and (1.93). Similarly, to establish a π- to T-
transformation, it is necessary to equate the coefficients for I1 and I2
in Eqs. (1.96) and (1.97) to the corresponding coefficients in Eqs. (1.94)
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TABLE 1.3 Relationships between π- and T-Circuit
Parameters

T- to π -transformation π -to T- transformation

Y1 = Z2

Z1 Z2 + Z2 Z3 + Z1 Z3
Z1 = Y2

Y1Y2 + Y2Y3 + Y1Y3

Y2 = Z1

Z1 Z2 + Z2 Z3 + Z1 Z3
Z2 = Y1

Y1Y2 + Y2Y3 + Y1Y3

Y3 = Z3

Z1 Z2 + Z2 Z3 + Z1 Z3
Z3 = Y3

Y1Y2 + Y2Y3 + Y1Y3

and (1.95). The resulting relationships between admittances for a π

circuit and impedances for a T-circuit are presented in Table 1.3.

Three-Port Network with Common Terminal

The concept of two-port network with two independent sources can be
extended to multiport networks, in particular for a three-port network
(see Fig. 1.9) when all three independent sources are connected to a
common point. The three-port network matrix Eq. (1.3) in scalar form
is as follows:

m11V1 + m12V2 + m13V3 + n11 I1 + n12 I2 + n13 I3 = 0
m21V1 + m22V2 + m23V3 + n21 I1 + n22 I2 + n23 I3 = 0
m31V1 + m32V2 + m33V3 + n31 I1 + n32 I2 + n33 I3 = 0


 (1.100)

Likewise, if matrix [N ] in Eq. (1.100) is nonsingular when |N | �= 0,
similarly to a two-port network, then this system of three equations in
admittance matrix representation can be rewritten in terms of voltage

LN

I1 I2

V3

V1 V2

I3

3

1

0

2

Figure 1.9 Basic diagram of three-port network with com-
mon terminal.
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matrix [V ] as 


I1

I2

I3


 =




Y11 Y12 Y13

Y21 Y22 Y23

Y31 Y32 Y33






V1

V2

V3


 (1.101)

The matrix [Y ] in Eq. (1.101) is the indefinite admittance matrix
of the three-port circuit and is a singular matrix with the following
important properties:

The sum of all terminal currents entering the circuit is equal to zero,
that is, I1 + I2 + I3 = 0.
All terminal currents entering the circuit depend on the voltages be-
tween circuit terminals, which makes the sum of all terminal voltages
equal to zero, that is, V13 + V32 + V21 = 0.

According to the first property, adding the left and right parts of ma-
trix Eq. (1.101) leads to

(Y11 + Y21 + Y31)V1 + (Y12 + Y22 + Y32)V2 + (Y13 + Y23 + Y33)V3 = 0
(1.102)

Since all terminal voltages (V1, V2 or V3) can be set independently,
Eq. (1.102) can be satisfied only if any column sum is zero:

Y11 + Y21 + Y31 = 0
Y12 + Y22 + Y32 = 0
Y13 + Y23 + Y33 = 0


 (1.103)

Terminal current will neither decrease nor increase with the simul-
taneous change of all terminal voltages by the same magnitude. Conse-
quently, if all terminal voltages are equal to a nonzero value V1 = V2 =
V3 = V0, a lack of the terminal currents occurs when I1 = I2 = I3 = 0.
For example, for the first row of the matrix Eq. (1.101), I1 = Y11V1 +
Y12V2 + Y13V3, we can write

0 = (Y11 + Y12 + Y13)V0 (1.104)

Due to the nonzero value V0 from Eq. (1.104), it follows that

Y11 + Y12 + Y13 = 0 (1.105)

Applying the same approach to the other two rows results in

Y11 + Y12 + Y13 = 0
Y21 + Y22 + Y23 = 0
Y31 + Y32 + Y33 = 0


 (1.106)
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Figure 1.10 Bipolar transistors with different common terminals.

Consequently, by using Eqs. (1.103) through (1.106), the indefinite
admittance Y-matrix of three-port network can be rewritten as

[Y ] =




Y11 Y12 − (Y11 + Y12)
Y21 Y22 − (Y21 + Y22)

− (Y11 + Y21) − (Y12 + Y22) Y11 + Y12 + Y21 + Y22


 (1.107)

By choosing successively terminal 1, 2, and 3 as the datum termi-
nal, we can obtain the appropriate three definite two-port admittance
matrices of the initial three-port network. Consider finding these two
port matrices as the admittance matrices of (a) the common-emitter,
(b) the common-base, and (c) the common-collector circuit connection of
the bipolar transistor, as shown in Fig. 1.10. If the common-emitter de-
vice is treated as a two-port circuit characterized by four Y-parameters,
(Y11, Y12, Y21, and Y22) the two-port matrix of the common-collector cir-
cuit with grounded collector terminal is simply obtained by deleting
the second row and the second column in matrix Eq. (1.107). For the
common-base circuit with grounded base terminal, the first row and
the first column should be deleted because the emitter terminal is con-
sidered the input terminal.

A similar approach can be applied to the indefinite three-port im-
pedance network. This allows the determination of the Z-parameters of
the impedance matrices of the common-base and the common-collector
circuit from the known impedance Z-parameters of the common-emitter
circuit. Parameters of the three-port network with the different common
terminals for bipolar and field-effect devices are given in Table 1.4.

Transmission Line

Transmission lines are widely used in matching circuits in power ampli-
fiers, in resonant and feedback circuits in the oscillators, filters, direc-
tional couplers, power combiners, and dividers. When the propagated
signal wavelength is compared to its physical dimension, the trans-
mission line can be considered as a distributed-parameter two-port
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TABLE 1.4 Active Device Y- and Z-Parameters with Different Common Terminal

Y-parameters Z-parameters

Common
emitter (source)

Y11 Y12

Y21 Y22

Z11 Z12

Z21 Z22

Common
base (gate)

Y11 +Y12 +Y21 +Y22 −(Y12 +Y22)

−(Y21 +Y22) Y22

Z11 + Z12 + Z21 + Z22 −(Z12 + Z22)

−(Z21 + Z22) Z22

Common
collector (drain)

Y11 −(Y11 +Y12)

−(Y11 +Y21) Y11 +Y12 +Y21 +Y22

Z11 −(Z11 + Z12)

−(Z11 + Z21) Z11 + Z12 + Z21 + Z22

network, where the voltages and currents vary in magnitude and phase
over length.

Schematically, a transmission line is often represented as a two-wire
line, as shown in Fig. 1.11(a). Its electrical parameters are distributed
along its length. The physical properties of a transmission line are de-
termined by four basic parameters:

� The series inductance L due to the self-inductive phenomena of two
conductors

� The shunt capacitance C in view of the close proximity between two
conductors

� The series resistance Rdue to the finite conductivity of the conductors
� The shunt conductance G in view of dielectric losses in the material.

I

(a)

I + ∆I

V V + ∆V

x x + ∆x

∆L∆x ∆R∆x

∆C∆x ∆G∆x

x

(b)

I + ∆I

V + ∆VV

I

x + ∆x

Figure 1.11 Transmission line schematic.
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As a result, a transmission line of length �x represents a lumped
element circuit shown in Fig. 1.11(b), where �L, �C, �R, and �G are
the series inductance, the shunt capacitance, the series resistance, and
the shunt conductance per unit length, respectively. If all these ele-
ments are distributed uniformly along a transmission line, and their
values do not depend on the chosen position of �x, this transmission
line is called a uniform transmission line. Any finite length of the uni-
form transmission line can be viewed as a cascade of section length �x.

To define the distribution of the voltages and currents along the uni-
form transmission line, it is necessary to write the differential equations
using Kirchhoff ’s voltage law for instantaneous values of the voltages
and currents in the line section of length �x distant x from its begin-
ning. For the sinusoidal steady-state condition, the telegrapher equa-
tions for V(x) and I(x) are given by

d2V(x)
dx2 − γ 2V(x) = 0 (1.108)

d2 I(x)
dx2 − γ 2 I(x) = 0 (1.109)

where γ = α + jβ =
√

(�R+ jω�L)(�G + jω�C) is the complex prop-
agation constant (which is a function of frequency), α is the attenu-
ation constant, and β is the phase constant. The general solutions of
Eqs. (1.108) and (1.109) for voltage and current of the traveling wave
in the transmission line can be written as

V(x) = A1 exp(−γ x) + A2 exp(γ x) (1.110)

I(x) = A1

Z0
exp(−γ x) − A2

Z0
exp(γ x) (1.111)

where Z0 =
√

(�R+ jω�L)/(�G + jω�C) is the characteristic imp-
edance of the transmission line, Vi (x) = A1 exp (−γ x) and Vr (x) = A2
exp (γ x) represent the incident voltage and the reflected voltage, re-
spectively, and Ii(x) = A1 exp (−γ x) /Z0 and Ir (x) = A2 exp (γ x) /Z0 are
the incident current and the reflected current, respectively.

From Eqs. (1.110) and (1.111) it follows that the characteristic imp-
edance of the transmission line Z0 represents the ratio of the incident
(reflected) voltage to the incident (reflected) current at any position on
the line as

Z0 = Vi(x)
Ii(x)

= Vr(x)
Ir(x)

(1.112)

For a lossless transmission line, when R = G = 0 and the voltage and
current do not change with position, the attenuation constant α = 0,
the propagation constant γ = jβ = jω

√
�L�C and the phase constant
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Z0, θ ZL

I(l)

x = 0 x = l

I(0)

V(0) V(l)Zin

Figure 1.12 Loaded transmission line.

β = ω
√

�L�C. Consequently, the characteristic impedance is reduced
to Z0 =

√
L/C and represents a real number. The wavelength is defined

as λ = 2π/β = 2π /ω
√

�L�C and the phase velocity as vp = ω/β =
1/

√
�L�C.

Figure1.12 represents a transmission line of characteristic impedance
Z0 terminated with a load ZL. In this case, the constants A1 and A2 are
determined at the position x = l by

V(l) = A1 exp(−γ l) + A2 exp(γ l) (1.113)

I(l) = A1

Z0
exp(−γ l) − A2

Z0
exp(γ l) (1.114)

equal to

A1 = V(l) + Z0 I(l)
2

exp(γ l) (1.115)

A2 = V(l) − Z0 I(l)
2

exp(−γ l) (1.116)

As a result, wave equations for voltage V(x) and current I(x) can be
rewritten as

V(x) = V(l) + Z0 I(l)
2

exp[γ (l − x)] + V(l) − Z0 I(l)
2

exp[−γ (l − x)]

(1.117)

I(x) = V(l) + Z0 I(l)
2Z0

exp[γ (l − x)] − V(l) − Z0 I(l)
2Z0

exp[−γ (l − x)]

(1.118)

which allows their determination at any position on the transmission
line.

The voltage and current amplitudes at x = 0, V(0) and I(0), as func-
tions of the voltage and current amplitudes at x = l, V(l) and I(l), can
be determined from Eqs. (1.117) and (1.118) as

V(0) = V(l) + Z0 I(l)
2

exp(γ l) + V(l) − Z0 I(l)
2

exp(−γ l) (1.119)

I(0) = V(l) + Z0 I(l)
2Z0

exp(γ l) − V(l) − Z0 I(l)
2Z0

exp(−γ l) (1.120)
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Using the ratios cosh x = [exp (x) + exp (−x)] /2 and sinh x = [exp (x)−
exp (−x)] /2, we can rewrite Eqs. (1.119) and (1.120) in the form of

V(0) = V(l) cosh(γ l) + Z0 I(l) sinh(γ l) (1.121)

I(0) = V(l)
Z0

sinh(γ l) + I(l) cosh(γ l) (1.122)

which represents the transmission equations of the symmetrical re-
ciprocal two-port network expressed through ABCD-parameters when
AD – BC = 1 and A = D. Consequently, the transmission ABCD-matrix
of the lossless transmission line with α = 0 can be given by

[ABCD] =
[

cos θ jZ0 sin θ

jsinθ

Z0
cos θ

]
(1.123)

Using the formulas to transform ABCD-parameters into S
parameters gives

[S ] =
[

0 exp (− jθ )
exp (− jθ ) 0

]
(1.124)

where θ = βl is the electrical length of the transmission line.
One of the useful concepts of such a loaded lossless transmission line

is the reflection coefficient �, which is defined as the ratio of the reflected
voltage wave and the incident voltage wave given at x by

�(x) = Vr

Vi
= A2

A1
exp(2 jβx) (1.125)

The reflection coefficient for x = l (taking into account Eqs. (1.115)
and (1.116)) can be defined as

� = Z − Z0

Z + Z0
(1.126)

where � represents the load reflection coefficient and Z = ZL = V(l)/I(l).
If the load is mismatched, only part of the available power from source
is delivered to the load. This power loss is called a return loss, RL, and
is calculated in decibels as

RL = −20 log10 |�| (1.127)

For a matched load, when � = 0, return loss is of ∞ dB. A total
reflection with � = 1 means a return loss of 0 dB when all incident
power is reflected.
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According to the general solution for voltage at a position x in the
transmission line

V(x) = Vi(x) + Vr(x) = Vi[1 + �(x)] (1.128)

Hence for two waves, incident and reflected, being in phase, the max-
imum amplitude is

Vmax(x) = |Vi|[1 + |�(x)|] (1.129)

and the minimum amplitude (when these two waves are out of phase)
is

Vmin(x) = |Vi|[1 − |�(x)|] (1.130)

The ratio of Vmax to Vmin, which is a function of the reflection coefficient
�, is the voltage standing wave ratio (VSWR). The VSWR is a measure
of mismatch and can be written as

VSWR = Vmax

Vmin
= 1 + |�|

1 − |�| (1.131)

which can change from 1 to ∞ (where VSWR = 1 implies a matched
load). For purely active loads when ZL = RL, the VSWR can be calculated
using VSWR = RL/Z0 when RL ≥ Z0 and VSWR = Z0/RL when Z0 ≥ RL.

From Eqs. (1.121) and (1.122) it follows that the input impedance of
the loaded lossless transmission line can be obtained using

Zin = V(0)
I(0)

= Z0
ZL + jZ0 tan(θ )
Z0 + jZL tan(θ )

(1.132)

which gives an important dependence between the input impedance,
the transmission line parameters (electrical length and characteristic
impedance), and the arbitrary load impedance.
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Chapter

2
Nonlinear Circuit
Design Methods

This chapter presents the most commonly used design techniques for
analyzing nonlinear circuits, including transistor power amplifiers.
There are several approaches to analyzing and designing these nonlin-
ear circuits, depending on their main specifications, typically, an analy-
sis in both the time domain (to determine transient circuit behavior) and
in the frequency domain (to improve power and spectral performances
when parasitic effects, such as instability and spurious emission, must
be eliminated or minimized). Using the time domain technique, it is rel-
atively easy to describe a circuit with differential equations, which must
be solved numerically. The time domain analysis is limited: it cannot
operate with the circuit immitance parameters, and can be practically
realized only for circuits with lumped parameters or ideal transmis-
sion lines. The frequency domain analysis is less ambiguous because a
relatively complex circuit often can be reduced to one or more sets of
immitances at each harmonic component. For example, using a quasi-
linear approach, the nonlinear circuit parameters averaged by funda-
mental components allow a linear circuit analysis to be applied. At the
same time, harmonic balance analysis can be applied to nonlinear cir-
cuits and can combine both frequency and time domain analysis. Some
practical equations, such as the Taylor and Fourier series expansions,
Bessel functions, trigonometric identities, and the concept of the con-
duction angle, which simplify the circuit design procedure, are given.

Spectral Domain Analysis

Spectral domain analysis is used to define power amplifier output per-
formance. Such an analysis allows the output current response to be

27
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determined in view of the nonlinear device transfer characteristic ap-
proximated by

i(t) = f [v(t)] (2.1)

when, in a common case, the following multiple frequency signal is
applied to the device input:

v(t) =
N∑

k=1

Vk cos(ωkt + φk) (2.2)

The result of the spectral domain analysis is shown as a summation of
the harmonic components, the amplitudes and phases of which will det-
ermine the output signal spectrum. This problem is solved using trigono-
metric identities, piecewise linear approximation, or Bessel functions.

Trigonometric identities

The use of the trigonometric identities is very convenient when the
transfer characteristic of the nonlinear element can be represented by
the power series

i = ao + a1v + a2v2 + · · · + anvn (2.3)

Let the input signal represent the only fundamental harmonic com-
ponent in the form of

v = V cos (ωt + φ) (2.4)

Then, by substituting Eq. (2.4) for Eq. (2.3), the power series can be
written as follows:

i = a0 + a1V cos (ωt + φ) + a2V 2 cos2 (ωt + φ) + · · · + anV n cosn (ωt + φ)
(2.5)

To represent the right part of Eq. (2.5) as a sum of first-order cosine
components, the following trigonometric identities, which allow the n
order cosine components to be replaced, can be used:

cos2 ψ = 1
2

(1 + cos 2ψ) (2.6)

cos3 ψ = 1
4

(3 cos ψ + cos 3ψ) (2.7)

cos4 ψ = 1
8

(3 + 4 cos 2ψ + cos 4ψ) (2.8)

cos5 ψ = 1
16

(10 cos ψ + 5 cos 3ψ + cos 5ψ) (2.9)

where ψ = ωt + φ.
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Using the appropriate substitution from Eqs. (2.6) to (2.9) and equat-
ing the signal frequency component terms allows Eq. (2.5) to be rewrit-
ten as

i = I0 + I1 cos (ωt + φ) + I2 cos 2 (ωt + φ)

+ I3 cos 3 (ωt + φ) · · · + In cos n (ωt + φ) (2.10)

where

I0 = a0 + 1
2a2V 2 + 3

8a4V 4 + · · ·
I1 = a1V + 3

4a3V 3 + 5
8a5V 5 + · · ·

I2 = 1
2a2V 2 + 1

2a4V 4 + · · ·
I3 = 1

4a3V 3 + 5
16a5V 5 + · · ·

Comparing Eqs. (2.3) and (2.10), we find:

For nonlinear elements, the output spectrum contains frequency com-
ponents, which are multiples of the input signal frequency. A number in
the highest frequency component is equal to a maximum degree of the
power series. Therefore, if it is necessary to know the amplitude of n-
harmonic response, the volt-ampere characteristic of nonlinear element
should be approximated by a power series of order not less than n.
The dc output component and even-order harmonic components are de-
termined by only the even voltage degrees in the device transfer char-
acteristic given by Eq. (2.3). The odd-order harmonic components are
defined by only the odd voltage degrees for the single harmonic input
signal given in Eq. (2.4).
The current phase ψk of k-order harmonic component ωk = kω is k
times larger than the input signal current phase ψ :

ψk = ωkt + φk = k (ωt + φ) (2.11)

that is also applied to their initial phases, which are defined as

φk = kφ (2.12)

Piecewise-linear approximation

The piecewise-linear approximation of the active device volt-ampere
characteristic results from replacing the real nonlinear current-voltage
dependence i = f (v) with an approximated one that consists of the
straight lines tangent to the real dependence at the specified points.
Such an approximation for the case of two straight lines is shown in
Fig. 2.1.

The output current waveforms for the initial actual voltage-ampere
dependence (dashed line) and its two-straight-line approximation
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Figure 2.1 Piecewise-linear approximation.

(solid line) are plotted in Fig. 2.1(b). Under large-signal operation mode,
the waveforms of these two dependencies are practically the same, with
negligible deviations for small current values. Consequently, at least
two first output current components, dc and fundamental, can be cal-
culated through a Fourier-series expansion with sufficient accuracy.
Therefore, such a piecewise-linear approximation with two straight
lines is quite popular in practice when it is necessary to determine
the result of the large-signal effect.

The active device volt-ampere characteristic is

i =
{

0 when v ≤ Vp

gm(v − Vp) when v ≥ Vp
(2.13)

where gm is the transconductance and Vp is the approximated pinch-off
voltage.

Consider the effect of the input signal in the form of

v = E + V cos ωt (2.14)

on the nonlinear element, the volt-ampere characteristic of which is
approximated by two straight lines (as shown in Fig. 2.2), where E is
the bias voltage. As a result, the output current represents a sequence
of the cosinusoidal pulses with maximum height of Imax and width of
2θ , and can be calculated within the interval −θ ≤ ωt ≤ θ as follows:

i = KN − MN = I cos ωt − I cos θ = I(cos ωt − cos θ ) (2.15)
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Figure 2.2 Schematic definition of conduction angle.

Taking into account that I = gmV, Eq. (2.15) can be rewritten as

i = gmV (cos ωt − cos θ ) (2.16)

When ωt = 0, then i = Imax, and

Imax = gmV(1 − cos θ ) (2.17)

The angular time θ characterizes the class of the active device oper-
ation. If θ = π (or 180◦), the device operates in the active region during
the entire period (class A operation). When θ = π/2 (or 90◦), the de-
vice operates half a wave period in the active region and half a wave
period in the pinch-off region (class B operation). The values of θ > 90◦

correspond to class AB operation with a certain value of the quiescent
output current. Therefore, it is advisable to name the angular time 2θ

as the conduction angle, the value of which directly indicates a class of
the active device operation.

The Fourier-series expansion of the even function when i(t) = i(−t)
contains only even component functions, and can be written as

i(t) = I0 + I1 cos ωt + I2 cos ωt + I3 cos ωt + · · · (2.18)

The dc, fundamental, and n-order components are calculated as
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follows:

I0 = 1
2π

θ∫
−θ

gmV(cos ωt − cos θ )d (ωt) = gmVγ0 (θ ) (2.19)

I1 = 1
π

θ∫
−θ

gmV(cos ωt − cos θ cos ωtd (ωt) = gmVγ1 (θ ) (2.20)

In = 1
π

θ∫
−θ

gmV(cos ωt − cos θ ) cos (nωt) d (ωt) = gmVγn (θ ) (2.21)

where γ0(θ ) = 1
π

(sin θ − θ cos θ )

γ1(θ ) = 1
π

(θ − sin θ cos θ )

γn(θ ) = 2
π

sin nθ cos θ − ncos nθ sin θ

n (n2 − 1)
, n = 2, 3, . . .

The dependencies of γn(θ ) for the dc, fundamental, and second cur-
rent components are shown in Fig. 2.3. The maximum value of γn(θ ) is
achieved when θ = 180◦/n. By using these dependencies the appropriate
current component amplitude can be determined as

In = gmVγn(θ ) (2.22)
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Figure 2.3 Dependencies of γn(θ ) for dc, fundamental, and second current
components.
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A plot of the Fourier amplitudes on the frequency axis, given by
Eqs. (2.19) to (2.21), is called the single-sideband amplitude spectrum
of i(t). The normalized power of i(t), according to Parseval’s theorem for
real periodic waveforms, is equal to the sum of the normalized powers
of the individual components, i.e.,

1
T

T∫
0

i2 (t) dt = I2
o + 1

2

∞∑
n=1

I2
n (2.23)

A plot of the normalized powers corresponding to the Fourier com-
ponents in Eq. (2.18) versus frequency is called the single-sideband
power spectrum of i(t). The height of each spectrum component is nu-
merically equal to the average power that would be dissipated if the nth
harmonic current were applied across the terminals of a 1-� resistance.
Consequently, the sum of the heights of all components in the power
spectrum is numerically equal to the average power that would be dis-
sipated if i(t) were applied across the terminals of a 1-� resistance.

Sometimes it is required to retain the value of Imax is constant at any
values of θ . This requires an appropriate change in the input amplitude
V. In this case, it is more convenient to use the following coefficients to
determine the ratios of the current harmonic component amplitudes to
the current cosinusoidal pulse amplitude:

αn = In/Imax (2.24)

From Eqs. (2.17) and (2.22) it follows that

αn = γn(θ )/(1 − cos θ ) (2.25)

and the maximum value of αn(θ ) is achieved when θ = 120◦/n.

Bessel functions

The Bessel functions are used to analyze the power amplifier operation
mode when the nonlinear behavior of the active device can be described
by the exponential functions. The transfer voltage-ampere characteris-
tic of the bipolar transistor is approximated by the following simplified
exponential dependence, neglecting reverse base-emitter current:

i(v) = Isat

[
exp

(
v
VT

)
− 1
]

(2.26)

where Isat is the minority carrier saturation current, and VT is the tem-
perature voltage. If the effect of the input signal given by Eq. (2.14) is
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Figure 2.4 Zero-order and first-order modified Bessel functions of the first kind.

considered, then Eq. (2.26) can be rewritten as follows:

i(t) = Isat

[
exp

(
E
VT

)
exp

(
V cos ωt

VT

)
− 1
]

(2.27)

The current i in Eq. (2.27) is the even function of ωt and, conse-
quently, it can be represented by the Fourier-series expansion given by
Eq. (2.18). To determine the Fourier components, the following expres-
sions are used:

exp
(

V cos ωt
VT

)
= I0

(
V
VT

)
+ 2

∞∑
k=1

Ik

(
V
VT

)
cos(kωt) (2.28)

where Ik(V/VT) are the k-order modified Bessel functions of the first
kind for an argument of V/VT shown in Fig. 2.4 for the zero-order and
first-order components. It should be noted that I0(0) = 1 and I1(0) =
I2(0) = · · · = 0, and with an increase of the component number its
amplitude appropriately decreases.

According to Eq. (2.28), the current i defined by Eq. (2.26) can be
rewritten as

i(t)= Isat

[
exp

(
E
VT

)
I0

(
V
VT

)
− 1
]
+ 2Isatexp

(
E
VT

)
I1

(
V
VT

)
cos (ωt) + 2Isat

exp
(

E
VT

)
I2

(
V
VT

)
cos (2ωt) + 2Isatexp

(
E
VT

)
I3

(
V
VT

)
cos (3ωt) + · · ·

(2.29)



Nonlinear Circuit Design Methods 35

As a result, comparing Eq. (2.29) with Eq. (2.18) allows constant, fun-
damental, and n-order Fourier current components to be determined:

I0 = Isat

[
exp

(
E
VT

)
I0

(
V
VT

)
− 1
]

(2.30)

I1 = 2Isat exp
(

E
VT

)
I1

(
V
VT

)
(2.31)

In = 2Isat exp
(

E
VT

)
In

(
V
VT

)
, n = 2, 3, . . . (2.32)

When using the Bessel functions, the following relationships can be
applied:

2
dIn (V/VT)
d (V/VT)

= In+1

(
V
VT

)
+ In−1

(
V
VT

)
(2.33)

dI0 (V/VT)
d (V/VT)

= I1

(
V
VT

)
(2.34)

2n
(V/VT)

In

(
V
VT

)
= In−1

(
V
VT

)
− In+1

(
V
VT

)
(2.35)

In

(
− V

VT

)
= (−1

)n In

(
V
VT

)
(2.36)

Time Domain Analysis

A time domain analysis establishes the relationships between voltage
and current in each circuit element in the time domain when a system
of equations is obtained by applying Kirchhoff ’s law to the circuit to be
analyzed. Commonly, in a nonlinear circuit, such a system will be com-
posed of nonlinear integro-differential equations. The solution to this
system can be found by applying the numerical integration methods.
Therefore, the choices of the time interval and the initial point are very
important to provide a compromise between the speed and accuracy
of calculation; the smaller the interval, the smaller the error, but the
number of points to be calculated for each period will be greater, which
will make the calculation slower.

To analyze a nonlinear system in the time domain, it is necessary
to know the voltage-current relationships for all elements used in RF
and microwave circuits. For example, for linear resistance R, when the
sinusoidal voltage applies and current is flowing through it, the voltage-
current relationship in the time domain is given by

V = R I (2.37)
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where V is the voltage amplitude and I is the current amplitude. For
linear capacitance C,

i(t) = dq(t)
dt

= dq
dv

dv
dt

= C
dv
dt

(2.38)

For linear inductance L,

v(t) = dϕ(t)
dt

= dϕ

di
di
dt

= L
di
dt

(2.39)

where ϕ is the magnetic flux across the inductance.
Nonlinear dependencies, such as q(v) or ϕ(i), should each be expanded

in a Taylor series by subtracting the dc components and substituting
into Eqs. (2.38) and (2.39) to obtain the expressions for appropriate
incremental capacitance and inductance. Then, for the quasilinear case,
the capacitance and inductance can be defined by

C(E) = dq(v)
dv

∣∣∣∣
v=E

(2.40)

and

L(I) = dϕ(i)
di

∣∣∣∣
i=I0

(2.41)

where E is the dc voltage across the capacitor, and I0 is dc current
flowing through the inductance.

Figure 2.5 shows the electrical schematic of the first-order RL-circuit
connected to the independent voltage source E at the moment t = 0.
When we first connect a voltage source to a circuit containing an induc-
tance as an energy-storage element, the current in the RL-circuit does
not immediately reach its steady-state value. This means that there is
a transient response that characterizes the step-driven circuit with an
energy-storage element. Let us assume the zero initial conditions of the
RL-circuit. Now we wish to solve for current i at all t > 0. According
to Kirchhoff ’s voltage law, the algebraic sum of the voltages across the

R 

L 

i 
t = 0 vL 

E vR 

Figure 2.5 Schematic of RL-circuit with connected
source for t > 0.
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circuit elements (vL = Ldi/dt, vR = Ri, and v = E) should be equal to
zero, vL + vR − v = 0, resulting in the following linear nonhomogeneous
first-order differential equation:

L
di
dt

+ Ri = E (2.42)

which general solution can be obtained in the form of

i(t) = E
R

+ Aexp
(
− R

L
t
)

(2.43)

The unknown coefficient A can be found from the initial conditions
when, for t = 0, the circuit current i(0) = 0. Consequently,

i(t) = E
R

[
1 − exp

(
− t

τ

)]
(2.44)

and

vL(t) = L
di
dt

= E
R

exp
(
− t

τ

)
(2.45)

where τ = L/R is the time constant of the RL-circuit.
Thus, the current i(t) in the RL-circuit starts to monotonically grow

from its zero value, i(0) = 0 at t = 0, asymptotically (by means of ex-
ponential functions) approaching the final dc value of i(∞) = I = E/R
at t → ∞ when vL(∞) = 0 and vR(∞) = E according to Eqs. (2.44)
and (2.45).

Figure 2.6 shows the electrical schematic of the nonlinear parallel
circuit that contains the capacitance as a nonlinear element depending
on the applied voltage. Such a capacitance can represent the nonlinear
capacitance of p-n junction of the bipolar transistor or internal gate
source and gate-drain capacitances of MOSFET or MESFET devices.
Let us assume that the loaded quality factor of the parallel circuit is
high enough for us to expect that the voltage across the circuit is si-
nusoidal, v = V sin ωt, even if the current i contains the higher-order
harmonic components. Then, according to Eq. (2.38) where C = C(v),

R 

i 

v 
L C(v) 

iC iL iR 

Figure 2.6 Schematic of nonlin-
ear parallel circuit.
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the following equation for current flowing through the nonlinear capac-
itance C can be obtained:

iC = C(v)ωV cos ωt (2.46)

In the case of the second-order polynomial approximation of the non-
linear capacitance given by

C(v) = C0 + A1v + A2v2 (2.47)

where C0, A1, and A2 are the coefficients with positive values, by using
the trigonometric identity given by Eq. (2.6), Eq. (2.46) can be rewritten
in the form of

iC =
(

C0 + A2

2
V 2 + A1V sin ωt − A2

2
V 2 cos 2ωt

)
ωV cos ωt (2.48)

From Eq. (2.48), it follows that the fundamental harmonic of this
current iC1 through the nonlinear capacitance C can be represented by

iC1 =
(

C0 + A2

4
V 2
)

ωV cos ωt (2.49)

The same result for current iC1 can be obtained by including the equiv-
alent (or fundamentally averaged) capacitance Cavr instead of the non-
linear capacitance according to

Cavr = C0 + A2

4
V 2 (2.50)

whose value increases for larger values of voltage amplitude V.
The transmission line in the time domain can be represented as an

element with finite delay time depending on its electrical length. Con-
sider the simple load network of the power amplifier shown in Fig. 2.7,
which consists of a parallel quarterwave transmission line RF grounded
at the end by a bypass capacitor, a series fundamentally tuned L0C0
circuit, and a load resistance R. In an idealized case, the intrinsic de-
vice output capacitance is assumed to be negligible to affect the power
amplifier RF performance. The loaded quality factor QL of the series
resonant L0C0-circuit is high enough to provide the sinusoidal output
current iR flowing into the load R.

To define the collector voltage and current waveforms, consider the
electrical behavior of a homogeneous lossless quarterwave trans-
mission line connected to the dc voltage supply with RF grounding [1].
In this case, the voltage v(t, x) in any cross section of such a trans-
mission line can be represented as a sum of the incident and reflected
voltages, vinc(ωt − 2πx/λ) and vrefl (ωt + 2πx/λ), generally with an
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Figure 2.7 Power amplifier load network with quarterwave
transmission line.

arbitrary waveform. When x = 0, the voltage v(t, x) is equal to the
collector voltage:

v(ωt) = v(t, 0) = vinc(ωt) + vrefl(ωt) (2.51)

At the same time, at another end of the transmission line when x =
λ/4, the voltage is constant and equal to

Vcc = v(t, π/2) = vinc(ωt − π/2) + vrefl(ωt + π/2) (2.52)

Since the time moment t was chosen arbitrarily, let us rewrite
Eq. (2.52) using a phase shift of π/2 for each voltage by

vinc(ωt) = Vcc − vrefl(ωt + π ) (2.53)

Substituting Eq. (2.53) into Eq. (2.51) yields

v(ωt) = vrefl(ωt) − vrefl(ωt + π ) + Vcc (2.54)

Consequently, for the phase shift of π, the collector voltage can be
obtained by

v(ωt + π ) = vrefl(ωt + π ) − vrefl(ωt+2π ) + Vcc (2.55)

For idealized operation conditions with a 50 percent duty cycle (when
during half a period the transistor is turned on and during another
half a period the transistor is turned off) with overall period of 2π,
the voltage vref l(ωt) can be considered as the periodical function with a
period of 2π:

vrefl(ωt) = vrefl(ωt+2π ) (2.56)
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As a result, the summation of Eqs. (2.54) and (2.55) results in the
following equation for collector voltage:

v(ωt) = 2Vcc − v(ωt + π ) (2.57)

From Eq. (2.57) it follows that the maximum value of the collector
voltage cannot exceed a value of 2Vcc and the time duration with maxi-
mum voltage of v = 2Vcc coincides with the time duration with minimum
voltage of v = 0.

Similarly, an equation for the current iT flowing into the quarterwave
transmission line can be obtained by

iT(ωt) = iT(ωt + π ) (2.58)

which means that the period of signal flowing into the quarterwave
transmission line is equal to π because it contains only even harmonic
components, as such a transmission line has an infinite impedance at
odd harmonics.

Let the transistor operate as an ideal switch when it is closed during
the interval 0 < ωt ≤ π where v = 0 and opened during the interval
π < ωt ≤ 2π where v = 2Vcc according to Eq. (2.57). During the interval
π < ωt ≤ 2π when the switch is opened, the load is directly connected to
the transmission line and iT = −iR = −IR sinωt. Consequently, during
the interval 0 < ωt ≤ π when the switch is closed, iT = IR sinωt ac-
cording to Eq. (2.58). Hence, the current flowing into the quarterwave
transmission line at any ωt can be represented by

iT(ωt) = IR| sin ωt | (2.59)

where IR is the amplitude of current flowing into the load.
Since the collector current is defined as i = iT + iR,

i(ωt) = IR(sin ωt + | sin ωt |) (2.60)

which means that the collector current represents half-sinusoidal pulses
with amplitude equal to double the load current amplitude.

Consequently, for purely sinusoidal current flowing into the load—
due to the infinite loaded quality factor of the series fundamentally
tuned L0C0-circuit shown in Fig. 2.8(a)—the ideal collector voltage and
current waveforms can be represented by the appropriate normalized
waveforms shown in Figs. 2.8(b) and 2.8(c), respectively, where I0 is
the dc current. Here, a sum of odd harmonics approximates a square
voltage waveform and a sum of the fundamental and even harmonics
approximates a half-sinusoidal collector current waveform. The wave-
form corresponding to the normalized current flowing into the quar-
terwave transmission line shown in Fig. 2.8(d) represents a sum of
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Figure 2.8 Ideal waveforms of power amplifier with quarterwave trans-
mission line.
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even harmonics. As a result, the shapes of the collector current and
voltage waveforms provide a condition when the current and voltage
do not overlap simultaneously. Such a condition, with symmetrical col-
lector voltage and current waveforms, corresponds to idealized Class F
operation mode with 100 percent collector efficiency (see Chap. 7).

Newton-Raphson Algorithm

To describe circuit behavior, it is necessary to solve the nonlinear al-
gebraic equation, or system of equations, which do not admit a closed
form solution analytically. One of the most common numerical methods
to solve such equations is a method based on the Newton-Raphson al-
gorithm [2]. The initial guess for this method is chosen using a Taylor
series expansion of the nonlinear function. Consider a practical case
when the device is represented by a two-port network where all nonlin-
ear elements are the functions of two unknown voltages, input voltage
vin and output voltage vout. As a result, after combining linear and non-
linear circuit elements, a system of two equations can be written as{

f1(vin, vout) = 0

f2(vin, vout) = 0
(2.61)

Assume that the variables vin0 and vout0 are the initial approximate
solution of a system of Eq. (2.61). Then, the variables can be written as
vin = vin0 + �vin and vout = vout0 + �vout, where �vin and �vout are the
linear increments of the variables. Applying a Taylor series expansion
to Eq. (2.61) yields

f1(vin0 + �vin, vout0 + �vout)= f1(vin0, vout0)+ ∂ f1

∂vin

∣∣∣∣ vin = vin0
vout = vout0

× �vin + ∂ f1

∂vout

∣∣∣∣vin = vin0
vout = vout0

�vout + o
(
�v2

in + �v2
out + · · ·)= 0 (2.62)

f2(vin0 + �vin, vout0 + �vout)= f2(vin0, vout0) + ∂ f2

∂vin

∣∣∣∣ vin = vin0
vout = vout0

× �vin + ∂ f2

∂vout

∣∣∣∣vin = vin0
vout = vout0

�vout + o
(
�v2

in + �v2
out + · · ·) = 0 (2.63)

where o(�v2
in + �v2

out + · · ·) denotes the second- and higher-order
components.
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Neglecting the second- and higher-order components, Eqs. (2.62) and
(2.63) can be rewritten in the matrix form:

−
[

f1
f2

]
=




∂ f1

∂vin

∂ f1

∂vout

∂ f2

∂vin

∂ f2

∂vout



[

�vin
�vout

]
(2.64)

In the phasor form,

−F = J�v (2.65)

where J is the Jacobian matrix of Eq. (2.61).
A solution of Eq. (2.65) for a nonsingular matrix J can be obtained by

�v = −J−1F (2.66)

This means that if

v0 =
[

vin0
vout0

]

is the initial guess of this system of equations, then the next (more
precise) solution can be written as

v1 = v0 − J−1F (2.67)

where

v1 =
[

vin1
vout1

]

Thus, starting with initial guess v0, we compute v1 at the first itera-
tion. For the iteration n + 1, we can write

vn+1 = vn − J−1F (vn) (2.68)

The iterative Eq. (2.68) is given for a system of two equations; how-
ever, it can be directly extended to a system of k nonlinear equations
with k unknown parameters. This iterative procedure is terminated
after n + 1 iterations whenever

|xn+1 − xn| =
√√√√ K∑

k=1

(
xk

n+1 − xk
n

)2
< ε (2.69)

where ε is a small positive number depending on the desired accu-
racy. For practical purposes, it is desirable that the Newton-Raphson
algorithm should converge in a few steps. Therefore, the choice of an
appropriate initial guess is crucial to the success of the algorithm.
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Figure 2.9 Circuit schematic with
resistor, diode, and voltage source.

Consider the circuit shown in Fig. 2.9. According to Kirchhoff ’s volt-
age law,

v = vR + vD (2.70)

where vR = iR. The electrical behavior of the diode is described by
Eq. (2.26). Rearranging Eq. (2.26) gives the equation for vD in the form of

vD = VT ln
(

i
Isat

+ 1
)

(2.71)

Thus, from Eqs. (2.70) and (2.71) it follows that

v = iR+ VT ln
(

i
Isat

+ 1
)

(2.72)

This allows current i to be determined for a specified voltage v. How-
ever, because it is impossible to solve this equation analytically for cur-
rent i in an explicit form, the solution must be found numerically.

Consider a case of dc voltage source V with constant current I. For
the sinusoidal voltage source, it is necessary to calculate the Bessel
functions for dc, fundamental, and higher-order harmonic current com-
ponents. It is convenient to rewrite Eq. (2.72) as

f (I) = IR+ VT ln
(

I
Isat

+ 1
)

− V = 0 (2.73)

from which

f ′(I) = R+ VT
1

I + Isat
(2.74)

Then, applying the iterative algorithm for one variable,

In = In−1 − f (In−1)
f ′(In−1)

(2.75)

we obtain

In = In−1 −
In−1 R+ VT ln

(
In−1
Isat

+ 1
)

− V

R+ VT
1

In−1+Isat

(2.76)
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TABLE 2.1 Three-Step Iteration Procedure

n In, A εn

0 0.05 0.899371786
1 0.878469005 0.070902781
2 0.948955229 0.000416557
3 0.949371786

The results of the numerical calculation of the currents In for each
iteration for VT = 25.9 mA / V, R = 5 �, V = 5 V, Isat = 10 µ A, and
initial current I0 = 50 mA are given in Table 2.1. The calculation error
εn = IN − In : n = 0, 1, . . . , N, for each iteration step illustrates the fast
convergence to the solution. The error at each subsequent iteration step
is approximately proportional to the square error at the previous step.
If a required accuracy of ε < 0.1% is set in advance, the procedure will
be stopped at the third iteration step.

Quasilinear Method

To simplify the power amplifier design procedure, in some cases it is
enough to apply a quasilinear method based on the use of the ratios
between the fundamental harmonics of currents and voltages, and the
replacement of nonlinear elements by equivalent averaged fundamen-
tal linear ones. The derivation of equivalent averaged linear elements in
terms of signal voltages is based on static voltage-ampere and voltage-
capacitance active device characteristics.

For example, for a bipolar transistor all elements of its equivalent
circuit are nonlinear, depending significantly on operation mode, es-
pecially transconductance gm and base-emitter capacitance Cπ . Taking
into account that ωT = gm/Cπ , it is sufficient to limit the design to the
nonlinear elements gm, ωT, and collector capacitance Cc, as the base
resistance rb poorly depends on a bias mode. The averaged large-signal
transconductance can be easily determined from Eq. (2.31):

gm1 = I1

V
= 2Isat

V
exp

(
E
VT

)
I1

(
V
VT

)
(2.77)

The collector capacitance represents a junction capacitance and can
be approximated by

Cc = Cco/

(
1 + vc

ϕ

)γ

(2.78)

where ϕ is the built-in junction potential. If our interest is restricted
to the fundamental frequency, and vc = Ec + Vc sin ωt, where Ec is the
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Figure 2.10 Large-signal behavior of device junction
capacitance.

collector dc supply voltage, then the following current flows through the
collector capacitance which is defined for the quasilinear case as

ic = Cc(vc)
dvc

dt
= ωCcoVc cos ωt(

1 + Ec
ϕ

+ Vc
ϕ

sin ωt
)γ = ωCc(Ec)Vc cos ωt

(1 + ξ sin ωt)γ
(2.79)

where Cc(Ec) is the small-signal capacitance in the operating point, ξ =
Vc/ (Ec + ϕ). As a result, the averaged large-signal collector capacitance
Cc1 can be calculated through the fundamental Fourier series compo-
nent as follows:

Cc1 = Ic1/ωVc = Cc(Ec)
π

2π∫
0

cos2 ωt
(1 + ξ sin ωt)γ

d (ωt) (2.80)

Figure 2.10 shows the voltage dependencies of the averaged collector
capacitance. Within a range of ξ < 1, the maximum large-signal value
of Cc1(Vc) deviates from the small-signal value of Cc(Ec) by not more
than 20 percent for an abrupt junction with γ = 1/2.

For a MESFET device, the drain current id is a function of the gate-
source voltage vgs and the drain-source voltage vds, id = f (vgs, vds), which
can be expanded in a two-dimensional Taylor series:

id(t) = Ido + ∂ f
∂vgs

∣∣∣∣ vgs = Egs
vds = Eds

(vgs − Egs) + ∂ f
∂vds

∣∣∣∣ vgs = Egs
vds = Eds

(vds − Eds)

+ 1
2


∂2 f

∂v2
gs

∣∣∣∣∣ vgs = Egs
vds = Eds

(vgs − Egs)2 + 2
∂2 f

∂vgs∂vds

∣∣∣∣∣∣∣ vgs = Egs
vds = Eds

(vgs − Egs)

× (vds − Eds) + ∂2 f
∂v2

ds

∣∣∣∣ vgs = Egs
vds = Eds

(vds − Eds)2


+ · · · (2.81)



Nonlinear Circuit Design Methods 47

In the small-signal quasilinear case, the high-degree terms are ne-
glected and

id(t) = Ido + ∂ f
∂vgs

∣∣∣∣ vgs = Egs
vds = Eds

(vgs − Egs) + ∂ f
∂vds

∣∣∣∣ vgs = Egs
vds = Eds

(vds − Eds) (2.82)

The gate-source and drain-source instantaneous voltages can be writ-
ten, respectively, as

vgs = Egs + Vgs cos (ωt + φ) (2.83)

vds = Eds + Vds cos ωt (2.84)

where Egs and Eds are the dc bias voltages, Vgs and Vds are the gate
source and drain-source voltage amplitudes, and φ is the phase differ-
ence between gate-source and drain-source voltages.

Consequently, the instantaneous drain current given by Eq. (2.81)
can be rewritten as [3]

id(t) = f (vgs, vds) = Ido + gm1Vgs cos(ωt + φ) + Gds1Vds cos ωt (2.85)

where gm1 = Id
Vgs

∣∣∣
Vds=0

, Gds1 = Id
Vds

∣∣∣
Vgs=0

, Ido is the dc drain current, and

Id is the fundamental drain current amplitude, Gds1 = 1/Rds1.
Multiplying the right and left parts of Eq. (2.85) by sin ωt and inte-

grating over a complete signal period, the averaged transconductance
gm1 is obtained by

gm1 = − 1
πVgs sin φ

2π∫
0

id sin ωtd (ωt) (2.86)

Similarly, multiplying by sin (ωt + φ), the averaged drain-source con-
ductance can be obtained by

Gds1 = 1
πVds sin φ

2π∫
0

id sin (ωt + φ) d (ωt) (2.87)

The averaged large-signal gate-source capacitance Cgs1 can be cal-
culated similarly to the abrupt collector capacitance Cc1 of the bipolar
transistor with γ = 1/2. The averaged gate forward conductance Ggf1
is defined as

Ggf1 = 2Isat

Vgs
exp

(
Egs

VT

)
· I1

(
Vgs

VT

)
(2.88)
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where Isat is the saturation current of the Schottky barrier and
I1(Vgs /VT) is the first-order modified Bessel function of the first kind.

The gate charging resistance Rgs varies with the gate-source capac-
itance Cgs in such a way that the charging time constant τg = RgsCgs
changes insignificantly, and it can be treated as a constant value for
quasilinear approximation.

Harmonic Balance Method

Harmonic balance analysis determines the periodic steady-state circuit
responses because the basis signal set chosen to represent the physi-
cal signals in the circuit consists of sinusoidal functions [4, 5]. The
harmonic balance method requires that the circuit be divided into two
subcircuits connected by wires forming multiports. One subcircuit con-
tains the linear components of the circuit, and another contains the only
nonlinear device model parameters, as shown in Fig. 2.11. The linear
parasitic elements of the device are taken into account by the linear
subcircuit. Sources and loads are concentrated in a separate multiport
network. The N wires at the linear-nonlinear interface connect the two
subcircuits and define corresponding nodes. Current flowing out of one
subcircuit must equal that flowing into another. Matching the frequency
components in each wire satisfies the continuity equation for current.
An iterative process calculates the current at each wire so that the
obtained dependencies are satisfied for both the linear and nonlinear
sides of the overall circuit.

The nonlinear subcircuit is represented by a set of nonlinear equa-
tions:

ik(t) = f [v1(t), v2(t), . . . , vN (t)] (2.89)

where f is an arbitrary nonlinear function (and can include differen-
tiation and integration), and ik and vk are the kth-port current and
voltage, respectively. The linear subcircuit response is calculated in the
frequency domain at each harmonic component by linear analysis and
is represented by an N× (N + M ) matrix. The M additional variables
are the additional external nodes to which voltage or current sources

Sources
and

loads

Linear
subcircuit

Nonlinear
subcircuit

 
Figure 2.11 Harmonic balance circuit representation.
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are connected. In the case of an applied input signal containing a sum
of harmonics at ω, 2ω, . . . , Kω, there will be (K + 1) matrices so that
the matrix relationship between the port voltages and currents can be
written as




v1(kω)
...

vN(kω)


 =




H11(kω) H12(kω) · · · H1(N+M)(kω)
H21(kω) H22(kω) · · · H2(N+M)(kω)

...
...

. . .
...

HN1(kω) HN2(kω) · · · HN(N+M)(kω)







i1(kω)
...

iN(kω)
iN+1(kω)

...

iN+M(kω)




(2.90)

where Hij(kω) are impedance or transfer ratios, depending on which of
the variables are voltages and which are currents, k = 0, 1, . . . , K. The
harmonic balance program finds a simultaneous solution to Eqs. (2.89)
and (2.90) for v1, v2, . . . , vN, so that i1, i2, . . . , iN can be determined.

Figure 2.12 illustrates the application of theharmonicbalancemethod
to a three-terminal MESFET device. The MESFET device is presented
by only nonlinear elements whereas all its parasitics, matching and out-
put networks are incorporated into a linear subcircuit. The source ter-
minal is chosen as a reference, so that N = 2. Here, the voltages v1 and
v2 are independent variables, as are the currents i1 and i2. Additional
applied sources are the external voltage sources V1 and V2. As a result,
the output current flowing into the load or voltage across the load can
be readily found once i1 and i2 are determined. Since Eq. (2.89) is stated
in the time domain and Eq. (2.90) is stated in the frequency domain,
time-to-frequency conversion is achieved using a discrete Fourier trans-
form. An initial estimate must be made for ij(t) and vj(t), j = 1, . . . , N,
because their values are unknown at the beginning of calculation.
Iteration between Eqs. (2.89) and (2.90) is performed using a discrete

Linear circuit
and device
parasitics

Nonlinear
MESFET

model
i(t) = f [v(t), dv(t)/dt]

i2 i2

i1i1

V1

v1

−

−

V2

Time domainFrequency domain

v2

Drain

Gate

Source

Figure 2.12 Application of harmonic balance method to three-terminal MESFET
device.



50 Chapter Two

Cgd 

Rgs 

Cgs 

Rd 

Cds 

Rs 

Ld Lg 

ZS 

Ls 

Rg 

VS 

Vd Id 

Vg 

ZL 

Vdd 

Ig 

Ib 

Figure 2.13 MESFET power amplifier equivalent circuit.

Fourier transform to obtain the frequency components calculated in
the time domain using Eq. (2.89) until a self-consistent set of variables
that satisfy the current continuity equations is attained. The continu-
ity equation for current states that the “nonlinear” currents ij must be
equal to the “linear” currents īj that corresponds to zero error function
as a solution.

Figure 2.13 shows the equivalent circuit of a power amplifier, includ-
ing a nonlinear MESFET circuit model, the input and output matching
circuits, and the source and load impedances [5]. The device model in-
cludes both linear and nonlinear elements which can be characterized
by the appropriate measurement or modeling. The largest contribu-
tions to the nonlinear device behavior are made by the nonlinear drain
current source Id, forward-bias gate current source Ig and gate-to-drain
current source Ib which are assumed to be functions of the instanta-
neous internal gate voltage Vg and drain voltage Vd. An analysis of the
circuit shown in Fig. 2.13 using Kirchhoff ’s voltage and current laws in
the frequency domain results in two complex algebraic equations with
Vg and Vd as the independent variables for each kth Fourier component:

AVgk + BVdk = C (2.91)

DVgk + EVdk = F (2.92)

where A = 1 + jkω�(Z2 + Rgs)Cgs + (Z1 + ZS)(Cgs + Cgd + jkωRgsCgsCgd)�
B = jkω�−(Z1 + ZS)Cgd + Z2Cds�
C = −(Z1 + Z2 + ZS)Ig + (Z1 + ZS)Ib − Z2 Id + VS
D = jkω�Z2Cgs − (Z3 + ZL)(Cds + jkωRgsCgsCds)�
E = 1 + jkω�Z2Cgs + (Z3 + ZL)(Cgd + Cgs)�
F = −Z2 Ig − (Z3 + ZL)Ib + (Z2 + Z3 + ZL)Id + VDD

Z1 = Rg + jkωLg, Z2 = Rs + jkωLs, Z3 = Rd + jkωLd, k = 1, . . . , N
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Here, the matrices A, B, D, and E describe the linear network and the
matrices C and F represent independent driving sources. The nonlin-
earity in these equations is contained in the currents Ig, Ib, and Id, which
commonly depend on both Vg and Vd. Consequently, Eqs. (2.91) and
(2.92) determine voltages Vg and Vd only implicitly. The system of these
equations is best solved computationally using an iterative technique.

The iterative solution process begins with an initial approximation
to the solution, which can be made by neglecting the gate forward bias
current Ig and the gate-to-drain current Ib and assuming a linear device
output conductance or transconductance. Setting and substituting the
initial values of the bias current, fundamental drain current amplitude
and phase into Eqs. (2.91) and (2.92) (rearranged with the real and im-
aginary parts) allows calculation of the appropriate bias gate and drain
voltages and fundamental gate and drain voltages in the frequency do-
main. Rewriting the voltages vg(t) and vd(t) in the time domain,

vg(t) = Vg0 + Vg1 cos (ωt + φg1) (2.93)

vd(t) = Vd0 + Vd1 cos (ωt + φd1) (2.94)

and substituting them into nonlinear current expressions ig(vg, vd) and
id(vg, vd) gives the Fourier components for each current harmonic with
the appropriate amplitude and phase. Then, at each iteration step, in-
serting every gate and drain current written in a complex form into
Eqs. (2.91) and (2.92) allows us to obtain the complex gate and drain har-
monic voltages. Their representation in the time domain can be given by

vg(t) =
N∑

k=1

Vgk cos (kωt +ψgk) (2.95)

vd(t) =
N∑

k=1

Vdk cos (kωt +ψdk) (2.96)

which, in turn, allows us to define the complex gate and drain currents
by insertion into their nonlinear expressions. Finally, when the accu-
racy of the solution is satisfied, the iterative process ends. In this case,
an error function, which defines the duration of this iterative procedure,
can be written in a mean square form.
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Chapter

3
Nonlinear Active
Device Modeling

Power amplifier and oscillator circuit design and simulation is based
mostly on active device electrical equivalent circuits, closed-form design
equations, and semiempirical techniques. Accurate device modeling is
extremely important for the development of monolithic integrated cir-
cuits. Better approximations of the final design can be achieved only
if the nonlinear device behavior is described accurately. Once a device
model has been incorporated into a circuit simulator, it requires the
parameters to specify the device characteristics according to the model
equations. The next step is to provide a procedure for adequate extrac-
tion of S-parameter data. This poses the problem of how to extract the
device parameters from the measurement results accurately, rapidly,
and without unnecessary measurement complexity. The best way is to
minimize the device bias points under S-parameter measurements and
to combine the analytical approach with a final optimization procedure
to provide the best fitting of the experimental curves and empirical
equation-based model curves. Numerical optimization is often used to
fit the model S-parameters to the measured parameters since the re-
sulting device element values depend on the starting values and are
not unique. The analytical approach incorporates a derivation of the
basic intrinsic device parameters from its equivalent circuit based on S-
to Y-parameter or Z-parameter transformations using sufficiently sim-
ple equations. However, it is crucial that we choose an appropriately
large-signal model that is suitable for a specific active device, accu-
rately describes the nonlinear behavior of its equivalent circuit param-
eters and contains a reasonable number of model parameters to be
determined.

53
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This chapter describes all necessary steps for an accurate device
modeling procedure, beginning with the determination of the small-
signal equivalent circuit parameters. A variety of nonlinear models for
MOSFET, MESFET, HEMT, and bipolar devices including HBTs, which
are very prospective for modern microwave monolithic integrated cir-
cuits of power amplifiers and oscillators, are presented. Measured and
modeled volt-ampere and voltage-capacitance characteristics are ana-
lyzed to show the advantages and drawbacks of nonlinear device models.

Power MOSFETs

Personal wireless communication services have been driving the devel-
opment of silicon MOSFET worldwide to provide reliable low-cost and
high-performance technology. For example, the LDMOS device struc-
tures have proven to be highly efficient, high gain and linear for both
high-power and low-voltage microwave and RF applications, including
power amplifiers, low-noise amplifiers, mixers, and voltage–controlled
oscillators [1–3]. To develop low cost silicon MOSFET for higher speed
and higher frequency integrated circuits and subsystems within a shor-
ter design time, it is necessary to create accurate device models that
allow efficient CAD simulation. Several well-known physically based
MOSFET models describe the device behavior [4, 5]. However, some of
them, such as Level 1, Level 2, or Level 3 large-signal models, are very
simple and cannot describe the volt-ampere and voltage-capacitance
characteristics with acceptable accuracy. Other popular models, as the
BSIM3v3 model, are too complicated and may not be as accurate for
RFIC simulation due to their derivative discontinuity regarding the
overall bias conditions. Moreover, microwave parasitic effects in sili-
con MOSFET are not easy physically predictable. Table-based models,
such as the HP Root model, are only accurate for the characterized
structures and measurement conditions. An empirical analytical mod-
eling approach is a valid compromise between physical models and
data-based models, which has been proven successfull in GaAs MMIC
development.

Small-signal equivalent circuit

To describe accurately the nonlinear properties of the large MOSFET
devices, it is necessary to take into account the distributed nature of
the gate capacitor, because the channel resistance is not equal to zero.
In this case, the channel of such a device can be modeled as a bias-
dependent RC distributed transmission line along the channel length,
as shown in Fig. 3.1. This one-dimensional approach assumes a gradual
channel approximation when the quantity of charge in the channel is
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Figure 3.1 Schematic representation of MOSFET distributed channel struc-
ture.

controlled completely by the gate electrode; only fields in the vertical di-
mension influence the depletion region and channel current is provided
entirely by drift with a constant mobility. Despite some drawbacks re-
lated to short-channel devices, this approach allows a compromise be-
tween the accuracy and simplicity of a model derivation.

The [ABCD]-matrix of the given RC transmission line can be written
as follows:

[ABCD] =

 cosh γ L Z0 sinh γ L

sinh γ L
Z0

cosh γ L


 (3.1)

where γ =
√

jωR ′
chC′

g is the propagation constant, Z0 = R ′
ch/γ is the

characteristic transmission line impedance, L is the channel length,
R ′

ch = Rch/L, C′
g = Cg/L, Rch is the channel charging resistance, which

is a result of non-instantaneous respond to the changes of the gate-
source voltage, and Cg is the total gate capacitance. Under the assump-
tions mentioned above, the equivalent gate-source impedance Zgs can
be written using Eq. (3.1) as

Zgs = A
C

= Rch
coth γ L

γ L
(3.2)

The first-order approximation of Zgs obtained from series expansion
of Eq. (3.2) yields the following result:

Zgs = Rch
coth γ L

γ L
∼= Rch

γ L

(
1

γ L
+ γ L

3

)
= Rch

3
+ 1

jω Cg
(3.3)

From Eq. (3.3) it follows that the MOSFET intrinsic gate-source
circuit can be realized using a simple series circuit with the resistance
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Figure 3.2 Intrinsic MOSFET equivalent circuit correspond-
ing to (a) first- and (b) second-order channel approxima-
tion.

Rgs = Rch/3 and the capacitance Cgs = Cg. The intrinsic transistor equiv-
alent circuit corresponding to the first-order approximation is shown in
Fig. 3.2(a).

The second-order approximation of Zgs is also derived from a series
expansion of Eq. (3.2) as

Zgs = Rch
coth γ L

γ L
∼= Rch

γ L

[
1

γ L
+ γ L

3
− (γ L)2

45

]
= Rch

3

(
1 − jωCg Rch

15

)

+ 1
jωCg

∼= Rch

3
/

(
1 + jω

Rch

3
Cg

5

)
+ 1

jωCg
(3.4)

As a result, the second-order approximation of the device channel
structurecan be realized by seriesconnection of the capacitance
Cgs1 = Cg and the parallel RC circuit, which consists of the resistance
Rgs = Rch/3 and the capacitance Cgs2 = Cg/5. The intrinsic transistor
equivalent circuit corresponding to the second-order approximation is
shown in Fig. 3.2(b).

For high power MOSFET devices whose channel width is significantly
larger than their channel length, the distributed character of the total
gate resistance Rt = RshW/L across the width W (where Rsh is the sheet
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resistance of the gate material) has to be taken into consideration. Sil-
icon MOSFET can be decomposed into n devices, each with a width of
W/n and a gate resistance of Rt/n. For n → ∞, it will be viewed as
array of the small transistors distributed along the gate of the device.
Commonly, it is necessary to consider a two-dimensional power MOS-
FET distributed model because it contains a gate-distributed charac-
ter along both the channel length and channel width. But because of
the short channel size of MOSFETs, a distributed gate effect along the
channel length can be taken into account in only the frequency range
close to the transition frequency fT and higher. When ωRgsCgs << 1, an
analysis of the distributed gate model along the channel width based on
transmission line theory shows that all transistor Y-parameters should
be modified by the term tanh(γ W)/γ W [6]. However, a linear series ex-
pansion of this term in the form of

tanh(γ W)
γ W

= 1 − jωCg
Rt

3
∼= 1

1 + jωCg
Rt
3

(3.5)

leads to only the additional use of a series lumped gate resistance Rt/3
that does not alter the structure of the transistor equivalent circuit.
Consequently, the total gate resistance Rg can be divided in two series
resistances as Rg = Rge + Rgi, where Rge is the extrinsic contact and
ohmic gate electrode resistance and Rgi = Rt/3 is the intrinsic gate
resistance due to the distributed gate structure of the power MOSFET.

The complete small-signal MOSFET equivalent circuit with the ex-
trinsic parasitic elements is shown in Fig. 3.3. Here, Lg is the gate
leadinductance, Rs, Ls are the source bulk and ohmic resistance and lead
inductance, Rd, Ld are the drain bulk and ohmic resistance and lead
inductance, and Cgp, Cdp are the gate and source pad capacitances, re-
spectively.
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Figure 3.3 Nonlinear MOSFET equivalent circuit with extrinsic linear elements.
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Determination of equivalent circuit elements

To characterize the transistor electrical properties, it is sufficient to use
the grounded-source intrinsic Y-parameters. Their two-port admittance
matrix is:

Y =




jωCgs

1 + jωτg
+ jωCgd − jωCgd

gm exp (− jωτ )
1 + jωτg

− jωCgd Gds + jω(Cds + Cgd)


 (3.6)

where Gds = 1/Rds, τg = RgsCgs, and τ is the effective channel carrier
transit time. It is advisable to consider the intrinsic gate resistance
Rgi as an external gate element. In this case, the MOSFET intrinsic Y-
matrix is the same as for the MESFET or HEMT devices. Consequently,
to determine the elements of the intrinsic MOSFET small-signal equiv-
alent circuit, it is possible to use the same analytical approach, which
allows the determination of its elements through the real and imagi-
nary parts of the device intrinsic admittance Y-parameters.

For known extrinsic parasitic elements, the determination of the
intrinsic Y-parameters from experimental data can be presented by
the following procedure (see Fig. 3.4):

� Measurement of the S-parameters of the extrinsic device
� Transformation of the S-parameters to the admittance Y-parameters

with subtraction of the parallel capacitances Cgp and Cdp

� Transformation of the admittance Y-parameters to the impedance
Z-parameters with subtraction of series inductances Lg, Ls, Ld and
resistances Rg, Rs, Rd

� Transformation of the impedance Z-parameters to the admittance
Y-parameters of the intrinsic device two-port network.

The device extrinsic parasitic resistances and inductances can be di-
rectly determined from measurements performed at zero drain-source
voltage. For known values of Cgp and Cdp and for the forward gate bias-
ing condition (when the gate-source voltage is substantially larger than
the pinch-off voltage) the device equivalent circuit can be presented,
as shown in Fig. 3.5. Then, the extrinsic impedance Z-parameters are
written as follows:

Z11 = Rs + Rg + j


ω(Ls + Lg) − 1

ωCgs

1 + jωCgs Rgs

1 + Cgd

Cgs
(1 + jωCgs Rgs)


 (3.7)

Z12 = Z21 = Rs + jωLs (3.8)

Z22 = Rs + Rd + jω(Ls + Ld) (3.9)
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Figure 3.4 Method for extracting the device intrinsic Z -parameters.
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Figure 3.5 Device equivalent circuit corresponding to forward gate
biasing condition.
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As a result, when (1) the parasitic source inductance Ls is defined
directly from measured ImZ12 and (2) the parasitic source resistance
Rs is defined from measured ReZ12, then the parasitic drain inductance
Ld and resistance Rd can be calculated from measured ReZ22 and ImZ22,
respectively. The parasitic gate resistance Rg can be calculated directly
from measured ReZ11 for a specified value of Rs.

Low frequency measurements allow the determination of the input,
output, and feedback MOSFET capacitances. In this case, at zero drain
bias and for the gate voltages lower than the pinch-off voltage Vp, the
device small-signal equivalent circuit can be simplified to the one shown
in Fig. 3.6. For low frequency measurements of less than a 100 MHz,
when the extrinsic parasitic resistances and inductances have no influ-
ence on the device behavior, the imaginary parts of the Y-parameters
can be written as

ImY11 = jω(Cgs + Cgp + Cgd) (3.10)

ImY12 = ImY21 = − jωCgd (3.11)

ImY22 = jω(Cds + Cdp + Cgd) (3.12)

The parameters of the small-signal equivalent circuit can also be ex-
tracted using computer optimization. For example, the intrinsic device
parameters are calculated analytically for each bias condition as the
functions of the extrinsic parasitic elements, which are treated as global
bias-independent data in the associated fitting process [7]. The mea-
sured and simulated real and imaginary parts of S-parameters in a
wide frequency range are compared to minimize the error function

εij = 1
4

2∑
i, j=1

(
1
N

N∑
n=1

|measSijn − simSijn|
measSijn

)
· 100% (3.13)

where measSijn are the measured S-parameter data, simSijn are the
simulated S-parameter data, N is the number of frequencies, and i, j =
1, 2. So, for the power lateral double-diffused MOSFET device with the
gate length L = 1.25 µm and the gate width W = 1.44 mm in a frequency
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range of 50 MHz up to 10 GHz, the maximum error does not exceed
2.5 percent. This indicates a good accuracy of the MOSFET small-signal
equivalent circuit model presented in Fig. 3.3.

Nonlinear I-V models

An empirical approach to approximate the drain current source Ids (Vgs,
Vds) of a JFET device is described in [8]. Instead of using separate equa-
tions for the triode and pinch-off regions, irrespective of the device ge-
ometry and material parameters, Eq. (3.14) with hyperbolic function
was used:

Ids = Idss

(
1 − Vgs

Vp

)2

tanh α

∣∣∣∣ Vds

Vp − Vgs

∣∣∣∣ (3.14)

where Idss is the saturation drain current for Vgs = 0, α is the satu-
ration voltage parameter, and Vp is the pinch-off voltage. As a result,
good agreement was obtained between the predicted and experimental
results, which shows a promising prospect for such a simple empirical
model.

An empirical nonlinear model, which is single piece and continuously
differentiable, developed for silicon LDMOS transistors is presented
by [9]:

Ids = βV VG exp
gst (1 + λVds)tanh

(
αVds

Vgst

)
[1 + K1 exp (VBReff1)]

+ Iss exp
(

Vds − VBR

VT

)
(3.15)

where

Vgst = Vst ln
[
1 + exp

(
Vgst2

Vst

)]

Vgst2 = Vgst1 − 1
2

(
Vgst1 +

√
(Vgst1 − VK)2 + �2 −

√
V 2

K + �2

)
Vgst1 = Vgs − Vth0 − γ Vds

VBReff1 = Vds − VBReff

K2
+ M3

Vds

VBReff

VBReff = VBR

2
[1 + tanh (M1 − VgstM2)]

λ = drain current slope parameter
β = transconductance parameter



62 Chapter Three

Vth0 = forward threshold voltage
Vst = subthreshold slope coefficient
VT = temperature voltage
Iss = forward diode leakage current

VBR = breakdown voltage
K1, K2, M1, M2, and M3 = breakdown parameters

VK, VGexp, and �, γ = gate-source voltage parameters

A similar and sufficiently simple nonlinear MOSFET RF model to
describe the device I-V characteristics using hyperbolic function is pro-
posed in [10]:

Ids = βeffV
VG exp
gst (1 + λVds) tanh

(
αVds

V SAT exp
gst

)
(3.16)

where

βeff = β/
(
1 + µcritV

GMexp
gst

)
Vgst = Vst ln

[
1 + exp

(
Vgst1

Vst

)]
Vgst1 = Vgs − Vth0 − γ Vds

GMexp, SATexp, and µcrit are the channel current parameters.
In many applications, it is necessary to take into consideration the

MOSFET operation in the weak-inversion region when the gate-source
voltage Vgs is smaller than the threshold voltage Vth. For example, to
improve the conversion gain of a mixer or to reduce the intermodulation
distortion of a class AB power amplifier (when device biasing is usually
used at a low current level around the onset of the strong-inversion
region from the weak-inversion region). The drain current in the weak-
inversion region is dominated mainly by the diffusion component that
increases exponentially with the gate voltage [11]. On the other hand, in
the strong-inversion saturation region when the gate-source voltage is
greater than the threshold voltage, the drain current is proportional to
the square of (Vgs – Vth). To obtain continuous behavior from the weak-
inversion region to the strong-inversion region for the drain current,
and to achieve a compromise between accurate device modeling and
ease of circuit analysis, we can use

Ids(Vgs) = A{ ln[1 + exp (B (Vgs − Vth))]}2 (3.17)

where A and B are the approximation parameters. The drain current
is effectively proportional to the square of (Vgs – Vth) when Vgs is larger
than Vth and exponentially decreases with the gate-source voltage when
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Vgs is smaller than Vth. The approximation parameters A and B are
defined from the following conditions:

Ids|Vgs=Vth
= Ith

∂ Ids

∂Vgs

∣∣∣∣
Vgs=Vth

= Sth (3.18)

where Ith is the threshold drain current, as shown in Fig. 3.7(a), Sth is
a slope of the voltage-ampere transfer characteristic in the threshold
point. Then,

A = Ith

(ln2)2 B = Sth

Ith
ln2 (3.19)

The transfer characteristic can be defined in terms of only two phys-
ical parameters Ith and Sth, which are easily defined from device mea-
surements.

The EKV MOST model has been successfully applied to low-voltage
and low-current analog circuit design and simulation, referring voltage
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Figure 3.7 Drain current versus gate-source voltage.
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Vg, Vd and Vs to the device local substrate [12]. In this case, the drain
current Id can be expressed as

Id(Vg, Vs, Vd) = IF(Vg, Vs) − IR(Vg, Vd) (3.20)

where IF (Vg, Vs) is the forward current component and IR (Vg, Vd) is the
reverse current component. The current components IF and IR are

IF(Vg, Vs) = Is

{
ln
[
1 + exp

(
(Vg − Vth0 − nVs)

2nVT

)]}2

(3.21)

IR(Vg, Vd) = Is

{
ln
[
1 + exp

(
(Vg − Vth0 − nVd)

2nVT

)]}2

(3.22)

where Is = 2nβV 2
T , β is the transfer parameter, VT is the temperature

voltage (26 mV at 300 K), Vth0 is the gate-to-bulk threshold voltage
defined with zero channel inversion charge, and n is the slope factor
defined from the device physics.

The function to describe the I-V curves of the HEMT devices was
used to link the linear and saturation regions by a suitable continuous
analytical dependence [13]:

Ids(Vgs, Vds) =
(

I−1
max + I−1

gdo

)−1
(3.23)

where Igdo is an exponential function of Vgs and Vds, Imax is maximum
channel current expressed as

Imax(Vds) = Ipk(1 + λVds) tanh(αVds) (3.24)

Ipk is the drain current, which corresponds to the maximum slope
of the Ids–Vgs characteristic, as shown in Fig. 3.7(b). The saturation
voltage parameter α affects a slope of the Ids–Vds characteristics in the
linear region, and parameter λ determines a slope of the same drain
characteristics in the saturation region.

In view of the more sloping character of Ids–Vds characteristics, and
taking into account two analytic preliminary premises [see Eqs. (3.17)
and (3.23)], the entire drain volt-ampere characteristics of a MOSFET
can be described as follows [14]:

Ids(Vgs, Vds) = Io/

[
1 +
(

Io

Imax

)n] 1
n

(3.25)

where

Io = Ith

(ln2)2(1 − βVgs)

{
ln
[
1 + exp

(
Sthln2

Ith
(Vgs − Vth)

)]}2

Imax = Isat(1 + λVds) tanh (αVds)
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Figure 3.8 Measured and modeled Ids-Vds curves of high voltage LDMOSFET.

Isat is the saturated drain current as shown in Fig. 3.7(b), Vth = Vtho −
σ Vds, β is the fitting parameter (which determines a slope of the transfer
characteristics under the large values of Vgs), and σ is the parameter
that expresses empirically the dependence of the threshold voltage on
Vds. Better accuracy can be achieved by using Isat for Imax in Eq. (3.24)
instead of Ipk.

To verify the new empirical I-V model, a high-power LDMOSFET
with gate width W = 4 cm and gate length L = 1.1 µm, type LP801
from Polyfet RF Devices, was used. The theoretical and experimental
output Ids(Vds) curves are presented in Fig. 3.8. To define a deviation
between the measured and modeled simulated data and express the
error in percentage, the following current mean-square relative error
function was chosen:

εsq = 1
M

M∑
m=1

[
1
N

N∑
n=1

(
measIdsnm − simIdsnm

measIdsnm

)2
]

· 100% (3.26)

where measIdsnm are the measured drain current values, simIdsnm are
the simulated drain current values, N is the number of measured drain
voltage bias points for the appropriate gate bias voltage Vgs, and M is
the number of measured gate voltage bias points. The resulting current
mean-square error of a family of the output Ids–Vds characteristics is 0.5
percent.

The values of the simulated model parameters are given in Table 3.1.
The theoretical approximation of Ids(Vds) curves is sufficient andaccur-

ate for high-power LDMOSFET and requires only six fitting parameters,
four of which are easily determined by the experimental curves.
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TABLE 3.1 Simulated I -V Model Parameters of High-Voltage LDMOSFET

Parameters α, 1/V β, 1/V λ, 1/V Vth, V Ith, A Sth, A/V Isat, A n σ

Values 0.15 0 0.0005 2.7 0.115 0.2 6.8 1.0 0

When comparing the measured and theoretical data of the transfer
Ids–Vgs characteristic, it is advisable to use the normalized difference
function

�Ids = measIdsn − simIdsn

measIdsn
· 100% (3.27)

Substantially better fitting to Ids(Vgs) and gm(Vgs) experimental curves
is achieved compared with the results obtained from two-dimensional
simulations [15] shown in Fig. 3.9. The deviation of the theoretical
Ids(Vgs) curve from the experimental curve is shown in Fig. 3.10. An
empirical model allows the description of Ids and gm as a function of Vgs
in a weak-inversion region as well as in the strong-inversion region of
the LDMOSFET operation.

To verify that this model is applicable to low-voltage MOSFET de-
vices, the appropriate low-voltage RF power MOSFET with a gate width
of W = 2 mm was chosen [16]. In Fig. 3.11, the transistor theoretical
and experimental drain current Ids(Vds) curves are presented. In this
case, to improve the sensitivity of drain current Ids under large val-
ues of Vgs, the term (1 − βVgs) was introduced to the approximation
function (3.25). The resulting current mean-square error of a family of
the output Ids–Vds characteristics is 0.42 percent. The values of simu-
lated Ids–Vds model parameters are presented in Table 3.2. The transfer
Ids–Vgs characteristics have been compared with the same characteris-
tics calculated by means of the BSIM3v3 model developed for modeling
of deep submicron device [15]. The results presented in Fig. 3.12 show
a good agreement with the experimental curves (practically the same
in the case of the BSIM3v3 approximation).

Nonlinear C-V models

The input capacitance Cgs influences the intermodulation (IMD) level
whenthefrequencyincreasesinthemicrowaveregion [17]. Moreover, the
use of nonlinear capacitance Cgs significantly improves the accuracy of
the simulated dc power consumption [18]. Calculating the gate-source
capacitance Cgs or the gate-drain capacitance Cgd from the charges
corresponding to only the accurate strong-inversion model results in
a mathematically complicated expression [11]. Therefore, when using
MOSFET modeling, the capacitances Cgs and Cgd can be modeled as
the fixed capacitances measured at the quiescent bias voltage and the
p-n junction diode capacitance model can be applied to the capacitance
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Figure 3.9 Measured and modeled (a) Ids-Vgsand (b) gm (Vgs) curves
of high voltage LDMOSFET.

Cds [15]. In [19], only the drain-source capacitance Cds and gate-drain
capacitance Cgd are considered as the bias-dependent junction capaci-
tances. With the increase in the drain bias voltage a depletion region
is formed under the oxide in the lightly doped drain region. Therefore,
the capacitance Cgd can be considered as a junction capacitance, which
strongly depends on the drain-source bias voltage Vds. According to the
accurate charge model calculations in [11], Cgd has a strong depen-
dence on Vgs only in the moderate-inversion region when Vgs – Vth < 1 V.
In this region, the behavior of Cgd is similar to Cgs and can be evaluated
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Figure 3.10 Deviation between theoretical and experimental Ids-Vgs curves.

using the same hyperbolic tangent functions. However, for high-voltage
LDMOSFET devices, since the dependence of Cgd on Vgs is quite small,
it seems sufficient to limit the dependence to Vds only. The capacitance
Cds varies due to the change in the depletion region, which is mainly
determined by the value of Vds.

The gate-source capacitance Cgs can be described as a function of the
gate-source bias voltage. First, we consider an appropriate behavior for
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Figure 3.11 Measured and modeled Ids-Vds curves of low voltage MOSFET.
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TABLE 3.2 Simulated I -V Model Parameters of Low-Voltage MOSFET

Parameters α, 1/V β, 1/V λ, 1/V Vth, V Ith, mA Sth, mA/V Isat, A n σ

Values 0.58 0.17 0 0.9 0.029 1.05 0.31 0.78 0.05

each of its main composite parts: the intrinsic gate-source capacitance
Cgsi (including both the gate-source and the source-substrate charge
fluctuations) and the gate-substrate capacitance Cgbi. The gate-source
voltage dependence of these components is substantially different [11].
The intrinsic gate-substrate capacitance Cgbi is constant in the accumu-
lation region (where it is equal to the total intrinsic oxide capacitance
Cox), slightly decreases in the weak-inversion region, significantly re-
duces in the moderate-inversion region and becomes practically con-
stant in the strong-inversion or saturation region. The intrinsic gate-
source capacitance Cgsi grows rapidly in the moderate inversion region
and equals 2Cox/3 in the saturation region. The dependence of the total
gate-source capacitance Cgs as a sum of its components Cgsi and Cgbi on
Vgs is shown in Fig. 3.13.

A hyperbolic tangent function can be used for each of two parts of the
dependence Cgs(Vgs) where the gate-source capacitance can be approx-
imated by the following function:

Cgs = Cgsmin + Cs

{
1 + tanh

[
S

Cs
(Vgs − Vs)

]}
(3.28)
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Figure 3.12 Meaured and modeled gm(Vgs) curves of low voltage MOSFET.
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where Cs = (Cgsmax −Cgsmin)/2, Cgsmax is maximum gate-source capacit-
ance, Cgsmin is minimum gate-source capacitance, and S = (S1, S2) is
the slope of Cgs (Vgs) at each bend point Vgs = Vs = (Vs1, Vs2), as shown
in Fig. 3.13,

S1 = ∂Cgs

∂Vgs

∣∣∣∣ Vgs=Vs1
S2 = ∂Cgs

∂Vgs

∣∣∣∣ Vgs=Vs2
(3.29)

The total gate-source capacitance Cgs as a function of Vgs can be de-
scribed by [14]

Cgs = Cgsmax − Cgso

{
1 + tanh

[
S1

Cs
(Vgs − Vs1)

]}{
1 + tanh

[
S2

Cs
(Vgs − Vs2)

]}
(3.30)

where Cgsmax = Cox, Cgso is the model fitting capacitance.
The approximation function for the gate-source capacitance as the

dependence of Vgs can also be presented in the following form by using
two components containing hyperbolic functions [9]:

Cgs = Cgs1 + Cgs2{1 + tanh[Cgs6(Vgs + Cgs3)]} + Cgs4[1 − tanh(Cgs5Vgs)]

(3.31)

where Cgs1, Cgs2, Cgs3, Cgs4, Cgs5, and Cgs6 are the approximation param-
eters.

If we consider the dependence of the gate-source capacitance on Vds
for submicron MOSFET devices, when Cgs slightly increases with the
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increase of Vds, the approximation equation used for the Cgs as a func-
tion of Vgs and Vds can be as follows [20]:

Cgs = Cgs0 + Cgs1{As + Bs tanh[Cs(Vgs − Vth)]}
×{Ds + Es[1 + tanh(Vgs − Vds)] tanh[FsVds − GsVgs]} (3.32)

where Cgs0 is a bias dependent capacitance, Vth is the threshold voltage,
Cgs1 is a scaling factor, and As, Bs, Cs, Ds, Es, Fs, Gs are the model fitting
parameters to match this equation to the measured data.

On the other hand, for high-voltage MOSFET devices, the dependen-
cies of gate-drain capacitance Cgd and drain-source capacitance Cds on
Vds can be accurately evaluated by means of the junction diode capaci-
tance model as follows:

Cgd(ds) = Cgdo(dso)

(
ϕ + Vdso

ϕ + Vds

)m

(3.33)

where m(m1 for Cgd or m2 for Cds) is the junction sensitivity, ϕ is the
contact potential—a value that depends on a doping profile (m= 1/3 for
the linearly graded junction, m = 1/2 for the abrupt junction, m > 1/2
for the hyperabrupt junction)—and Cgdo and Cdso are the junction capac-
itances under dc drain-source bias of Vdso. For practical profiles of the
junction, which are neither exactly abrupt nor exactly linearly graded,
one often chooses the parameters m and ϕ to obtain the best match
between the theoretical model and the measurements.

The results of the approximation of Cds and Cgd as the junction capac-
itances for high-power LDMOSFET, type LP801, are given in Figs. 3.14
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Figure 3.14 Measured and modeled Cds(Vds) dependencies of high voltage LD-
MOSFET.
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and 3.15. The fitting parameters of the approximation curves Cgd(Vds)
and Cds(Vds) are presented in Table 3.3. The linear deviation of the the-
oretical dependence Cgd(Vds) from the experimental one calculated by
means of the normalized difference function is presented in Fig. 3.16.

The resulting drain-source capacitance average normalized differ-
ence error according to

εCds = 1
N

N∑
n=1

|measCdsn − simCdsn|
measCdsn

· 100% (3.34)

(where measCdsn are the measured capacitance values, simCdsn are the
simulated capacitance values, and N is the number of measured voltage
bias points) is only 4.3 percent.

For submicron MOSFET devices, to take into account the dependence
of Cgd on both Vgs and Vds, the approximation equation used for the Cgd
is [20]:

Cgd = Cgd0 + Cgd1{Ad + Bd tanh[Cd(DdVgs − Vds) − Vth]} (3.35)

where Cgd0 is a bias dependent capacitance, Vth is the threshold voltage,
Cgd1 is a scaling factor, while Ad, Bd, Cd, and Dd are the model fitting
parameters.

TABLE 3.3 Simulated C-V Junction Model Parameters

Capacitance Cgd(ds)o, pF m ϕ, V

Cgd 7.88 0.8 2.94
Cds 39.42 39.42 1.0
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Charge conservation

To describe small-signal and large-signal device models, it is neces-
sary to satisfy the charge conservation condition. For the three-terminal
MOSFET device, the matrix equation for small-signal charging circuit
in the frequency domain representation is given by [11]


Ig

Id

Is


 = jω




Cgg −Cgd −Cgs

−Cdg Cdd −Cds

−Csg −Csd Css






Vg

Vd

Vs


 (3.36)

where Ig, Id, Is are the terminal current amplitudes, Vg, Vd, Vs are the
terminal voltage amplitudes, and the capacitance between any two de-
vice terminals (k, l) is described as Ckl = ∂Qk/∂Vl. To transform a three-
terminal device into a two-port network with a common source terminal,
the current and voltage terminal conditions of Ig = Igs, Id = Ids, Is =
−(Igs + Ids), Vg − Vs = Vgs, Vd − Vs = Vds should be taken into account.
In addition, for three-terminal devices the following relations between
terminal capacitances are valid:

Cgg = Cgd + Cgs = Cdg + Csg

Cdd = Cdg + Cds = Cgd + Csd

Css = Csg + Csd = Cgs + Cds

(3.37)

The admittance Yc-matrix for such a capacitive two-port network is

Yc =
[

jω(Cgs + Cgd) − jωCgd

− jω(Cgd + Cm) jω(Cds + Cm + Cgd)

]
(3.38)

where Cm = Cdg −Cgd is the transcapacitance, Cgd represents the effect
of the drain on the gate, and Cdg represents the effect of the gate on
the drain, and these effects are different [11]. Analogous to the I-V
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characteristics, there is no reason to expect that the effect of the drain
voltage on the gate current, which is zero assuming no leakage, is the
same as the effect of the gate voltage on the drain current, which is
significantly large.

Therefore, for power MOSFET devices, because the transcapacitance
Cm is substantially less than Cgs it can be translated to an additional
delay time τc in a frequency range up to fT by combining with the
transconductance gm according to

gm − jωCm = gm

√
1 +
(

ω

ωT

Cm

Cgs

)2

exp
[
− j tan−1

(
ω

ωT

Cm

Cgs

)]
∼= gm exp (− jωτc) (3.39)

where τc = Cm/ωTCgs. To satisfy a charge conservation condition, the
total delay time τ presented in the MOSFET equivalent circuit in Fig. 3.3
should contain delay time due to both the ideal transit time and the
transcapacitance. The transcapacitance Cm can be easily added to the
drain-source capacitance Cds under the parameter extraction procedure.

Gate-source resistance

The gate-source resistance Rgs is determined by the effect of the channel
inertia in responding to rapid changes of the time-varying gate-source
voltage, and varies in such a manner that the charging time τg = RgsCgs
remains approximately constant. Thus, the increase of Rgs in the ve-
locity saturation region, when the channel conductivity decreases, is
partially compensated by the decrease of Cgs due to nonuniform chan-
nel charge distribution [21]. The effect of Rgs becomes significant at
higher frequencies close to the transition frequency fT of the MOS-
FET and cannot be taken into consideration when designing RF circuits
that operate below 2 GHz, as used for commercial wireless applications
[16, 22]. For example, for the MOSFET with the depletion region dop-
ing concentration value NA = 1700 µm−3, the phase of the small-signal
transconductance gm near fT reaches the value of only –15◦ [11].

Temperature dependence

Silicon MOSFET devices are very sensitive to the operation tempera-
ture T and their characteristics are strongly temperature-dependent
[11]. The main parameters responsible for this are the effective carrier
mobility µ and the threshold voltage Vth, resulting in the increase of
the drain current through Vth(T) and the decrease of the drain current
through µ(T) with temperature. Increasing temperature decreases the
slope of the Ids(Vgs) curves. A value of Vgs can be found at which the drain
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current becomes practically temperature-independent over a large tem-
perature range. The variation of Vth with temperature in a wide range
from −50◦C up to 200◦C represents a nonlinear function, which is slowly
decreased with temperature [15], and can be approximated by

Vth(T) = Vth(Tnom) + VT1�T + VT2�T 2 (3.40)

where �T = T − Tnom, Tnom = 300 K (27◦C), and VT1 and VT2 are the
linear and quadratic temperature coefficients for threshold voltage.

The variation of µ with temperature can be taken into account by
introducing the appropriate temperature variation of Isat in Eq. (3.25).
The temperature variation of Isat represents an almost straight line
[15], which decreases with temperature. The dependence of Isat(T) on
temperature can be approximated by the linear function

Isat(T) = Isat(Tnom) + IT�T (3.41)

where IT is the linear temperature coefficient for saturation current.
The temperature dependencies of the MOSFET capacitances and

series resistances can be described by the following linear equations
[5, 23]:

C(T) = C(Tnom) + CT�T (3.42)

R(T) = R(Tnom) + RT�T (3.43)

where C = (Cgs, Cds, Cgd), R = (Rg, Rs, Rd), and RT and CT are the
linear temperature coefficients for the capacitances and resistances,
respectively.

Figure 3.17 shows the modeled temperature dependencies of Vth(T)
and gm(T) for high-power LDMOSFET LP801. The results obtained by
using the simple approximation Eqs. (3.40) and (3.41) with the values
of VT1= −2 mV/◦C, VT2 = −8.55 µV/(◦C)2 and IT = −4.5 mA/◦C show a
good prediction of the I–V characteristics in a wide temperature range.

At high values of Vgs and Vds under dc measurement, the slope of
Ids-Vds curves can be negative, which occurs due to the self-heating
effect for a highly dissipated power region. For the drain current model
in Eq. (3.16), this effect can be taken into account by adding a linear
component that describes the temperature dependence [10]:

β(T) = β(Tnom) + βT�Tj (3.44)

γ (T) = γ (Tnom) + γT�Tj (3.45)

where �Tj = Rth Pdis + �T, Rth(◦C/W) is thermal resistance, Pdis(W) is
dc power consumption in watts caused by dc biasing, and βT, γT are the
linear temperature coefficients with negative values.
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Figure 3.17 Modeled temperature dependencies of Vth and gm.

Another way of taking into account the effect of the negative conduc-
tance at high biasing is to write the nonlinear I − V model as follows:

Ids(T, pT) = Ids(T)
1 + pTVd Ids(T)

(3.46)

where the drain current source Ids(T) is presented in Eq. (3.25), Vd =
Vds/
√

1 + (ωτ th)2, pT is self-heating temperature coefficient, Vds is the
drain-source supply voltage, τth = RthC th is the thermal time constant,
Rth is the thermal resistance, Cth is the thermal capacitance. A thermal
equivalent circuit can be added to the large-signal MOSFET model as a
parallel RthCth circuit as it is presented in [9]. The thermal resistance
Rth can be extracted from the temperature measurement of the dc char-
acteristics. Since the slope of the dc measured Ids(Vds) curves changes
its sign from positive to negative, the temperature coefficient pT can be
evaluated using the following condition:

dIds(T, pT)
dVds

= 0 (3.47)

As a result,

pT = 1
I2
ds(T)

dIds(T)
dVds

(3.48)

where Ids(Vds) curves are defined by measurement of the pulsed Ids(Vds)
curves at ambient temperature T, and a value of Ids(T) is fixed the same
as for zero slope of Ids(T, pT).
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Figure 3.18 Measured and modeled Ids-Vds curves of low-voltage LDMOS-
FET.

The thermal time constant τth can be extracted by comparing pulsed
Ids(Vds) curves calculated under different pulse width and duty factors.
A plot of Ids as a function of pulse width under the fixed gate-source and
drain-source biasing voltages gives an appropriate value of τth.

Figure 3.18 shows the comparison between the measured (dc mea-
surement) and modeled Ids–Vds curves for a 12.5 V LDMOSFET cell
with gate geometry of L = 1.25 µm and W = 1.44 mm. The effect of self
heating for the model parameters pT = 0.035 1/AV, α = 0.2 1/V, β = σ =
0, Sth = 37 mA/V, Ith = 1.5 mA, Vth = 2.25 V, Isat = 0.48 A, n = 1, and
λ = 0.0005 1/ V is described by Eq. (3.46).

GaAs MESFETs and HEMTs

Small-signal equivalent circuit

Thesmall-signal equivalent circuit shown in Fig. 3.19 proves to be an ad-
equate representation for MESFETs and HEMTs in a frequency range
up at least to 25 GHz. Here, the extrinsic elements Rg, Lg, Rd, Ld, Rs,
and Ls are the bulk and ohmic resistances and lead inductances associ-
ated with the gate, drain and source, Cgp and Cdp are the gate and source
pad capacitances, respectively. Capacitance Cdsd and resistance Rdsd
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Figure 3.19 Small-signal equivalent circuit of field-effect transistor.

model the dispersion of the MESFET or HEMT I-V characteristics due
to the trapping effect in the device channel, which leads to discrepancies
between dc measurements and S-parameter measurements at high fre-
quencies [24–26]. The intrinsic model is described by the channel charg-
ing resistance Rgs, which represents the resistive path for the charging
of the gate-source capacitance Cgs, the feedback gate-drain capacitance
Cgd, the output conductance Gds = 1/Rds, the drain-source capacitance
Cds and the transconductance gm. The gate-source capacitance Cgs and
gate-drain capacitance Cgd represent the charge depletion region and
are nonlinear functions. The influence of the drain-source capacitance
Cds on the device behavior is insignificant and its value is practically
bias independent. To model the transit time of electrons along the chan-
nel, transconductance gm usually includes the time constant τ .

To describe small-signal and large-signal device models, it is neces-
sary to satisfy the charge conservation condition. The models for the de-
vice gate-source capacitance Cgs and gate-drain capacitance Cgd should
be derived from the charge model. There are commonly four partial
derivatives of the two device terminal charges—the gate charge Qg and
the drain charge Qd with regard to Vgs and Vds respectively—which ap-
propriately represent totally four capacitances (see Fig. 3.20(a)). How-
ever, the intrinsic small-signal equivalent circuit contains only two ca-
pacitances. Consequently, in this case, they can be defined as [25]

Cgs = ∂(Qg + Qd)
∂Vgs

Cgd = ∂(Qg + Qd)
∂Vgd

(3.49)

The admittance Yc-matrix for such a capacitive two-port network in
Fig. 3.20(a) is

Yc =
[

jω(Cgs + Cgd) − jωCgd

− jω(Cgs − Cm) jωCgd

]
(3.50)
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Figure 3.20 Capacitance equiva-
lent circuits consistent with
charge conservation.

where Cm is an additional transcapacitance, which is determined by

Cm = ∂Qg

∂Vgd
− ∂Qd

∂Vgs
(3.51)

Adding the transcapacitance Cm results in the capacitance equivalent
circuit consistent with the charge conservation condition, as shown in
Fig. 3.20(b). Given that for MESFET devices the transcapacitance Cm
is substantially less than Cgs, in a frequency range up to ω ≤ ωT, it
can be translated to an additional delay time τc by combining with the
transconductance gm according to gm − jωCm ∼= gm exp (− jωτc), where
τc = Cm/ωTCgs.

Determination of equivalent circuit elements

To characterize the device electrical properties, we use the admittance
Y-parameters expressed through the intrinsic small-signal equivalent
circuit as

Y11 = jωCgs

1 + jωCgs Rgs
+ jωCgd (3.52)

Y12 = − jωCgd (3.53)

Y21 = gm exp (− jωτ )
1 + jωCgs Rgs

+ jωCgd (3.54)

Y22 = 1
Rds

+ jω(Cds + Cgd) (3.55)
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Dividing these equations into their real and imaginary parts, the
elements of the small-signal equivalent circuit can be determined as
follows [27]:

Cgd = −ImY12

ω
(3.56)

Cgs = −ImY11 − ωCgd

ω

[
1 +
(

ReY11

ImY11 − ωCgd

)2
]

(3.57)

Rgs = ReY11

(ImY11 − ωCgd)2 + (ReY11)2 (3.58)

gm =
√

(ReY21)2 + (ImY21 + ωCgd)2 ·
√

1 + (ωCgs Rgs)2 (3.59)

τ = 1
ω

sin−1
(−ωCgd − ImY21 − ωCgs RgsReY21

gm

)
(3.60)

Cds = ImY22 − ωCgd

ω
(3.61)

Rds = 1
ReY22

(3.62)

Equations (3.56) to (3.62) are valid for the entire frequency range
and for the drain voltages of Vds > 0 V. If we suppose that all extrin-
sic parasitic elements are known, the only problem is to determine the
admittance Y-parameters of the intrinsic two-port network from exper-
imental data. Consecutive stages shown in Fig. 3.21 can represent such
a determination procedure [28]:

� Measurement of the S-parameters of the extrinsic device
� Transformation of the S-parameters to the impedance Z-parameters

with subtraction of the series inductances Lg and Ld

� Transformation of the impedance Z-parameters to the admittance
Y-parameters with subtraction of the parallel capacitances Cgp and
Cdp

� Transformation of the admittance Y-parameters to the impedance
Z-parameters with subtraction of series resistances Rg, Rs, Rd, and
inductance Ls

� Transformation of the impedance Z-parameters to the admittance
Y-parameters of the intrinsic device two-port network.

The device extrinsic parasitic elements can be directly determined
from measurements performed at Vds = 0. Figure 3.22 presents the
distributed RC channel network under the device gate for zero drain
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Figure 3.22 Distributed RC channel network schematic under device gate.

biasingcondition,where �Cg is the distributed gate capacitance, �Rdiode
is the distributed Schottky diode resistance, and �Rc is the distributed
channel resistance. For any gate biasing conditions, taking into ac-
count the negligible influence of Cgp and Cdp, the extrinsic impedance
Z-parameters are

Z11 = Rs + Rg + Rc

3
+ nkT

qIg
+ jω(Ls + Lg) (3.63)

Z12 = Z21 = Rs + Rc

2
+ jωLs (3.64)

Z22 = Rs + Rd + Rc + jω (Ls + Ld) (3.65)

where Rc = total channel resistance under the gate
nkT/qIg = differential resistance of the Schottky diode

n = ideality factor
k = Boltzmann constant
T = Kelvin temperature
q = electron charge
Ig = dc gate current

As a result, if the parasitic inductance Ls can be defined directly from
measured ImZ12, the parasitic inductances Lg and Ld are calculated
from measured ImZ11 and ImZ22, respectively. The resistance Rc is the
channel technological parameter, which is usually known. The mea-
sured real parts of the Z-parameters yield the values of Rs, Rg, and Rd.

At zero drain bias, and for the gate voltages lower than the pinch-off
voltage Vp, the small-signal equivalent circuit can be simplified to the
one shown in Fig. 3.23. Here, the capacitance Cb represents the fringing
capacitance due to the depleted layer extension at each side of the gate.
For low-frequency measurements usually up to a few gigahertz, when
the extrinsic parasitic resistances and inductances have no influence
on the device behavior, the imaginary parts of the Y-parameters can be
written as

ImY11 = jω(Cgp + 2Cb) (3.66)

ImY12 = ImY21 = − jωCb (3.67)

ImY22 = jω(Cb + Cdp) (3.68)
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Figure 3.23 Small-signal FET circuit at zero drain bias volt-
age.

Curtice quadratic nonlinear model [29]

A simple nonlinear intrinsic large-signal model for GaAs MESFET
device for use in the design of GaAs integrated circuits is shown in
Fig. 3.24. It consists of a voltage-controlled source Ids(Vgs, Vds), the
gate-source capacitance Cgs(Vgs), and a clamping diode between gate
and source. The gate-drain capacitance Cgd is assumed to be constant.

The following analyticalfunctionisusedtodescribethecurrent source:

Ids = β(Vgs − Vp)2(1 + λVds) tanh(αVds) (3.69)

where β is the transconductance parameter determined from experi-
mental data, Vp is the pinch-off voltage, and λ is the slope of the drain
characteristic in the saturated region. Due to the finite value of max-
imum charge velocity of about 107 cm/s during transient operation, a
change in gate voltage does not cause an instantaneous change in drain
current. For example, it takes the order of 10 ps for a change in the drain
current after the gate voltage is changed in a 1 µm gate length MESFET.
Consequently, the most important result of this effect is a time delay
between gate-source voltage and drain current. Therefore, the current
source, given by Eq. (3.69) as Ids[Vgs(t), Vds(t)], should be altered to be
Vgs = Ids[Vgs(t − τ ), Vds(t)], where τ is equal to the transit time under
the gate.

Ids

Cgd

Cgs

s

g 

Igs

d

Figure 3.24 Curtice quadratic nonlinear
intrinsic model.
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The gate-source capacitance Cgs and gate-drain capacitance Cgd can
be treated as voltage-dependent Schottky barrier diode capacitances.
For a negative gate-source voltage and small drain-source voltage, these
capacitances are practically equal. But, when the drain-source voltage
is increased beyond the current saturation point, the gate-drain ca-
pacitance Cgd is much more heavily back-biased than the gate-source
capacitance Cgs. Therefore, the gate-source capacitance Cgs is signifi-
cantly more important, and usually dominates the input impedance of
the MESFET device. In this case, an analytical expression to approxi-
mate the gate-source capacitance Cgs is

Cgs = Cgs0/

(
1 − Vgs

Vgsi

)0.5

(3.70)

where Cgs0 is the gate-source capacitance for Vgs = 0 and Vgsi is the
built-in gate voltage. When Vgs approaches Vgsi, the denominator in
Eq. (3.70) must not be allowed to approach zero, since Cgs will continue
to increase as the depletion width reduces, so that a forward bias con-
dition occurs, and diffusion gate-source capacitance becomes of great
importance. The built-in voltage Vgsi should be equal to the built-in
voltage of the Schottky barrier junction plus some part of the voltage
drop along the channel under the gate.

Curtice-Ettenberg cubic nonlinear model [30]

The nonlinear intrinsic large-signal model for the GaAs MESFET de-
vice, for the design of output circuits for power amplifiers, is shown in
Fig. 3.25. It includes an additional drain-gate voltage-controlled source
Igd(Vgs, Vds), which represents the drain-gate avalanche current that
can occur at large-signal operation, and the channel resistance Rgs
(which is assumed to be constant) as well as the gate-source capaci-
tance Cgs and the gate-drain capacitance Cgd.

To approximate a relationship between the drain current and the
gate-source voltage more accurately, a cubic approximation is proposed:

Ids = (A0 + A1V1 + A2V 2
1 + A3V 3

1

)
tanh(γ Vds) (3.71)

Ids 

Cgd 

Rgs 

Cgs 

s 

g 

Igd 

Igs 
d 

Vgs 

Figure 3.25 Curtice-Ettenberg cubic
nonlinear intrinsic model.
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where

V1 = Vgs(t − τ )
[
1 + β

(
V 0

ds − Vds (t)
)]

(3.72)

β = coefficient for pinch-off change
γ = slope of drain characteristic in the linear region
τ = internal time delay of MESFET

V 0
ds = drain-source voltage at which A0, A1, A2, A3 are evaluated

The coefficients A0, A1, A2, A3 can be evaluated from experimental
data; in the saturation region where A0 is the drain saturation current
for Vgs = 0, A1 can be preliminary evaluated as the transconductance
parameter.

The drain current cannot be pinched off at large drain-source volt-
ages because of the gate current produced by avalanche breakdown.
Therefore, in this model, the drain-gate avalanche current is

Igd =



Vgd(t) − VB

R1
Vgd ≥ VB

0 Vgd < VB

(3.73)

where

VB = VB0 + R2 Ids (3.74)

R1 is the approximate breakdown resistance and R2 is the resistance
that relates breakdown voltage to the channel currents.

The forward-biased gate current can be determined from

Igs =



Vgs(t) − Vgsi

RF
Vgs ≥ Vgsi

0 Vgs < Vgsi

(3.75)

whereVgsi is the built-in gate voltage and RF is the effective value of
forward-bias resistance.

Materka-Kacprzak nonlinear model [31, 32]

The large-signalMESFET model for computer calculation of GaAs MES-
FET amplifier characteristics is shown in Fig. 3.26, where the gate-
source diode is connected in parallel to the gate source capacitance Cgs.
The main nonlinear elements are: the equivalent gate-source capaci-
tance Cgs, the diode in parallel to Cgs (which represents the current in
the gate-channel junction), the drain current source Ids, and the gate-
drain current source Igd (which represents the effect of the gate-drain
breakdown). The remaining parameters of this model are assumed to
be linear.
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Figure 3.26 Materka-Kacprzak nonlinear
intrinsic model.

The voltage-controlled drain current source Ids(Vgs, Vds) is given by

Ids = Idss

(
1 − Vgs

Vp

)2

tanh
(

αVds

Vgs − Vp

)
(3.76)

where

Vp = Vpo + γ Vds

Idss = saturation drain current for Vgs = 0
α = saturation voltage parameter
γ = voltage slop parameter of pinch-off voltage

Vpo = pinch-off voltage for Vds = 0

To take into account the time delay between drain current Ids and
gate voltage Vgs, it is necessary to calculate the instantaneous drain
current Ids(t) from Eq. (3.76) with Vgs = Vgs(t − τ ) and Vds = Vds(t),
where τ is the model parameter.

The nonlinear gate-source capacitance Cgs can be described for
Vgs < 0.8Vgsi using Eq. (3.70) as Schottky barrier capacitance. For Vgs ≥
0.8Vgsi, Cgs is approximated by a straight line with the slope equal to
the derivative dCgs/dVgs obtained from Eq. (3.70) at Vgs = 0.8Vgsi.

The current of the gate-diode Igs and gate-drain current Igd can be
calculated from

Igs = Igss[exp(αsVgs) − 1] (3.77)

Igd = Igdsr[exp(αsrVgd) − 1] (3.78)

where Igss, Igdsr, αs, and αsr are the model parameters. It should be noted
that the current source Igd does not represent any forward biased p-n or
Schottky barrier junction connected between gate and drain terminals,
and only approximates the breakdown current. Therefore, the break-
down current calculated from Eq. (3.78) is negligibly small but can be
increased considerably at large values of the gate-drain voltages.

Raytheon (Statz et al.) nonlinear model [33]

The large-signal MESFET model used for circuit simulation in SPICE
is presented in Fig. 3.27. All elements are nonlinear.
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Figure 3.27 Statz nonlinear intr-
insic model.

The following drain current source model for Vgs > Vp is proposed
to describe more accurately the behavior of the drain current Ids as a
function of the gate-source voltage Vgs in the pinch-off region:

Ids =




β(Vgs − Vp)2

1 + b(Vgs − Vp)
(1 + λVds)

[
1 −
(

1 − αVds

3

)3
]

0 < Vds <
3
α

β(Vgs − Vp)2

1 + b(Vgs − Vp)
(1 + λVds) Vds ≥ 3

α

(3.79)

where
Vp = pinch-off voltage
α = slope of drain characteristic in the linear region
λ = channel length modulation parameter
b = doping profile extending parameter
β = transconductance coefficient

As a result, the approximation in Eq. (3.79) is quadratic for small
values of Vgs – Vp; for their large values it becomes almost linear in
Vgs – Vp, which is more realistic behavior of Ids as a function of Vgs for
real MESFET devices. A tanh function used in previous models below
saturation was approximated by a simple polynomial with n = 3 that
gives the best fit.

The approximations for Cgs and Cgd are calculated based on assump-
tions of the charge conservation law for symmetrical MESFET devices
when Cgs and Cgd are equal at zero Vds, and of a smooth transition from
positive to negative drain-source voltages to avoid a discontinuity at
Vds = 0. Thus, the gate-source capacitance Cgs and gate-drain capaci-
tance Cgd can be calculated as follows:

Cgs = 1
2

Cgs0√
1 − Vnew

VB

F1 F2

2
+ Cgd0

F3

2
(3.80)

Cgd = 1
2

Cgs0√
1 − Vnew

VB

F1 F3

2
+ Cgd0

F2

2
(3.81)
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where

F1 = 1 + Veff1 − Vp√
(Veff1 − Vp)2 + δ2

F2 = 1 + Vgs − Vgd√
(Vgs − Vgd)2 +

(
1
α

)2

F3 = 1 − Vgs − Vgd√
(Vgs − Vgd)2 +

(
1
α

)2

Vnew = 1
2

(
Veff1 + Vp +

√
(Veff1 − Vp)2 + δ2

)

Veff1 = 1
2


Vgs + Vgd +

√
(Vgs − Vgd)2 +

(
1
α

)2



Cgso is the gate-source Schottky-barrier capacitance at Vgs = 0, Cgdo is
the gate-source Schottky-barrier capacitance at Vgd = 0, VB is the built-
in barrier voltage, and δ is the voltage width with smooth transition
from Vp to Veff, which can be chosen to be 0.2 V.

Figure 3.28 shows the approximate voltage behavior of normalized
gate-source capacitance Cgs/Cgs0 for a GaAs MESFET device with pinch-
off voltage of –2.5 V. For normal biasing conditions, when Vds >> 0,
the gate-source capacitance Cgs follows a Schottky-barrier capacitance
model whereas, when Vgs approaches the pinch-off voltage Vp, it falls
rapidly to zero within a voltage range δ. For reverse biasing conditions,
when Vds << 0, the gate-source capacitance Cgs is really the gate-drain

Vgs, V

0.2

0.4

0.6

0.8

1.0

Cgs/Cgso

0
−4 −3 −2 −1 0

Vds = −4 V

Vds = 0
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Figure 3.28 Gate-source capacitance versus gate-source voltage.
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capacitance Cgd0 because the reverse bias interchanges the roles of
source and drain. In that case, the capacitance becomes small and inde-
pendent of Vgs. Due to the smooth transition from positive to negative
drain-source voltages, the behavior of the gate-source capacitance Cgs
forVds = 0 is intermediate between the two cases of positive and nega-
tive Vds mentioned above.

Because of their simplicity and strict convergence criteria, the pro-
posed capacitance model is very attractive for large signal simulators.
The latest measurement results of ion implanted GaAs MESFET show
that, if the bias dependence of Cgs is modeled correctly, then the simu-
lated values of Cgd deviate significantly from the measurement [24]. In
this case, the approximation for Cgs and Cgd can be calculated accord-
ing to

Cgs = 1
2

Cgs0√
1 − Vnew

VB

F1 F2

2
+ Cgd0

F3

2
VB√

V 2
eff2 + V 2

B

(3.82)

Cgd = 1
2

Cgs0√
1 − Vnew

VB

F1 F3

2
+ Cgd0

F2

2
VB√

V 2
eff 2 + V 2

B

(3.83)

where

Veff2 = 1
2


Vgs + Vgd −

√
(Vgs − Vgd)2 +

(
1
α

)2



F1, F2, F3, Veff1, and Vnew are the same as in Eqs. (3.79) and (3.80).
Figure 3.29 shows the approximate behavior of the improved normal-

ized characteristic of Cgd (curve 1) compared to the original one (curve 2)
calculated by Eq. (3.81).

Since, in the saturation region, the dc output conductance is much
smaller than the RF output conductance, the Statz large-signal model
can be made more precise by adding a series RC-circuit, as shown in
Fig. 3.30. The parameters of a bias dependent drain-source dispersive
resistance Rdsd decoupled by a large capacitance Cdsd are chosen to cor-
rectly model the output conductance at high frequencies. The drain-
source dispersive resistance is modeled as follows [24]:

Rdsd = Rdsd0

[
1 +
(

2
αVeff3

)2
](

1 − Vg

2Vdis

)
(3.84)

where Veff3 =
√

V 2
ds + δ2, Vg = Vgs for Vds > 0 V, Vg = Vgd for Vds < 0,

Rdsd0 and Vdis are the fitting parameters.
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Figure 3.29 Gate-drain capacitance versus drain-source
voltage.
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Figure 3.30 Statz nonlinear intri-
nsic model with series RC circuit.

TriQuint nonlinear model [34]

This model represents a modification of Statz model for more accu-
rate modeling of I-V characteristics of GaAs MESFET transistors. The
first modification is designed to improve a poor fit at near-pinch-off val-
ues of Vgs whereas the second modification takes into account a decrease
of Ids at higher values of current and voltage, showing a smaller slope
than could result from the Statz model. As a result, the following model
of drain current source for Vgs > Vp is proposed:

Ids = Ids0

1 + δVds Ids0

Ids0 =




β(Vgs − VT)Q

[
1 −
(

1 − αVds

3

)3
]

0 < Vds <
3
α

β(Vgs − VT)Q Vds ≥ 3
α

(3.85)
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where

VT = Vp − γ Vds

γ = slope parameter of pinch-off voltage
Vp = pinch-off voltage
α = slope of drain characteristic in the linear region
δ = slope of drain characteristic in the saturated region

Q = power law parameter
β = transconductance coefficient

The approximations for Cgs and Cgd are practically the same as for
the Statz model, except for the new voltage VT that has to be taken into
account:

Cgs = 1
2

Cgs0√
1 − Vnew

VB

F1 F2

2
+ Cgd0

F3

2
(3.86)

Cgs = 1
2

Cgs0√
1 − Vnew

VB

F1 F3

2
+ Cgd0

F2

2
(3.87)

where

F1 = 1 + Veff1 − VT√
(Veff1 − VT)2 + δ2

Vnew = 1
2

(
Veff1 + VT +

√
(Veff1 − VT)2 + δ2

)

F2, F3, and Veff1 are the same as in Eqs. (3.80) and (3.81).

Chalmers (Angelov) nonlinear model [35, 36]

A simple and accurate large-signal model for different submicron gate-
length HEMT devices and commercially available MESFETs, capable of
modeling the drain current-voltage characteristics and its derivatives,
as well as the gate-source and gate-drain capacitances, is shown in
Fig. 3.31. This model can be used not only for large-signal analysis of
power amplifiers and oscillators but also for predicting the performance
of multipliers and mixers including intermodulation simulation.

The drain current source is described by using the hyperbolic func-
tions as follows:

Ids = Ipk(1 + tanh ψ)(1 + λVds) tanh(αVds) (3.88)
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Figure 3.31 Angelov nonlinear intrinsic
model.

where Ipk is the drain current at maximum transconductance with the
contribution from the output conductance subtracted, λ is the channel
length modulation parameter, and α = α0 + α1 tanh ψ is the saturation
voltage parameter, where α0 is the saturation voltage parameter at
pinch-off, and α1 is the saturation voltage parameter at Vgs > 0.

The parameter ψ is a power series function centered at Vpk with bias
voltage Vgs as a variable:

ψ = P1(Vgs − Vpk) + P2(Vgs − Vpk)2 + P3(Vgs − Vpk)3 + · · · (3.89)

where Vpk is the gate voltage for maximum transconductance gmpk. The
model parameters as a first approximation can be easily obtained from
the experimental Ids(Vgs, Vds) dependencies at a saturated channel con-
dition when all higher terms in ψ are assumed to be zero, and λ is the
slope of the Ids-Vds characteristic.

The intrinsic maximum transconductance gmpk is calculated from the
measured maximum transconductance gmpkm by taking into account the
feedback effect due to the source resistance Rs:

gmpk = gmpkm

1 − gmpkm Rs
(3.90)

To evaluate the gate voltage Vpk and parameter P1, it is necessary to
define the derivatives of the drain current. If higher order terms of ψ

are neglected, the transconductance gm becomes equal to

gm = ∂ Ids

∂Vgs
= Ipk P1sech[P1(Vgs − Vpk)]2(1 + λVds) tanh(αVds) (3.91)

The gate voltage Vpk that depends on the drain voltage can be ex-
tracted by finding the gate voltages for maximum transconductance, at
which the second derivative of the drain current is equal to zero. In this
case, it is advisable to use the following simplified expression:

Vpk(Vds) = Vpk0 + (Vpks − Vpk0)(1 + λVds) tanh(αVds) (3.92)

where Vpk0 is measured at Vds close to zero and Vpks is measured atVds
in the saturation region.
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A good fitting of P1 and good results in harmonic balance simulations
are obtained using

P1 = P1sat

[
1 +
(

P10

P1sat
− 1
)

1

cosh2 (BVds)

]
(3.93)

where P10 = gm0/Ipk0 at Vds close to zero and B is the fitting parameter
(B ≈ 1.5α). The parameter P2 makes the derivative of the drain current
asymmetric whereas parameter P3 changes the drain current values at
voltages Vgs close to the pinch-off voltage Vp. Three terms in Eq. (3.89)
are usually enough to describe the behavior of the different MESFET
or HEMT devices with acceptable accuracy.

The same hyperbolic functions can be used to model the intrinsic de-
vice capacitances. When a 5 to 10 percent accuracy is sufficient, the
gate-source capacitance Cgs and gate-drain capacitance Cgd can be de-
scribed by the following simplified expressions:

Cgs = Cgs0[1 + tanh(P1gsgVgs)][1 + tanh(P1gsdVds)] (3.94)

Cgd = Cgd0[1 + tanh(P1gdgVgs)][1 − tanh(P1gddVds + P1ccVgsVds)] (3.95)

where the product P1ccVgsVds reflects the cross-coupling of Vgs and Vds
on Cgd, and the coefficients P1gsg, P1gsd, P1gdg, and P1gdd are the fitting
parameters. These dependencies, unlike the diode-like models, are suit-
able for HEMT devices with an undoped AlGaAs spacer layer because of
the saturation effect the gate-source capacitance Cgs has in increasing
Vgs. This is due to the absence of parasitic MESFET channel formation
in the undoped AlGaAs layer, found in HEMTs with a doped AlGaAs
layer. The approximate behavior of normalized gate-source capacitance
Cgs/Cgs0 (curve 1) and gate-drain capacitance Cgd/Cgd0 (curve 2) as func-
tions of Vds for zero gate-source voltage is shown in Fig. 3.32, where Cgs0
and Cgd0 are the gate-source and gate-drain capacitances, respectively,
at Vds = 0. The character of the curves is the same for positive and
negative Vgs, except that with the decrease of Vgs the capacitance range
decreases for the same range of Vds.

The drain-source dispersive resistance Rdsd as a nonlinear function of
gate-source voltage Vgs can be defined by using the following expression
[26]:

Rdsd = Rdsd0 + Rdsdp

1 + tanh ψ
(3.96)

where Rdsd0 is minimum value of Rdsd and Rdsdp determines the value
of Rdsd at the pinch-off.
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Figure 3.32 Gate-source and gate-drain capacitances versus
drain-source voltage.

IAF (Berroth) nonlinear model [37]

An analytical charge-conservative large-signal model for HEMT de-
vices, which is valid for frequency range up to 60 GHz, is shown in
Fig. 3.33. The current sources Igs, Igd, Ids and capacitances Cgs, Cgd are
considered as the nonlinear elements in this model.

The drain current source is represented by the following nonlinear
equation with 10 fitting parameters:

Ids = f (Vgs)

[
1 + λ

1 + �λ

(
Vgs − Vc + 2

β

)Vds

]
tanh (αVds) (3.97)

where

f (Vgs) = CDvc{1 + tanh[β(Vgs − Vc) + γ (Vgs − Vc)3]}
+ CDvsb{1 + tanh[δ(Vgs − Vsb)]}

α = slope of drain current in the pinch-off region
β = slope parameter of drain current
γ = slope parameter of drain current in the pinch-off region
λ = slope of drain current in the saturation region

Ids 

Cgd 

Rgs 

Cgs 

s

g 

Igd 

Igs 

d
Rgd 

Vgs 

Figure 3.33 Berroth nonlinear in-
trinsic model.
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�λ = gate voltage parameter for slope of drain current
δ = drain current slope parameter correction term

Vc = gate voltage for maximum transconductance
Vsb = gate voltage for maximum transconductance correction term

CDvc = drain current multiplication factor
CDvsb = drain current multiplication factor correction term

To describe the Igs and Igd current sources, the diode model for both
forward and reverse bias operation modes was used, with the forward
bias fitting parameters Idsat and n represented by

Idiode = Idsat

[
exp
(

Vdiode

nVT

)
− 1
]

(3.98)

where VT is the temperature voltage, and n is the diode ideality factor.
The nonlinear capacitances Cgs and Cgd are calculated by differen-

tiating the following voltage-dependent charge function Qg(Vgs, Vds)
with respect to Vgs and Vds, which leads to the input capacitance C11 =
Cgs + Cgd and transcapacitance C12 = −Cgd, respectively:

Qg(Vgs,Vds) = Af1 f2 + E(Vgs − 0.5Vds) (3.99)

where

f1 = 1
B

ln cosh{B[(Vgs − V1) − 0.5 tanh(CVds)]}
+ (Vgs − V1) − 0.5 tanh(CVds)

f2 = 1 + D ln cosh (FVds)

V1 is the transition voltage, and A, B, C, D, E, and F are the model
fitting parameters.

Model selection

A large-signal device model should be sufficiently accurate for all oper-
ation conditions, and as simple as possible. Let us first compare several
large-signal models. Some models are not consistent with a common
small-signal model—for example, the charging resistance Rgs is not de-
scribed in the Curtice quadratic, Statz or TriQuint models—and in most
of the models the effect of the frequency dispersion of transconductance
and output conductance is omitted. Besides, another important prob-
lem of some large-signal models is their failure to carry out a charge
conversation condition. A quantitative example to verify the described
I-V models for 0.5 µm GaAs MESFET is shown in Table 3.4, where
the maximum error and the RMS (root-mean-square) error between
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TABLE 3.4 Accuracy of Various Drain Current Models

Ids = Ids(Vgs) Ids = Ids(Vds)

Model Max. error % RMS error % Max. error % RMS error %

Number
of fitting

parameters

Curtice 10.64 2.888 17.05 8.136 4
quadratic

Curtice 13.31 3.133 48.61 9.336 7
cubic

Statz 10.64 2.565 12.99 7.472 5
Materka 4.646 1.933 20.58 6.085 4
TriQuint 6.214 2.875 7.142 2.296 6

simulated and measured characteristics of Ids versus Vgs and Ids versus
Vds are shown [38].

The Curtice cubic model produces the largest maximum and RMS
errors. The Statz and Materka models are slightly superior regarding
maximum error, although the Materka model provides much better de-
scription of the slopes of the volt-ampere characteristics in the pinch-off
region [39]. The TriQuint model is more accurate in describing Ids(Vds)
than the presented models. Although the Materka model does not fulfill
charge conservation, it seems to be an acceptable compromise between
accuracy and model simplicity for MESFETs but not for pseudomor-
phic HEMTs, where it is preferable to use the Angelov method [39]. A
diode-like capacitance model does not approximate the measured C-V
characteristics closely enough. For HEMT devices, an analytical charge-
conservative Berroth model can be used to model the large-signal pa-
rameters in the frequency range up to 60 GHz.

BJTs and HBTs

Small-signal equivalent circuit

The complete bipolar transistor small-signal equivalent circuit with ex-
trinsic parasitic elements is shown in Fig. 3.34. This hybrid π -type rep-
resentation allows the description of the electrical properties of bipolar
transistors, in particularly HBT devices, with sufficient accuracy, up to
30 GHz [40, 41]. Here, the extrinsic elements Rb, Lb, Rc, Lc, Re, and Le
are the series resistances and lead inductances associated with the base,
collector and emitter, and Cpbe, Cpbc, and Cpce are the parasitic capaci-
tances associated with the contact pads, respectively. The lateral resis-
tance and the base semiconductor resistance underneath the base con-
tact and the base semiconductor resistance underneath the emitter are
combined into a base-spreading resistance rb. The intrinsic model is de-
scribed by the dynamic diode resistance rπ , total base-emitter junction
capacitance and base charging capacitance Cπ , the transconductance
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Figure 3.34 Small signal equivalent circuit of bipolar device.

gm and the output Early resistance rce, that model the effect on the
transistor characteristics of base-width modulation due to variations
in the collector-base depletion region. To increase the usable operating
frequency range of the device up to 50 GHz, it is necessary to properly
include the collector current delay time in the collector current source
as gm exp (− jωτπ ), where τπ is the transit time [42].

Determination of equivalent circuit elements

If all extrinsic parasitic elements of the device equivalent circuit shown
in Fig. 3.34 are known, the intrinsic two-port network parameters from
the parasitics can be embedded with the following determination pro-
cedure [40]:

� Measurement of the S-parameters of the extrinsic device
� Transformation of the S-parameters to the admittance Y-parameters

with subtraction of the parasitic shunt capacitancesCpbe,Cpbc,andCpce

� Transformation of the new Y-parameters to the impedance Z-para-
meters with subtraction of the parasitic series elements Lb, Rb, Le,
Re, and Lc, Rc

� Transformation of the new Z-parameters to the Y-parameters with
subtraction of the parasitic shunt capacitance Cco

� Transformation of the new Y-parameters to the Z-parameters with
subtraction of the parasitic series resistance rb

� Transformation of the new Z-parameters to the Y-parameters of the
intrinsic device two-port network
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The bipolar transistor intrinsic Y-parameters can be written as

Y11 = 1
rπ

+ jω(Cπ + Cci) (3.100)

Y12 = − jωCci (3.101)

Y21 = gmexp (− jωτπ ) + jωCci (3.102)

Y22 = 1
rce

+ jωCci (3.103)

After separating Eqs. (3.100) to (3.103) into their real and imaginary
parts, the elements of the intrinsic small-signal equivalent circuit can
be determined analytically as follows:

Cπ = Im (Y11 + Y12)
ω

(3.104)

rπ = 1
ReY11

(3.105)

Cci = −ImY12

ω
(3.106)

gm =
√

(ReY21)2 + (ImY21 + ImY12)2 (3.107)

τπ = 1
ω

cos−1 ReY21 + ReY12√
(ReY21)2 + (ImY21 + ImY12)2

(3.108)

rce = 1
ReY22

(3.109)

The parasitic capacitances associated with the pads can be deter-
mined by the measurement of the open test structure with the corre-
sponding circuit model shown in Fig. 3.35(a). When the values of these
pad capacitances are known, it is easy to determine the values of the
parasitic series inductances by measuring the shorted test structure

Cpbc 

Cpbe 

e 

b c 

e 

(a)

Cpce 

e e 

b c 

(b)

Lb Lc 

Le 

 

Figure 3.35 Models for parasitic (a) pad capacitances and (b) lead
inductances.
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Figure 3.36 Small-signal model at
low frequencies and cutoff opera-
tion mode.

with the corresponding circuit model presented in Fig. 3.35(b).
The values of the series parasitic resistances can be calculated on

the basis of the physical parameters of the device, or by adding them
to the intrinsic device parameters (with the appropriate solution of a
nonlinear system of eight equations with eight independent variables
using iterative technique) [41]. In the latter case, it is supposed that the
influence of the device transit time τπ on the HBT electrical properties
in a frequency range up to 30 GHz is negligible.

The external parasitic parallel capacitance Cco, as well as other device
capacitances, can be estimated from the device behavior at low frequen-
cies and cutoff operating conditions [43, 44]. For such conditions, the
device small-signal equivalent circuit is reduced to capacitive elements,
as shown in Fig. 3.36.

The device capacitances can be directly calculated from measured
Y-parameters by

Cpbe + Cπ = Im (Y11 + Y12)
ω

(3.110)

Cpce = Im (Y11 + Y12)
ω

(3.111)

Cpbc + Cco + Cci = −ImY12

ω
(3.112)

Since Cpbc and Cco are the bias independent capacitances and Cci is
the base-collector junction capacitance, the extraction of (Cpbc + Cco)
can be carried out by fitting the sum (Cpbc + Cco + Cci) to the expres-
sion for junction capacitance at different base-collector voltages. If an
approximation expression for Cco is given by

Cco = Cjco/

√
1 + Vbc

ϕc
(3.113)



100 Chapter Three

then the extraction of the parameters Cjco, ϕc, and Cci can be performed
using the linear equation

(
Cjco

ImY12
ω

+ Cpbc + Cci

)2

= 1 + 1
ϕc

Vbc (3.114)

As a result, linearizing this equation by choosing a proper value for
Cci with known value of Cpbc gives the values for the remaining two
parameters, Cco and ϕc, from the slope and intercept point of the final
linearized dependence.

Equivalence of intrinsic π- circuit
and T-circuit topologies

The small-signal equivalent circuit of the bipolar transistor can be rep-
resented by both π -model and T-model topologies. The T-model repre-
sentation is appealing because all the model parameters can be tied
directly to the physics of the device, and provide an excellent fit be-
tween measured and simulated S-parameters in the frequency range
up to 30–40 GHz [42–45]. The HBT small-signal equivalent circuit with
T-like topology is shown in Fig. 3.37.

One-to-one correspondence exists between the π -model and T-model
of the device circuit topology. Comparing small-signal equivalent cir-
cuits shown in Figs. 3.34 and 3.37 demonstrates the only difference in
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Figure 3.37 Small-signal T-model of bipolar device.
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Figure 3.38 Intrinsic (a) π -model and (b) T-model topologies.

the presentation of the intrinsic device model enclosed in dashed boxes.
From Fig. 3.38, the admittances Ye = Ie/Vbe for π - and T-models are
defined by

Ye = 1
re

+ jωCe = 1
rπ

+ jωCπ + gm exp (− jωτπ ) (3.115)

The collector source currents for both models are the same:

α exp (− jωτtee)Ie = gm exp (− jωτπ )Vπ (3.116)

where

α = α0/(1 + jωτα)

τα = 1/2π fα

fα = alpha cutoff frequency
α0 = low frequency collector-to-emitter current gain

The expressions for intrinsic π -model parameters can be derived from
the intrinsic T-model parameters as follows [42]:

gm = α0

√
(1/re)2 + (ωCe)2/

√
1 + (ωτα)2 (3.117)

τπ = τtee − 1
ω

[
tan−1 (ωCere) + tan−1 (ωτα)

]
(3.118)

1
rπ

= 1
re

− gm cos (ωτπ ) (3.119)

Cπ = Ce − gm
sin (ωτπ )

ω
(3.120)

Both π -model and T-model topologies describe HBT electrical proper-
ties in a very wide frequency range and when optimized, up to 50 GHz.
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Nonlinear bipolar device modeling

Since the bipolar transistor can be considered to be an interacting
pair of p-n junctions, the approach to model its nonlinear properties is
the same as that used for the diode modeling. The simple large-signal
Ebers-Moll model with a single current source between the collector and
emitter is shown in Fig. 3.39 [5]. The collector-emitter source current
Ice is defined by

Ice = Isat

[
exp
(

Vπ

VT

)
− exp

(
Vbc

VT

)]
(3.121)

where Isat is the bipolar transistor saturation current and VT is the
thermal voltage calculated by

VT = kT
q

(3.122)

where q is the electron charge, k is Boltzmann’s constant, and T is the
temperature in Kelvin.

The device terminal currents are defined as Ic = Ice – Ibc, Ie = –Ice –
Ibe, Ib = Ibe + Ibc, where the diode currents are given by

Ibe = Isat

βF

[
exp
(

Vπ

VT

)
− 1
]

(3.123)

Ibc = Isat

βR

[
exp
(

Vbc

VT

)
− 1
]

(3.124)

where βF and βR are the large-signal forward current gain and reverse
current gain of a common-emitter BJT, respectively.

The device capacitances Cπ and Cbc each consist of two components,
and are modeled by the diffusion capacitance and junction capacitance,
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Figure 3.39 Large-signal Ebers-Moll model.



Nonlinear Active Device Modeling 103

respectively:

Cπ = τF
dIbe

dVπ

+ Cjeo

(
1 − Vπ

ϕe

)−me

(3.125)

Cbc = τR
dIbc

dVbc
+ Cjco

(
1 − Vbc

ϕc

)−mc

(3.126)

where τF and τR are the ideal total forward time and reverse tran-
sit time, Cjeo and Cjco are the base-emitter and base-collector zero-bias
junction capacitances, and me and mc are the base-emitter and base-
collector junction grading factors, respectively.

The substrate capacitance Cs should be taken into account when de-
signing integrated circuits. Its representation is adequate for many
cases, since the epitaxial-layer-substrate junction is reverse-biased for
isolation purposes, and usually it is modeled as a capacitance with con-
stant value.

The Ebers-Moll model cannot present the second-order effects due
to low current and high-level injection, such as base-width modulation
(Early effect) and variation of the large-signal forward current gain βF
with collector current Ic. In addition, to find a better approximation of
the distributed structure of the base-collector junction at microwave fre-
quencies, the junction capacitance should be divided into two sections,
as shown in Fig. 3.40. This large-signal model is called the Gummel-
Poon model.

For the Gummel-Poon large-signal model, the collector-emitter source
current Ice is given by [5]

Ice = Iss

qb

[
exp
(

Vπ

nFVT

)
− exp

(
Vbc

nRVT

)]
(3.127)
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Figure 3.40 Large-signal Gummel-Poon model.
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where
Iss = BJT fundamental constant defined at zero-bias condition
nF = forward current emission coefficient
nR = reverse current emission coefficient
qb = variable parameter defined by

qb = q1

2
+
√(q1

2

)2
+ q2 (3.128)

where

q1 = 1 + Vπ

VB
+ Vbc

VA

q2 = Iss

IKF

[
exp
(

Vπ

nFVT

)
− 1
]

+ Iss

IKR

[
exp
(

Vbc

nRVT

)
− 1
]

VA is the forward Early voltage, VB is the reverse Early voltage, IKF
is the knee current for high-level injection in the normal active region,
and IKR is the knee current for low-level injection in inverse region.

The currents through the model diodes are defined by

Ibe = Isat(0)
βFM(0)

[
exp
(

Vπ

nFVT

)
− 1
]
+ C2 Isat(0)

[
exp
(

Vπ

nELVT

)
− 1
]

(3.129)

Ibc = Isat(0)
βRM(0)

[
exp
(

Vbc

nRVT

)
− 1
]

+ C4 Isat(0)
[
exp
(

Vbc

nCLVT

)
− 1
]

(3.130)

where Isat(0) is the saturation current for Vbc = 0, βFM(0) and βRM(0)
are the large-signal forward current gain and reverse current gain of a
common-emitter BJT in mid-current region for Vbc = 0, C2 and C4 are
the forward and reverse low-current non-ideal base current coefficients,
respectively, nEL is the non-ideal low-current base-emitter emission co-
efficient, and nCL is the non-ideal low-current base-collector emission
coefficient.

The nonlinear behavior of the intrinsic base resistance rb can be de-
scribed by the following expression [5]:

rb = rbm + 3 (rb0 − rbm)
tan z − z

z tan2 z
(3.131)

where

z =
√

1 + 144Ib/π2 Irb − 1
(24/π2)

√
Ib/Irb
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rbm = minimum base resistance that occurs at high current level
rb0 = base resistance at zero bias with small base current level
Irb = current where the base resistance falls halfway to its minimum

value

The intrinsic device capacitances Cπ , Cci, and Cco are modeled by the
diffusion capacitance and junction capacitance, respectively, as follows:

Cπ = d
dVπ

(
τFF

Icc

qb

)
+ Cjeo

(
1 − Vπ

ϕe

)−me

(3.132)

Cci = τR
dIbc

dVbc
+ kcCjco

(
1 − Vbc

ϕc

)−mc

(3.133)

Cco = Cjco(1 − kc)
(

1 − Vbco

ϕc

)−mc

(3.134)

where kc is the fraction of base-collector junction capacitance connected
to the base resistance rb, Vbco is the voltage through the capacitance
Cco, and τFF is the modulated transit time defined by

τFF = τF

[
1 + XτF

(
Icc

Icc + IτF

)2

exp
(

Vbc

1.44VτF

)]

where XτF is the transit time bias dependence coefficient, IτF is the
high-current parameter for effect on τF , VτF is the value of Vbc where
the exponential equals to 0.5, and

Icc = Iss

qb

[
exp
(

Vπ

nFVT

)
− 1
]

As it follows from Eq. (3.132), the nonlinear behavior of capacitance
Cπ strongly depends on the effect of transit time modulation character-
ized by τFF. This transit charge variation results in significant changes
of transition frequency fT at various operation conditions. For example,
at medium currents, fT reaches its peak value and is practically con-
stant. Here, the ideal transit time is defined by τF = 1/2π fT and the
dominated base-emitter diffusion capacitance increases linearly with
collector current. At low currents, fT is dominated by the junction ca-
pacitance and increases with the increase in collector current. At high
currents, the widening of the charge-neutral base region and the push-
ing of the entire space-charge region toward the heavily doped collector
region (the Kirk effect) degrades the frequency response of the transis-
tor by increasing the transit time and decreasing fT. In this case, the
transit time is modeled by τFF.
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Chapter

4
Impedance Matching

This chapter begins by describing the main principles and tools for
impedance matching. Generally, an optimum solution depends on the
circuit requirements, such as the simplicity in practical realization, the
frequency bandwidth and minimum power ripple, design implementa-
tion and adjustability, stable operation conditions, and sufficient har-
monic suppression. As a result, many types of the matching networks
are available, including lumped elements and transmission lines. To
simplify and visualize the matching design procedure, an analytical
approach (which allows calculation of the parameters of the matching
circuits using simple equations) and Smith chart traces are discussed.
In addition, several examples of the narrowband and broadband power
amplifiers using bipolar or MOSFET devices are given, including suc-
cessive and detailed design considerations and explanations. Finally,
design formulas and curves are presented for several types of trans-
mission lines including stripline, microstrip line, slotline, and coplanar
waveguide.

Main Principles

Impedance matching means to provide maximum delivery to the load
of the RF power available from the source. To determine an optimum
value of the load impedance ZL at which the power delivered to the load
is maximum, consider the equivalent circuit shown in Fig. 4.1(a).

The power delivered to the load can be defined as follows:

P = 1
2

V 2
in Re

(
1
ZL

)
= 1

2
V 2

S

∣∣∣∣ ZL

ZS + ZL

∣∣∣∣
2

Re
(

1
ZL

)
(4.1)

where ZS = RS + jXS, ZL = RL + jXL, VS is the source voltage ampli-
tude, and Vin is the load voltage amplitude. Substituting the real and
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 VS Zin = ZL 

(a) (b)

ZS 

 Vin 

Iin 

IS YS Yin = YL 

Iin 

 Vin 

Figure 4.1 Equivalent circuits with (a) voltage and (b) current sources.

imaginary parts of the source and load impedances, ZS and ZL, into
Eq. (4.1) yields

P = 1
2

V 2
S

RL

(RS + RL)2 + (XS + XL)2 (4.2)

Assume the source impedance ZS is fixed and it is necessary to vary
the real and imaginary parts of the load impedance ZL until maximum
power is delivered to the load. To maximize the output power, the fol-
lowing conditions are applied:

∂ P
∂ RL

= 0
∂ P
∂ XL

= 0 (4.3)

Applying these conditions and taking into consideration Eq. (4.2), the
following system of two equations can be written:


1
(RL + RS)2 + (XL + XS)2 − 2RL(RL + RS)

[(RL + RS)2 + (XL + XS)2]2 = 0

2XL(XL + XS)
[(RL + RS)2 + (XL + XS)2]2 = 0

(4.4)

Simplifying system (4.4) gives{
R2

S − R2
L + (XL + XS)2 = 0

XL(XL + XS) = 0
(4.5)

Solving system (4.5) simultaneously for RS and XS, we obtain:{
RS = RL

XL = −XS
(4.6)

or in a common impedance case

ZL = Z∗
S (4.7)
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Equation (4.7) is called a conjugate matching condition, and its fulfill-
ment results in maximum power delivered to the load for a fixed source
impedance.

Maximum power delivered to the load must be equal to

P = V 2
S

8RS
(4.8)

The admittance conjugate matching conditions applied to the equiv-
alent circuit presented in Fig. 4.1(b)

YL = Y∗
S (4.9)

can be readily obtained in the same way. Maximum power delivered to
the load in this case can be written as

P = I 2
S

8GS
(4.10)

where GS = ReYS, and IS is the source current amplitude.
Thus, the conjugate matching conditions in a common case can be

determined through the immittance parameters, i.e., any system of
impedance Z-parameters or admittance Y-parameters, in the follow-
ing form:

WL = W ∗
S (4.11)

The matching circuit is connected between the source and input elec-
trodes of an active device shown in Fig. 4.2(a) and between the output
electrodes of an active device and load shown in Fig. 4.2(b). For a

Matching 
circuit 

Wout Win 

Matching 
circuit 

Wout WL 

Matching 
circuit 

WS Win 

(c)

(a) (b)

Figure 4.2 Matching circuit arrangements.
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multistage power amplifier, the load is an input circuit of the next
stage. Therefore, the matching circuit is connected between the out-
put of the active device of the previous amplifier stage and the input
of the active device of the subsequent stage of the power amplifier pre-
sented by Fig. 4.2(c). Usually, the load immittance WL differs from the
output immittance Wout, which is necessary to realize the optimal op-
eration mode of the power amplifier. The main objective is, therefore,
to transform the load immittance WL to the optimal output immittance
Wout, the value of which is determined by the supply voltage, the out-
put power, the saturation voltage of the active device and the selected
class of the active device operation. In addition, the matching circuits
should be chosen according to the requirements for the amplitude and
phase characteristics, the control of the active device voltage and cur-
rent waveforms, and the stability of operation conditions. The losses in
the matching circuits must be as small as possible in order to trans-
mit the output power to the load with maximum efficiency. Finally, it is
desirable that the matching circuit be easy to tune.

Smith Chart

The Smith chart is one of the tools most widely used to match cir-
cuit designs because it gives a graphical representation of the consec-
utive matching design procedure [1]. The Smith chart can be applied
for matching using either lumped elements or transmission lines. The
Smith chart is particularly useful for matching circuit designs that use
the transmission lines, because analytical calculation in this case is
very complicated. Also, when using the complete Smith chart, the cir-
cuit parameters such as VSWR, reflection coefficient, return loss, or
losses in the transmission line, can be directly calculated.

The Smith chart represents a relationship between the load imped-
ance Z and the reflection coefficient � given in Eq. (1.126). It is conve-
nient to rewrite this equation in the normalized form of

Z
Z0

= 1 + �

1 − �
(4.12)

to define a normalized impedance Z/Z0 as

Z
Z0

= R
Z0

+ j
X
Z0

(4.13)

and represent the reflection coefficient � by

� = �r + j�i (4.14)
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Then, substituting Eqs. (4.13) and (4.14) into Eq. (4.12) gives

R
Z0

+ j
X
Z0

= 1 + �r + j�i

1 − �r − j�i
(4.15)

By equating the real and imaginary parts, we obtain(
�r − R

R+ Z0

)2

+ �2
i =

(
Z0

R+ Z0

)2

(4.16)

(�r − 1)2 +
(

�i − Z0

X

)2

=
(

Z0

X

)2

(4.17)

As a result, in the �r-�i coordinate plane, Eq. (4.16) represents a fam-
ily of circles centered at points �r = R/(R + Z0) and �i = 0 with radii of
Z0/(R + Z0) called constant-(R/Z0) circles. Equation (4.17) represents a
family of circles at points �r = 1 and �i = Z0/X with radii of Z0/X called
constant-(X/Z0) circles. These constant-(R/Z0) and constant-(X/Z0) cir-
cles with different normalized parameters are shown in Fig. 4.3(a)
where the points �r = −1 and �r = 1 are also indicated. The plot of such
circles is called the impedance Smith chart or the Z Smith chart. The
curve from the point A to the point C represents the impedance trans-
formation from the pure resistance of 25 � to the inductive impedance
of (25 + j25)�, which can be provided by using the inductance con-
nected in series with the resistance.

Eqs. (4.16) and (4.17) can be rewritten easily in the admittance form
with the real part G and imaginary part B when a relationship between
the impedance Y and the reflection coefficient � can be written as

G
Y0

+ j
B
Y0

= 1 − �r − j�i

1 + �r + j�i
(4.18)

where Y0 = 1/Z0. Then,(
�r + G

G + Y0

)2

+ �2
i =

(
Y0

G + Y0

)2

(4.19)

(�r + 1)2 +
(

�i + Y0

B

)2

=
(

Y0

B

)2

(4.20)

From Eqs. (4.19) and (4.20) it follows that the constant-(G/Y0) circles
are centered at �r = −G/(G + Y0) and �i = 0 with radii of Y0/(G + Y0).
The constant-(B/Y0) circles are centered at points �r = −1 and �i =
−Y0/B with radii of Y0/B which are shown in Fig. 4.3(b). The circles
shownarecenteredatantisymmetric points in contrast to the impedance
Smith chart. The admittance Smith chart or the Y Smith chart, whose
admittances coincide with the appropriate impedances plotted at the
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(a)

(b)

(c)

Figure 4.3 Simplified impedance
and admittance Smith charts.
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Z Smith chart, is the mirror-reflected impedance Smith chart as a re-
sult of its rotation by 180◦. The curve from the point C to the point D
shows the admittance transformation from the inductive admittance of
(20 − j20) mS to the pure conductance of 20 mS or resistance of 50 �,
which can be provided by using the capacitance connected in parallel
with the initial admittance. The impedances and admittances can be
determined at any impedance or admittance Smith chart where the
normalized parameters are indicated. This diagram is called the im-
mittance Smith chart. However, in this case, the impedance point and
its corresponding admittance value are located one against another at
the same distance from the center (1, 0).

Therefore, sometimes it is advisable to use the combined impedance-
admittance Smith chart shown in Fig. 4.3(c). This is the case when, for
any point, we can read the normalized impedance from the Z Smith
chart and normalized admittance from the Y Smith chart. This Z-Y
Smith chart avoids the necessity of rotating the impedance by 180◦ to
find the corresponding admittance. A combined impedance-admittance
Smith chart is very convenient for matching using lumped elements.
For example, it is necessary to convert the source active impedance of
25 � (point A) into the load resistance of 50 � (point D). First, the series
inductance plotted at the Z Smith chart changes the source impedance
by moving along the constant-(X/Z0) circle from point A until point C.
Then, it is converted to the Y Smith chart. As a result, the parallel ca-
pacitance starting at this point changes the given admittance by moving
along the constant-(B/Y0) circle from point C until point D. A transfor-
mation between two resistances for normalizing impedance Z0 = 50 �

is shown in Fig. 4.3(c).
When designing RF and microwave power amplifiers, it is very impor-

tant to determine such parameters as VSWR, reflection coefficient or
losses in the matching circuits based on the lumped parameters or use
of the transmission lines. A linear reference scale, placed below the in-
dication of these additional characteristics, has been added to the Smith
chart shown in Fig. 4.4. Scales around its periphery show the calibrated
electrical wavelength and the angles of the reflection coefficients. The
Smith chart can be easily implemented to the graphical design using
the transmission lines. Equation (1.132) for the input impedance of the
lossless transmission line can be rewritten in terms of the reflection
coefficient as

Zin

Z0
= 1 + � exp (−2 jθ )

1 − � exp (−2 jθ )
(4.21)

This equation differs from Eq. (4.12) only by the added phase angle.
This means that the normalized input impedance seen looking into the
transmission line with electrical length of θ can be found by rotating this
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Figure 4.4 Smith chart.

impedance point clockwise by 2θ about the center of the Smith chart
with the same radius |�|. By subtracting 2θ from the phase angle of
the reflection coefficient, its value decreases in the clockwise direction,
according to the periphery scale. In this case, the half wave transmis-
sion line provides a clockwise rotation of 2π or 360◦ about the center,
returning the point to its original position.

For example, a typical 50-� transmission line provides a transforma-
tion of load impedance from ZL = (12 + j10) � to a new impedance of
Zin = (100 + j100) �. The normalized load impedance is ZL/Z0 =
(0.24 + j0.2) �, which is plotted on the Smith chart, as shown in Fig. 4.4.
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By using a compass to draw the circle from this point to the intersection
point with a real axis, we obtain |�| = 0.61 at the reflection coefficient
scale, RL = 4.3 dB at the return loss scale, and VSWR = 4.2 at the
standing wave ratio (SWR) scale. To determine the angle of the reflec-
tion coefficient, we draw a radial line through the load impedance point
to the intersection of the periphery circle (an angle of 83◦ can be read).
If a radial line is drawn through the point of the input impedance at
the outer wavelength scale, the difference between points of 0.209λ and
0.033λ gives the length of the transmission line as 0.176λ. However, in
the case of the transmission line with losses of 2 dB, the point obtained
should be moved to the point of Zin = (90 + j40) �, according to the
attenuation scale.

Matching with Lumped Elements [2]

The lumped matching circuits in the form of (a) L-transformer, (b) π -
transformer, and (c) T-transformer that are presented in Fig. 4.5 have
proved to be most effective for power amplifier design. The simplest
matching circuit is in the form of the L-transformer. The transform-
ing properties of this matching circuit can be analyzed by using the
equivalent transformation of the parallel into the series representation
of RX circuit. Let (a) R1 and X1 be the resistance and reactance of the
impedance Z1 = jX1 R1/(R1 + jX1) of the parallel circuit, and (b) R2 and
X2 be the resistive and reactive parts of the impedance Z2 = R2 + jX2
of the series circuit presented in Fig. 4.6. As a result, these two circuits

X1

(a)

X2

X1

(b)

X3

X3

(c)

X2

X2

X1

Figure 4.5 Matching circuits in the form of (a) L-, (b) π -, and
(c) T-transformers.

R1

(a)

Z1

(b)

X1 R2Z2

X2

Figure 4.6 Impedance (a) parallel and (b) series equiv-
alent circuits.
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X1

X2

R2Zin = R1

Figure 4.7 Input impedance of
two-port network.

are equivalent at some frequency if Z1 = Z2, that is, when

R2 + jX2 = R1 X 2
1

R2
1 + X 2

1

+ j
R2

1 X1

R2
1 + X 2

1

(4.22)

Equation (4.22) can be solved as follows:

R1 = R2(1 + Q2) (4.23)

X1 = X2(1 + Q−2) (4.24)

where Q = R1/|X1| = |X2|/R2 is the quality factor, which is equal for
both the series and parallel circuits.

Consequently, if the reactive impedance X1 = −X2(1 + Q−2) is con-
nected to the series circuit R2 X2, it allows the reactive impedance of the
equivalent parallel circuit to be compensated. The input impedance of
the obtained two-port network presented in Fig. 4.7 will be only resis-
tive and equal to R1. Thus, to transform the resistance R1 into another
resistance R2 at the given frequency, it is sufficient to connect between
them a two-port L-transformer with the opposite signs of the reactances
X1 and X2 having the following parameters:


|X1| = R1/Q

|X2| = R2 Q

Q =√R1/R2 − 1

(4.25)

Due to the opposite signs of the reactances X1 and X2, two possible
circuit configurations of the L-transformer with the same transforming
properties can be realized (see Fig. 4.8). The following expression allows
direct and fast calculation of the parameters of the L-transformers:

R1 R2 = L/C (4.26)

where C = C1, L = L2 for the matching circuit in Fig. 4.8(a), and L = L1,
C = C2 for the matching circuit in Fig. 4.8(b).

The matching circuits in the form of the L-transformer loaded on the
resistance R2 can be also considered as the parallel resonant circuit
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Figure 4.8 L-type matching circuits and relevant equations.

shown in Fig. 4.9. The series inductance L′
2 and resistance R ′

2 are the
frequency-dependent functions

{
R1 = R′

2 = R2(1 + Q2)

L′
2 = L2(1 + Q−2)

(4.27)

where Q = ωL2/R2. The resonant frequency of such an equivalent par-
allel resonant circuit is determined from the following equation:

ω0 = 2π f0 =
√

1
L2C1

−
(

R2

L2

)2

(4.28)

If this matching circuit has small values of Q, wider frequency band-
width but poor out-of-band suppression can be achieved. However, with
large values of Q the frequency bandwidth is substantially reduced. For
the case of R1/R2 ≥ 10, which corresponds to the condition of Q ≥ 3,
the frequency bandwidth 2� f and out-of-band suppression factor Fn of
such an L-transformer can be evaluated by the same formulas as for a

L2

R1 C1 R2 R1 C1 L ′′2 R2
⇒

Figure 4.9 Parallel resonant circuit resulting from loading L-transformer.
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| Zin |  

R1 

0.707R1 

1 f /f0
0 

2∆f 

Figure 4.10 Frequency plot of input impedance for par-
allel resonant circuit.

parallel resonant circuit [3]:{
2� f ∼= f0/Q

Fn ∼= Q2(n2 − 1)
(4.29)

where f0 is the operating frequency and n is the harmonic number.
Figure 4.10 shows the frequency behavior of the input impedance mag-
nitude of the parallel resonant circuit |Zin|.

The transformer efficiency ηT is determined by the ratio PL/Pin, where
Pin is the power at the input of the transformer and PL is the load
transformer power. The efficiency for the L-transformer with negligible
losses in the capacitor is calculated from the following equation:

ηT ∼= 1/

(
1 + Q

Qind

)
(4.30)

where Qind is the inductor quality factor. From Eq. (4.30) it follows
that with the increase of Q the efficiency of the transformer decreases.
This means that, for the same R1 and the series parasitic resistance of
the circuit inductance L, the lower resistance R2 provides the higher
current flowing through the inductance, which leads to an additional
dissipation. The analysis of Eqs. (4.25) and (4.26) shows that, for the
given resistances R1 and R2, each parameter of the L-transformer can
have only one value. As a result, it is difficult to satisfy simultaneously
such contradictory requirements as efficiency, frequency bandwidth,
and out-of-band suppression.

To avoid the parasitic low-frequency oscillations and increase the
level of the harmonic suppression, it may be necessary to connect an
additional Lf Cf series circuit with a resonant frequency equal to the
operating frequency of the power amplifier, as shown in Fig. 4.11.
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L2

Zin = R1 C1

Cf

R2

Lf

Figure 4.11 L-transformer with additional LC resonant circuit.

It is advisable to use single two-port L-transformers in power ampli-
fiers as the interstage matching circuits, where the requirements for
out-of-band suppression and efficiency are not as high as for the match-
ing circuits in the output stages. In this case, the main advantages of
such a transformer are that it has only two elements and that simple
tuning can be achieved. For larger values of Q, Q ≥ 10, it is possi-
ble to use a cascade connection of L-transformers, which allows wider
frequency bandwidth and transformer efficiency to be realized.

The matching circuits in the form of (a) the π -transformer and (b)
the T-transformer can be realized by the appropriate connection of two
L-transformers, as shown in Fig. 4.12. For each L-transformer the re-
sistances R1 and R2 are transformed to some intermediate resistance
R0, with the value of R0 < (R1, R2) for the π -transformer and the value
of R0 > (R1, R2) for the T-transformer. The choice of R0 allows some
variation in the quality factor and the matching circuit selectivity. By
taking into account the two circuit configurations of the L-transformer
shown in Fig. 4.8, it is possible to realize the different circuit configura-
tions of such two-port transformers where X3 = X ′

3 + X ′′
3 in Fig. 4.12(a)

and X3 = X ′
3 X ′′

3/(X ′
3 + X ′′

3) in Fig. 4.12(b).

X1 R0R1 X2 R2

X ′′3X ′3

X ′3 X ′′3

(a)

X1

R0R1

X2

R2

(b)

Figure 4.12 Matching circuits
developed by connecting two
L-transformers.
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Figure 4.13 π -transformers and relevant equations.

Several of the most widely used two-port π -transformers, together
with the design formulas, are presented in Fig. 4.13 [4]. The π -
transformers are usually used as output matching circuits of high power
amplifiers in class B operation when it is necessary to achieve a si-
nusoidal drain or collector voltage waveform by appropriate harmonic
suppression. In addition, they are also convenient to use as interstage
matching circuits in low-power and medium-power amplifiers when it
is necessary to provide sinusoidal voltage waveforms both at the drain
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or collector of the previous transistor and at the gate or base of the next
transistor. In this case, the input and output capacitances of these tran-
sistors can be easily taken into account in the matching circuit elements
C1 and C2, respectively. Finally, the use of the π -transformers with ad-
ditional series resonant circuits are very important for high-efficiency
class E operation.

Some of the matching circuit configurations of two-port T-trans-
formers, together with the design formulas, are given in Fig. 4.14 [4].

L2 

R1 R2C3

L1 

L2 

R1 R2C3

C1 

L2 

R1 L3
R2

C1

(a)

(b)

(c)

111 RQL =

=

ω 222 RQL =ω

11 2
2

1

1
1 −+ Q

R
R

Q 1

1

2

12
2 −>

R
R

Q( )

]]/

/

/

2
2Q

2
2Q111 QRC =

=

ω 222 R
2RQL =ω 3C =ω

11 2
2

1

2
1 −+ Q

R
R

Q 1
2

12
2 −>

R
R

Q( )

1− Q2Q( () )

]]/ 2
2Q+2R3C =ω

2+ Q1Q( ) ( )

( )

11 QR( ) 1Q+1C =

=

ω 222 R
2RQL =ω 3L =ω

11 2
1

2

1
1 −+ Q

R
R

Q 1

1

/1

1

22
1 −>

R
R

Q( )

2−     

1+

1 Q( ),( )

Figure 4.14 T-transformers and relevant equations.
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The T-transformers are usually used in the high-power amplifiers as
input, interstage, and output matching circuits, especially the match-
ing circuit with two capacitances. If a high value of the inductance L2
is chosen, then the current waveform at the input of the transistor with
a small input resistance will be close to sinusoidal. By using such a
matching circuit for the output matching of a power amplifier, it is pos-
sible to realize a high-efficiency class F operation mode because the
series inductance at the drain or collector of the active device creates
open circuit harmonic impedance conditions.

If the elements of π - and T-transformers are chosen according to
the condition X1 = X2 = −X3, then the input transformer impedance
loaded by the resistance RL (from any side) is equal to

Zin = Rin = X 2/RL (4.31)

where X = |Xi|, i = 1, 2, 3. As a result, the input impedance Zin will
be resistive, regardless of the magnitude of the load resistance RL. For
example, setting RL = R2 for the transformers shown in Fig. 4.13(a)
and Fig. 4.14(a), yields

R1 = X 2/R2 (4.32)

When X1 �= X2 �= −X3, the input impedance of the π - and T-transfor-
mers will be resistive for only one particular magnitude of RL.

Bipolar UHF power amplifier

The first design example is a 10 W 300 MHz bipolar power amplifier
with a supply voltage of 12.5 V providing a power gain of at least 10 dB.
The first step is to select an appropriate active device that allows both
simplifying the circuit design procedure (by using the matching circuit
with minimum elements) and satisfying the specified requirements. Us-
ually, the manufacturer states the values of the input and output imped-
ances or admittances at the nominal operation point on the data sheet
forthedevice.For example, the above requirements can be realized by an
n-p-n silicon transistor operating at 300 MHz with Zin = (1.3 + j0.9) �

and Yout = (150 − j70) mS, which is intended for transmitting applica-
tions in class AB with nominal supply voltages up to 13.5 V.

In this case, Zin is expressed as a series combination of an input
transistor resistance and an inductive reactance. Yout is represented by
a parallel combination of an output resistance and an inductive reac-
tance. This means that, for a chosen operating frequency, an influence of
the series parasitic collector lead inductance exceeds the influence of the
parallel collector capacitance, which gives a net inductive reactance to
the equivalent output circuit of an active device. To match the series in-
put inductive impedance to the standard 50 � input source impedance,
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L1

Rsource = R1
RinC2

C1 L in

Zin

Figure 4.15 Complete input network circuit.

we use a matching circuit in the form of the T-transformer shown in
Fig. 4.14(b). Figure 4.15 shows the complete input network including
input device impedance and a matching circuit. At the operating fre-
quency of 300 MHz the input inductance will be equal approximately
to 0.5 nH.

We first calculate the quality factor Q2, which is needed to determine
the parameters of the matching circuit:

Q2 >
√

R1/Rin − 1 = 6.1

The value of Q2 must be larger than 6.1. For example, Q2 = 6.5 pro-
vides the 3-dB bandwidth of 300 MHz/6.5 = 46 MHz. As a result, a value
of Q1 will be equal to 0.35. The values of the input matching circuit pa-
rameters are as follows:

C1 = 1/(ωQ1 R1) = 30 pF

L1 + Lin = Q2 Rin/ω = 4.5 nH ⇒ L1 = 4.0 nH

C2 = (Q2 − Q1)/ωRin
(
1 + Q2

2

) = 59 pF

This type of a T-transformer is used widely in practical matching cir-
cuit design because of its simplicity. In addition, a small value of series
capacitance C1 contributes to the elimination of the low-frequency par-
asitic oscillations in the case of a multistage power amplifier. The func-
tion of each element can be traced on the Smith chart, as shown in
Fig. 4.16. The easiest and most convenient way to plot the traces of the
matching circuit elements is by plotting initially the traces of Q2 = 6.5
and Q1 = 0.35. The circle of equal Q is plotted, taking into account that,
for each point located at this circle, a ratio of X/R or B/G must be the
same. The trace of the series inductance L1 must be plotted as far as
the intersection point with Q2-circle. This means that, beginning at
Zin, a curve of increasing inductive reactance must be plotted up to the
Q2-circle. The value of L1 is determined from the normalized inductive
impedance at this intersection point. Then, due to 50 � normaliza-
tion, the chart value must be multiplied by factor of 50. The trace of
the parallel capacitance C2 must be plotted using admittance circles.
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Figure 4.16 Smith chart with elements from Fig. 4.15.

The previous impedance point located at the Q2-circle is converted to its
appropriate admittance one. This point is symmetrical to the impedance
point regarding the center point and is located on a straight line from
the intersection point drawn through the center of the Smith chart
into its lower half at the same distance from the center point. A curve
from this point with constant conductance and increasing capacitive
susceptance is plotted. These points are transformed to appropriate
impedances using a line through the center point extended at an equal
distance on the other side and stop when the transformed curve reaches
the Q1 = 0.35 circle. In other words, it is necessary to transform men-
tally or to use a transparent admittance Smith chart (impedance Smith
chart rotated on 180◦) to plot a curve for C2 on the upper half of the
impedance Smith chart. The difference between the susceptances at
the beginning and the end of this curve determines the value of C2.
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L2

Rout
R2 = R loadC3

YoutLout

Figure 4.17 Complete output network circuit.

Then, a curve of reducing inductive reactance is plotted down to the
center point to determine a value for the series capacitance C1.

A similar design philosophy can be applied to the design of the out-
put matching circuit shown in Fig. 4.17. However, taking into account
the presence of the parallel output inductance, it is advisable to use a
matching circuit such as the π -transformer shown in Fig. 4.13(c). The
output resistance, collector capacitance, and lead inductance (its influ-
ence becomes significant at the higher frequencies) can represent the
device output impedance in a common case. The output resistance can
be analytically evaluated by

Rout = [Vcc − Vcc (sat)]2

2Pout

∼= (0.9Vcc)2

2Pout

∼= 6.3 �

where Vcc is the supply voltage, Vcc (sat) is the saturation voltage, and Pout
is the output power, and is practically the same as from the measure-
ment results: Rout = 1/0.15 = 6.7 Ohm. A value of Lout is approximately
equal to 7.6 nH.

The quality factor Q2 necessary to calculate the parameters of the
matching circuit is

Q2 >
√

R2/Rout − 1 = 2.5

The quality factor Q1 of the device output circuit is

Q1 = Rout/ωLout = 0.47

This value of Lout allows matching to the 50 � load impedance with
the chosen output matching circuit because

Q2 =
√

R2

Rout

(
1 + Q2

1

)− 1 = 2.8 > 2.5

As a result, the values of the other two elements of the output
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matching circuit are
C3 = Q2/ωR2 = 31 pF

L2 = R2(Q2 − Q1)/ω
(
1 + Q2

2

) = 6.8 nH
A blocking capacitor that performs dc supply decoupling can be con-

nected after the π -transformer with sufficiently high value of its ca-
pacitance to avoid any negative influence on the matching circuit. Al-
ternatively, it can be used in series with the inductance L2 in order to
form a series resonant circuit, as shown in Fig. 4.11. The design of the
output circuit using the Smith chart is presented in Fig. 4.18. Initially,
it is necessary to transform the output admittance Yout to the output
impedance Zout using the straight line of the Smith chart, putting the
Zout point at the same distance from the center point as for the Yout
point. Then, the effect of increasing series inductance L2—by moving
from the Zout point along the curve of the constant R and increasing X

Figure 4.18 Smith chart with elements from Fig. 4.17.
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until intersection with the Q2 = 2.8 circle—is plotted. To determine the
parallel capacitance C3, we transform this point to the corresponding
admittance one and plot the curve of the constant G and increasing B,
which must intersect the center point of the Smith chart.

MOSFET VHF high-power amplifier

A lumped matching circuit technique will be demonstrated by designing
a 150 W MOSFET power amplifier with supply voltage 50 V operating
in a frequency bandwidth of 132–174 MHz and providing a power gain
more than 10 dB. These requirements can be satisfied using a silicon
n-channel enhancement mode VDMOS transistor designed for large-
signal amplifier applications in the VHF frequency range. The center
bandwidth frequency fc = √

132 · 174 = 152 MHz. For this frequency,
the manufacturer states the following values of the input and output
impedances: Zin = (0.9 − j1.2) � and Zout = (1.8 + j2.1) �. Both Zin and
Zout are expressed as the series combination of input or output resis-
tance and the capacitive or inductive reactance, respectively. To realize
the required frequency bandwidth, low-Q matching circuits should be
used that allow reduction of the in-band amplitude ripple and improve-
ment to the input VSWR. The value of a quality factor for 3-dB level
bandwidth must be less than Q = 152/(174 − 132) = 3.6. As a result,
it is very convenient to design the input and output matching circuits
using the simple L-transformers in the form of low-pass and high-pass
filter sections with a constant value of Q [5].

To match series input capacitive impedance to the standard 50 �

source impedance with adequate bandwidth, we use three filter sec-
tions (see Fig. 4.19). At the operating frequency of 152 MHz, the input
capacitance is equal to approximately 873 pF. To compensate at the cen-
ter frequency this capacitive reactance, it is enough to connect in series
to it an inductance with a value of 1.3 nH. Now, when the device input
capacitive reactance is compensated, the design of the input matching
circuit can proceed. To simplify the matching design procedure, we cas-
cade L-transformers with equal values of Q. Although equal Q values
are not absolutely necessary, this provides a convenient guide for both

L3 + Lin

Rsource = R1

Rin
C3

L2 Cin

Zin

C1

L1 C2R2 R3

Figure 4.19 Complete broadband input network circuit.
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the analytical calculation of matching circuit parameters and the Smith
chart graphic design.

In this case, the following ratio can be written for the input matching
circuit:

R1

R2
= R2

R3
= R3

Rin
(4.33)

from which we obtain R2 = 13 � and R3 = 3.5 � for Rsource = R1 = 50 �

and Rin = 0.9 �. Consequently, a quality factor of each L-transformer is
equal to a value of Q = 1.7. The elements of the input matching circuit
using the formulas given in Fig. 4.8 can be calculated as L1 = 31 nH,
C1 = 47 pF, L2 = 6.2 nH, C2 = 137 pF, L3 = 1.6 nH, and C3 = 509 pF.

This equal Q approach significantly simplifies the matching circuit
design using the Smith chart. When calculating a value of Q, it is nec-
essary to plot a circle of equal Q values on the Smith chart. Then, each
element of the input matching circuit can be readily determined, as it is
shown in Fig. 4.20. Each trace for the series inductance must be plotted
until the intersection point with Q-circle, whereas each trace for the
parallel capacitance should be plotted until intersection with the hori-
zontal real axis.

To match series output inductive impedance to the standard 50 �

load impedance, we use two filter sections, as shown in Fig. 4.21. At the
operating frequency of 152 MHz, the transistor output lead inductance
will be equal approximately to 2.2 nH. This inductance can be used
as a part of L-transformer in the form of low-pass filter section. For
an output matching circuit, the condition of equal Q values gives the
following ratio:

R2

R1
= R1

Rout
(4.34)

with the value of R1 = 9.5 � for Rload = R2 = 50 � and Rout = 1.8 �.
Consequently, a quality factor of each L-transformer is equal to Q =
2.1, which is substantially smaller than a value of Q for 3-dB level
bandwidth. Now it is necessary to check a value of a series inductance
of the low-pass section, which must exceed the value of 2.2 nH for correct
matching procedure. The appropriate calculation gives a value of total
series inductance L4 + Lout of approximately 4 nH. As a result, the
values of the elements of the output matching circuit are L4 = 1.8 nH,
C4 = 231 pF, C5 = 52 pF, and L5 = 25 nH.

The output matching circuit design using the Smith chart with con-
stant Q-circle is shown in Fig. 4.22. For the final high-pass section, a
trace for the series capacitance C5 must be plotted until it intersects the
Q = 2.1 circle, whereas a trace for the parallel inductance L5 should be
plotted until it intersects the center point of the Smith chart.
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Figure 4.20 Smith chart with elements from Fig. 4.19.

L4

Rout
R2 = Rload

C5

Zout

Lout

L5C4 R1

Figure 4.21 Complete broadband output network circuit.

Matching with Transmission Lines [6]

Figure 4.23 shows an impedance matching circuit in the form of a
transmission line transformer between the source impedance ZS and
load impedance ZL. The input impedance as a function of a length of
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Figure 4.22 Smith chart with elements from Fig. 4.21.

transmission line with arbitrary load impedance is

Zin = Z0
ZL + jZ0 tan θ

Z0 + jZL tan θ
(4.35)

where Z0 is the characteristic impedance, θ = βl is the electrical length
of transmission line, β = ω

c
√

µrεr is the phase constant, c is the speed of

 Z0, θ 

ZL Zin ZS 

Figure 4.23 Transmission line impedance
transformer.
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light in free space, µr is the substrate permeability, εr is the substrate
permittivity, ω is the radial frequency, and l is the geometrical length
of the transmission line [1, 7].

For a quarter-wavelength transmission line when θ = π/2, the ex-
pression for Zin is simplified to

Zin = Z2
0/ZL (4.36)

Usually, such a quarter-wavelength impedance transformer is used
for impedance matching in a narrow frequency bandwidth of 10 to
20 percent, and its length is chosen at the bandwidth center frequency.
However, using a multi-section quarterwave transformer widens the
bandwidth and expands the choice of substrate to include materials
with high dielectric permittivity, which reduces the transformer’s size.
For example, consider the case of a 15 W GaAs MESFET power amplifier
[8]. It uses a transformer composed of seven quarter-wavelength trans-
mission lines of different characteristic impedances, whose lengths are
selected at the highest bandwidth frequency. This design achieved a
gain flatness of ±1 dB over 5 to 10 GHz.

To provide a conjugate matching of the input transmission line im-
pedance Zin with the source impedance ZS = RS+ jXS when RS = ReZin
and XS = −ImZin, Eq. (4.35) can be rewritten in the following form:

RS − jXS = Z0
RL + j (XL + Z0 tan θ )

Z0 − XLtan θ + j RL tan θ
(4.37)

For a quarter-wavelength transformer, Eq. (4.37) can be divided into
two equations representing the real and imaginary parts of source
impedance ZS:

RS = Z2
0

RL

R2
L + X 2

L

XS = −Z2
0

XL

R2
L + X 2

L
(4.38)

For a purely active load with XL = 0, a quarter-wavelength trans-
mission line with characteristic impedance Z0 can provide impedance
matching for a purely active source and load only in accordance with

Z0 =
√

RS RL (4.39)

Equation (4.37) can be divided into two equations representing the
real and imaginary parts as follows:{

RS(Z0 − XL tan θ ) − RL(Z0 − XS tan θ ) = 0

XS(XL tan θ − Z0) − Z0(XL + Z0 tan θ ) + RS RL tan θ = 0
(4.40)
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Solving the system (4.40) for the two independent variables Z0 and θ

yields

Z0 =
√

RS
(
R2

L + X 2
L

)− RL
(
R2

S + X 2
S

)
RL − RS

(4.41)

θ = tan−1
(

Z0
RS − RL

RS XL − XS RL

)
(4.42)

As a result, the transmission line with the characteristic impedance
Z0 and electrical length θ , determined by Eqs. (4.41) and (4.42), respec-
tively, can match any source and load impedances when the impedance
ratio gives a positive value under the square root expression in
Eq. (4.41).

For a purely active source when ZS = RS, the ratio between the
parameters of load and transmission line derived from system (4.40)
can be expressed by

XL Z0(1 − tan2 θ ) + (Z2
0 − X 2

L − R2
L

)
tan θ = 0 (4.43)

Then, for the electrical length of the transmission line having θ = π/4,
the expression for Z0 can be simplified to

Z0 = |ZL| =
√

R2
L + X 2

L (4.44)

whereas the required active source impedance RS should be equal to

RS = RL
Z0

Z0 − XL
(4.45)

Consequently, any load impedance can be transformed to a real source
impedance defined by Eq. (4.45) using a λ/8 transformer whose char-
acteristic impedance is equal to the magnitude of the load impedance
[9].

Applying the same approach to match pure active load with source
impedance, the total matching circuit that includes two λ/8 transform-
ers and a λ/4 transformer can provide impedance matching between
any source impedance ZS and load impedance ZL (see Fig. 4.24).

 

ZL ZS

Z01, /8 Z 02, /4 Z03, λλλ /8

Figure 4.24 Transmission line transformer for any source and
load impedances.
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C
Z0,

θ < 90°⇔

L
Z0,

θ < 90°⇔ Figure 4.25 Lumped and transmis-
sion line single frequency equiva-
lence.

The input impedance of the transmission line at a particular fre-
quency can be expressed as that of a lumped element, as shown in
Fig. 4.25. When ZL = 0, it follows that

Zin = jZ0 tan θ (4.46)

which corresponds to the inductive input impedance for θ < π/2. The
equivalent inductance at the frequency ω is calculated from

L = Xin

ω
= Z0 tan θ

ω
(4.47)

Similarly, when ZL = ∞,

Zin = − jZ0 cot θ (4.48)

which corresponds to the capacitive input impedance for θ < π/2. The
equivalent capacitance at the frequency ω is determined from

C = − 1
ωXin

= tan θ

ωZ0
(4.49)

To calculate the parameters of parallel open-circuited or short-
circuited stubs, we use the matching circuit technique with lumped el-
ements. The Smith chart is particularly useful for graphical impedance
or admittance solutions. Once the appropriate parallel capacitance or
inductance has been determined analytically or by Smith chart, the
parameters of parallel open-circuited or short-circuited stubs, the char-
acteristic impedance Z0, and the electrical length θ , can be directly cal-
culated from Eq. (4.47) for inductance and Eq. (4.49) for capacitance.

Microwave power amplifier design often employs a simple match-
ing circuit such as an L-transformer with a series transmission line as
the basic matching section. It is convenient to analyze the transform-
ing properties of this matching circuit by substituting the equivalent
transformation of the parallel RX circuit for the series one. For example,
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R1 Z1 C R2Zin 

Z0, θ 

Figure 4.26 L-transformer with series transmission line.

R1 and X1 = −1/ωC are the resistance and reactance of the impedance
Z1 = j R1 X1/(R1 + jX1) for parallel capacitive circuits, and Rin = ReZin
and Xin = ImZin are the real and imaginary parts of the impedance
Zin = Rin + jXin for the series circuits presented in Fig. 4.26. For con-
jugate matching at some frequencies when Z1 = Z∗

in, we obtain

Rin − jXin = R1 X 2
1

R2
1 + X 2

1

+ j
R2

1 X1

R2
1 + X 2

1

(4.50)

The solution of Eq. (4.50) can be written in the form of two expressions
by

R1 = Rin(1 + Q2) (4.51)

X1 = −Xin(1 + Q−2) (4.52)

where Q = R1/|X1| = Xin/Rin is a quality factor that is equal for
both parallel capacitive and series transmission line circuits. From
Eq. (4.35), the real and imaginary parts of the input impedance Zin
can be written as

Rin = Z2
0 R2

1 + tan2 θ

Z2
0 + (R2 tan θ )2

(4.53)

Xin = Z0 tan θ
Z2

0 − R2
2

Z2
0 + (R2 tan θ )2

(4.54)

From Eq. (4.54) it follows that an inductive input impedance (neces-
sary to compensate for the capacitive parallel component) is provided
when Z0 > R2 for θ < π/2 and Z0 < R2 for π/2 < θ < π . As a
result, to transform resistance R1 into another resistance R2 at the
given frequency, it is necessary to connect a two-port L-transformer
(including a parallel capacitance and a series transmission line) be-
tween them. When one parameter (usually the characteristic impedance
Z0) is known, the matching circuit parameters can be calculated from
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the following two equations:

C = Q
ωR1

(4.55)

sin 2θ = 2Q(
Z0
R2

− R2
Z0

) (4.56)

where Q is defined as a function of resistances R1 and R2 as well as the
parameters of the transmission line, the characteristic impedance Z0
and electrical length θ , by the following equation:

Q =
√√√√ R1

R2

[
cos2 θ +

(
R2

Z0

)2

sin2
θ

]
− 1 (4.57)

It follows from Eqs. (4.56) and (4.57) that the calculation of θ is a
result of the numerical solution of a transcendental equation with one
unknown parameter. However, it is more convenient to combine these
two equations and to rewrite them in the form of

R1

R2
=

1 +
(

Z0
R2

− R2
Z0

)2
sin2

θ cos2 θ

cos2 θ +
(

R2
Z0

)2
sin2

θ

(4.58)

Figure 4.27 shows the resistance ratio of R1/R2 as a function of the pa-
rameter Z0/R2 and electrical length θ in the form of two nomographs: (a)
one for the case of Z0/R2 > 1 and (b) another for the case of Z0/R2 < 1.
When input resistance R1 and output resistance R2 are known in
advance, and when the value of the transmission line characteristic
impedance Z0 is chosen, it is easy to evaluate the required value of θ

using these nomographs. The graphical results show that, in contrast
to a lumped L-transformer, a simple L-transformer with a transmission
line can match a purely resistive source and load impedance with any
values of the ratio R1/R2.

A π -transformer can be realized by connecting two L-transformers
when resistances R1 and R2 are transformed to some intermediate re-
sistance R0 as shown in Fig. 4.28(a). In this case, to minimize the length
of transmission line, the value of R0 should be smaller than that of both
R1 and R2, i.e., R0 < (R1, R2). The same procedure for a T-transformer
shown in Fig. 4.28(b) gives a value of R0 that is larger than that of both
R1 and R2, i.e., R0 > (R1, R2). Then, for a T-transformer, two parallel
adjacent capacitances are combined. For a π -transformer, two adjacent
series transmission lines are combined into one transmission line with
total electrical length.
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Figure 4.27 Nomographs for calculating L-transformer.
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Figure 4.28 T- and π -transformers with transmission lines.

For a π -transformer, the lengths of each part of the combined trans-
mission line can be calculated by equating the imaginary parts of the
impedances from both sides at the reference plane A–A′ to zero, which
means that the intermediate impedance R0 is real. This leads to two
quadratic equations for each electrical length of the combined series
transmission lines as variables in the form of

tan2 θ1 − R1

Z0 Q1

[
1 − (1 + Q2

1

)(Z0

R1

)2
]

tan θ1 − 1 = 0 (4.59)

tan2 θ2 − R2

Z0 Q2

[
1 − (1 + Q2

2

)( Z0

R2

)2
]

tan θ2 − 1 = 0 (4.60)

where Q1 = ωC1 R1, Q2 = ωC2 R2.
To simplify this analytical calculation procedure, it is best to use the

nomographs shown in Fig. 4.27. If the values of R1 and R2 are selected
in advance to set the intermediate resistance R0, and the characteristic
impedance of the transmission line Z0 is known, the values of θ1 and θ2
can be easily determined from one of these nomographs.

A widely used two-port π -transformer, along with its design formu-
las, is presented in Fig. 4.29. Such a transformer is used as the output
matching circuit of high power amplifiers in class B operation to provide
sinusoidal voltage drain or collector waveform by appropriate harmonic
suppression. Moreover, it is convenient to use this transformer as an
input matching circuit in high power push–pull amplifiers where ca-
pacitances can be connected between series transmission lines.

A two-port T-transformer with series transmission line and two ca-
pacitances, along with the design formulas, is given in Fig. 4.30.
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Figure 4.29 Transmission-line
π -transformer and equations.

Narrow-band power amplifier design

This example illustrates a transmission line matching circuit technique
through the design of an output matching circuit for a 5 W 1.6 GHz bipo-
lar power amplifier that operates from a 24 V supply voltage and pro-
vides about 10 dB power gain. These requirements can be provided with
an n-p-n silicon microwave transistor intended for transmitting appli-
cations in class AB operation for a frequency range of 1.5 to 1.7 GHz. At
the operating frequency of 1.6 GHz, let Zout = (5.5 − j6.5) �, which cor-
responds to a series combination of the transistor output resistance and
capacitance. To match this capacitive impedance to the standard 50 �

load resistance, we use a matching circuit in the form of a T-transformer
shown in Fig. 4.30. Figure 4.31 shows the complete two-port network
including output device impedance and matching circuit.

The circuit should compensate for the series capacitance inherent in
the output impedance. For a small electrical length where tan θ ∼= θ and
the characteristic impedance Z0 >> Rout, we can deduce from Eqs. (4.53)
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Figure 4.30 Transmission-line T-transformer and equations.
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Figure 4.31 Complete output two-port network circuit.

and (4.54) that

{
Rout ∼= R2

θ2 ∼= −Xout/Z0 = 1/ωCout Z0
(4.61)

where θ2 is a part of the total transmission line that is required to
compensate for the output capacitance reactance. If Z0 is chosen to be
50 �, then θ2 = 6.5/50 = 0.13 radians, which is equal to approximately
7.5◦ of electrical length. Then, the value of quality factor Q2 is defined by

Q2 >
√

R1/R2 − 1 = 2.84

The value of Q2 must be larger than 2.84. For example, a value of Q2 =
3 can be chosen to yield a 3-dB bandwidth of 1.6 GHz/3 = 533 MHz.
The values of the output matching circuit parameters are

θ1 = 1
2

sin−1
[
2Q2/

(
Z0

R2
− R2

Z0

)]
= 21◦

Q1 =
√

R2

R1

1 + Q2
2

cos2 θ1 + (R2/Z0)2 sin2
θ1

− 1 = 0.5

C1 = 1/(ωQ1 R1) = 4 pF

C2 = (Q2 − Q1)/ωR1
(
1 + Q2

1

) = 4 pF

The function of each element for visual effect can be traced on the
Smith chart (see Fig. 4.32). The easiest and most convenient way to plot
the traces of the matching circuit elements is to first plot the traces of Q1
and Q2, then plot the trace of the series transmission line as far as the
intersection point with the Q2-circle, and plot the trace of capacitance C2
as far as the intersection point with the Q1-circle. The plot of the series
transmission line represents an arc of the circle with center point at
the center of the Smith chart.
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Figure 4.32 Smith chart with elements from Fig. 4.31.

Broadband high-power amplifier design

This example shows the design of a 150 W broadband power amplifier
that operates over a frequency bandwidth of 470 to 860 MHz, uses a 28 V
supply voltage and provides a power gain of more than 10 dB. A typical
application for such a circuit is a high-power balanced LDMOS transis-
tor designed for UHF TV transmitters. The center bandwidth frequency
fc is fc = √

470 · 860 = 635 MHz. For this operating frequency, assume
that the manufacturer states the value of input impedance for each
transistor-balanced part of Zin = (1.7 + j1.3) �. The input impedance
Zin is expressed as a series combination of input resistance and in-
ductive reactance. To realize the required frequency bandwidth, low-Q
matching circuits should be used to reduce in-band amplitude ripple
and improve input VSWR. To achieve a 3-dB bandwidth, the value of
a quality factor must be less than Q = 635/(860 − 470) = 1.63. Since
the device input quality factor is smaller, that is, Qin = 1.3/1.7 = 0.76,
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Figure 4.33 Complete broadband input two-port network circuit.

it is possible to cover the entire frequency range using a multistage
matching circuit. It is very convenient to design the input and output
matching circuits by using simple L-transformers in the form of series
transmission lines and parallel capacitances with a constant value of
Q for each balanced part of the active device. The two matching circuits
are then combined by inserting capacitances, the values of which are
reduced twice, between the two series transmission lines.

To match the series input inductive impedance to the standard 50 �

source impedance, we use three L-transformers, as shown in Fig. 4.33.
At the center frequency of 635 MHz, the input inductance is equal ap-
proximately to 0.3 nH. Taking this inductance into account, we subtract
the appropriate value of electrical length θin from the total electrical
length θ3. Due to the short size of this transmission line, a value of θin
can be easily calculated in accordance with

θin ∼= Xin/Z0 = ωLin/Z0 (4.62)

In this case, the input resistance Rin can be assumed to be constant.
According to Eq. (4.57), there are two simple possibilities to provide

matching using equal quality factors of L-transformers. One option is
to use the same values of characteristic impedance for all transmission
lines; the other is to use the same electrical lengths for all transmission
lines. Consider the first approach, which also allows direct use of Smith
chart, and choose the value of the characteristic impedance Z0 = Z01 =
Z02 = Z03 = 50 �. The ratio of input and output resistances can be
written as

R1

R2
= R2

R3
= R3

Rin
(4.63)

which gives the values of R2 = 16.2 � and R3 = 5.25 � for Rsource =
R1 = 50 � and Rin = 1.7 �. The values of the electrical lengths are
determined from the nomograph shown in Fig. 4.27(a) as θ1 = 30◦,
θ2 = 7.5◦, and θ3 = 2.4◦.

To calculate the quality factor Q from Eq. (4.57), it is enough to know
the electrical length θ1 of the first L-transformer The remaining two
electrical lengths can be directly obtained from Eq. (4.56). As a result,
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Figure 4.34 Smith chart with elements from Fig. 4.33.

the quality factor of each L-transformer is Q = 1.2. The values of the
parallel capacitances are C1 = 6 pF, C2 = 19 pF, and C3 = 57 pF.

For a constant Q, we can simplify significantly the design of the
matching circuit by using the Smith chart. After calculating the value
of Q, we plot a constant Q-circle on the Smith chart. Figure 4.34 shows
the matching circuit design using the Smith chart with a constant
Q-circle, where the curves for the series transmission lines represent
the arcs of the circles with center points at the center of the Smith chart.
The capacitive traces are moved along the circles with increasing sus-
ceptances and constant conductances.

Another approach assumes the same values of electrical lengths θ =
θ1 = θ2 = θ3 and calculates the characteristic impedances of transmis-
sion lines from Eq. (4.57) at equal ratios of the input and output re-
sistances according to Eq. (4.63). Such an approach is more convenient
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in practical design, because, when using the transmission lines with
standard characteristic impedance Z0 = 50 �, the electrical length of
the transmission line adjacent to the active device input terminal is too
short. In this case, it is advisable to set the characteristic impedance
of the first series transmission line to Z01 = 50 �. Then, a value of θ

should be calculated directly from the nomograph shown in Fig. 4.27(a).
Subsequent calculation of Q from Eq. (4.56) yields θ = 30◦ and Q = 1.2.
The characteristic impedances of the remaining two transmission lines
are calculated easily from Eq. (4.56) or Eq. (4.57). The values are Z02 =
15.7 � and Z03 = 5.1 �.

Types of Transmission Line

Several types of transmission line are available when designing RF and
microwave power amplifiers. Coaxial lines have very high bandwidth
and high power-handling capabilities and are widely used for trans-
formers and power combiners. Planar transmission lines are compact,
can be easily integrated with active devices and are usually used as
matching circuit elements and for hybrids and directional couplers.

Coaxial line

A main type of wave propagated along a coaxial line shown in Fig. 4.35 is
the transverse electromagnetic (TEM) wave. When the transverse fields
of a TEM wave are the same as the static fields that can exist between
the conductors, the electromagnetic properties of a coaxial line can be
characterized by the following parameters [7, 10]:

The shunt capacitance per unit length, F/m,

C = 2πε/ ln
(

b
a

)
(4.64)

2b

2a

Figure 4.35 Coaxial line schematic.
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where ε = εoεr, εo = 8.854 × 10−12 F/m is the permittivity of free-space,
εr is the relative dielectric constant or substrate permittivity, a is a ra-
dius of inner conductor, and b is the inner radius of the outer conductor:

The series inductance per unit length, H/m,

L = µ

2π
ln
(

b
a

)
(4.65)

where µ = µoµr, µo = 4π × 10−7 H/m is the permeability of free space,
and µr is the relative magnetic constant or substrate permeability.

The series resistance per unit length, �/m,

R = Rs

2π

(
1
b

+ 1
a

)
(4.66)

where Rs = ρ/�( f ) = √
πµoρ f is the surface resistivity, ρ is the met-

allization electrical resistivity, �( f ) is the penetration depth, and f is
the frequency.

The shunt conductance per unit length, S/m,

G = 2πσ/ ln
(

b
a

)
= 2πωεoεr tan δ/ln

(
b
a

)
(4.67)

where σ is the dielectric conductivity, tan δ is the dielectric loss tangent.
The characteristic impedance in �,

Z0 = η

2π
ln
(

b
a

)
(4.68)

where η = √
µ/ε is the wave impedance of the lossless coaxial line

identical to the intrinsic impedance of the medium.
The conductor loss factor can be presented by

αc = R/2Z0 N/m (4.69)

and the dielectric loss factor by

αd = GZ0/2 = ση/2 = π
√

εr tan δ/λ0 N/m (4.70)

where λ0 is the free-space wavelength.
The total loss factor α expressed through decibel per meter (dB/m)

can be calculated as

α = 8.686(αc + αd) (4.71)

Stripline

The geometry of a commonly used stripline is shown in Fig. 4.36.
The strip conductor of width W is placedbetween two flat dielectric
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εr

W

b

t Figure 4.36 Stripline schematic.

substrates with the same dielectric constant. The outer surfaces of these
substrates are metallized and serve as ground conductor. In practice,
the strip conductor is etched on one of the dielectric substrates by a
photolithography process. Since the stripline has two conductors and a
homogeneous dielectric, it can support a pure TEM propagation mode,
which is the usual mode of operation.

The exact expression for the characteristic impedance of a lossless
stripline of zero thickness is [11, 12]

Z0 = 30π√
εr

K(k)
K(k′)

(4.72)

where k = sech(πW/2b), k′ = √
1 − k2, and K is the complete elliptic

integral of the first kind,

K(k) =
π/2∫
0

dϕ√
1 − k2sin2

ϕ

(4.73)

An approximate expression for the ratio K(k)/K(k′) with the relative
error lower than 3 · 10−6 is given by [13]

K(k)
K(k′)

=




π/ ln

(
2

1 + √
k′

1 − √
k′

)
for 0 ≤ k ≤ 1√

2

1
π

ln

(
2

1 + √
k

1 − √
k

)
for

1√
2

≤ k ≤ 1

(4.74)

In practice, it is advisable to use a sufficiently simple formula without
complicated special functions. So, the formula for Z0 within 1 percent
of the exact results can be simplified to [7, 14]:

Z0 = 30π√
εr

b
We + 0.441b

(4.75)
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where We is the effective width of the center conductor defined by

We

b
= W

b
−




0 for
W
b

> 0.35b(
0.35 − W

b

)2

for
W
b

≤ 0.35b
(4.76)

For a stripline with a TEM propagation mode, the dielectric loss factor
αd is the same as for coaxial line, which is determined by Eq. (4.70). An
approximation result for the conductor loss factor αc, in dB/m, can be
presented by [7]

αc =




A
2.7 × 10−3 Rsεr Z0

30π(b − t)
for Z0

√
εr ≤ 120

B
0.16 Rs

Z0bπ
for Z0

√
εr ≥ 120

(4.77)

where t is the thickness of the strip,

A = 1 + 2W
b − t

+ 1
π

b + t
b − t

ln
2b − t

t

B = 1 + b
0.5W + 0.7t

(
0.5 + 0.414t

W
+ 1

2π
ln

4πW
t

)

Figure 4.37 illustrates the characteristic impedance Z0 of a stripline
as a function of the normalized strip width W/b for various values of εr
according to Eqs. (4.75) and (4.76).
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Figure 4.37 Stripline characteristic impedance versus W/b.
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TABLE 4.1 Electrical and Thermal Properties of Substrate Materials

Coefficient of thermal
Dielectric constant, Loss tangent, expension (CTE),

Typical substrate εr @ 10 GHz tan δ @ 10 GHz ppm/◦C

Alumina 99.5% 9.8 0.0003 6.7
Aluminum nitride 8.7 0.001 4.5
Barium tetratitanade 37 0.0002 8.3
Beryllia 99.5% 6.6 0.0003 7.5
Epoxy glass FR-4 4.7 0.01 3.0
Fused quartz 3.78 0.0001 0.5
Gallium arsenide 13.1 0.0006 6.5
Silicon 11.7 0.004 4.2
Teflon 2.5 0.0008 12

Typical values of the main electrical and thermal properties of some
substrate materials are presented in Table 4.1.

Microstrip line

In a microstrip line, the grounded metallization surface covers only one
side of the dielectric substrate, as shown in Fig. 4.38. In this case, the ele-
ctric and magnetic field lines are located in both the dielectric region bet-
weenthestrip conductorandthegroundplaneand in the air region above
the substrate. As a result, the electromagnetic wave propagated along
a microstrip line is not a pure TEM, since the phase velocities in these
two regions are not the same. But in a quasistatic approximation, which
gives sufficiently accurate results as long as the height of the dielectric
substrate is very small compared with the wavelength, it is possible to
obtain the analytical expressions for the electrical characteristics.

The exact expression for the characteristic impedance of a lossless
microstrip line with finite strip thickness is [15]

Z0 =




60√
εre

ln
(

8h
We

+ We

4h

)
for

W
h

≤ 1

120π√
εre

[
We

h
+ 1.393 + 0.667 ln

(
We

h
+ 1.444

)]−1

for
W
h

≥ 1

(4.78)

εr

W

h

t

Figure 4.38 Microstrip line schematic.
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where

We

h
= W

h
+ �W

h

�W
h

=




1.25
π

t
h

(
1 + ln

4πW
t

)
for

W
h

≤ 1/2π

1.25
π

t
h

(
1 + ln

2h
t

)
for

W
h

≥ 1/2π

εre = εr + 1
2

+ εr − 1
2

1√
1 + 12h/W

− εr − 1
4.6

t
h

√
h
W

Figure 4.39 shows the characteristic impedance Z0 of a microstrip
line with zero strip thickness as a function of the normalized strip width
W/h for various values of εr according to Eq. (4.78).

In practice, it can be possible to use a sufficiently simple formula to
calculate the characteristic impedance Z0 of a microstrip line with zero
strip thickness in the form of [1]

Z0 = 120π√
εr

h
W

1
1 + 1.735ε−0.0724

r (W/h)−0.836 (4.79)

For a microstrip line in a quasi-TEM approximation, the conductor
loss factor αc in dB/m as a function of the microstrip line geometry can
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Figure 4.39 Microstrip characteristic impedance versus W/h.
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TABLE 4.2 Electrical Resistivity of Conductor Materials

Electrical resistivity, Electrical resistivity,
Material Symbol µ� · cm Material Symbol µ� · cm

Aluminum Al 2.65 Palladium Pd 10.69
Copper Cu 1.67 Platinum Pt 10.62
Gold Au 2.44 Silver Ag 1.59
Indium In 15.52 Tantalum Ta 15.52
Iron Fe 9.66 Tin Sn 11.55
Lead Pb 21.0 Titanium Ti 55.0
Molybdenum Mo 5.69 Tungsten W 5.6
Nickel Ni 8.71 Zink Zn 5.68

be determined by [16]

αc =




1.38A
Rs

hZ0

32 − (We/h)2

32 + (We/h)2 for
W
h

≤ 1

6.1 · 10−5 A
Rs Z0εre

h

(
We

h
+ 0.667We/h

1.444 + We/h

)
for

W
h

≥ 1

(4.80)
where We/h is defined from Eq. (4.78),

A = 1 + h
We

(
1 + 1

π
ln

2B
t

)

B =




2πW for
W
h

≤ 1/2π

h for
W
h

≥ 1/2π

The dielectric loss factor αd in dB/m can be calculated by

αd = 27.3
εr

εr − 1
εre − 1√

εre

tan δ

λ0
(4.81)

For most microstrip lines (except some kinds of semiconductor sub-
strates), the conductor loss is much more significant than the dielectric
loss. The electrical resistivity of some conductor materials is shown in
Table 4.2.

Slotline

Slotlines are usually used when it is necessary to realize a high value of
the characteristic impedance Z0. A slotline is dual to a microstrip line
and represents a narrow slot between two conductive surfaces, one of
which is grounded. Changing the width of the slot can easily change
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εr

W

h
Figure 4.40 Slotline schematic.

the characteristic impedance of the slotline. The transverse electric H
mode wave propagates along the slotline. The geometry of a slotline is
shown in Fig. 4.40.

It is difficult to provide exact analytical expressions to calculate the
slotline parameters. However, an equation for Z0 can be obtained for a
quasi-TEM approximation with zero conductor thickness and infinite
width of the entire slotline system [17]:

For 0.02 ≤ W/h ≤ 0.2

Z0 = 72.62 − 15.283 ln εr + 50
(

1 − 0.02
h
W

)(
W
h

− 0.1
)

+ (19.23 − 3.693 ln εr) ln
(

102 W
h

)
−
(

11.4 − 2.636 ln εr − 102 h
λ0

)2

×
[
0.139 ln εr − 0.11 + W

h
(0.465 ln εr + 1.44)

]
(4.82)

For 0.2 ≤ W/h ≤ 1.0

Z0 = 113.19 − 23.257 ln εr + 1.25
W
h

(114.59 − 22.531 ln εr)

+ 20
(
1 − W

h

)(
W
h

− 0.2
)

−
[
0.15 + 0.1 ln εr + W

h
(0.899 ln εr − 0.79)

]

×
[
10.25 − 2.171 ln εr + W

h
(2.1 − 0.617 ln εr) − 102 h

λ0

]2

(4.83)

where 0.01 ≤ h/λ0 ≤ 0.25/
√

εr − 1.
In Fig. 4.41, the characteristic impedance Z0 of a slotline within

the error of 2 percent as a function of normalized slot width W/h for
h/λ0 = 0.02 and various values of εr = 9.7, 11, 12, . . . , 20 calculated by
Eqs. (4.82) and (4.83) is shown.
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Figure 4.41 Slotline characteristic impedance versus W/h.

Coplanar waveguide

A coplanar waveguide is similar in structure to a slotline, the only differ-
ence being a third conductor centered in the slot region. The center strip
conductor and two outer grounded conductors lie in the same plane,
as shown in Fig. 4.42. A coplanar configuration has some advantages,
which makes a coplanar waveguide suitable for hybrid and monolithic
integrated circuits, including active devices. A coplanar waveguide can
be also described by a quasi-TEM approximation for both numerical
and analytical calculations.

The approximate expression of the characteristic impedance Z0 for
zero metal thickness and infinite width of the dielectric substrate

εr

W

h

Ws

Figure 4.42 Coplanar waveguide schematic.
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is [18]

Z0 = 30π√
εre

K(k′)
K(k)

(4.84)

εre = 1 + εr − 1
2

K(k′)
K(k)

K(k1)
K(k′

1)
(4.85)

where k = s
s+2W , k1 = sinh πs

4h / sinh π(s+2W)
4h , k′ = √

1 − k2, k′
1 =

√
1 − k2

1,
and K is the complete elliptic integral of the first kind. The values of
the ratios K(k)/K(k′) and K(k1)/K(k′

1) can be defined from Eq. (4.74).
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Chapter

5
Power Combiners,

Impedance Transformers
and Directional Couplers

It is critical, particularly at higher frequencies, that special types of
combiner and divider are used to avoid insufficient power performance
of the individual active devices. The method of configuration for combin-
ers and dividers differs depending on the operating frequency, frequency
bandwidth, output power, and size requirements. Coaxial cable com-
biners with ferrite cores are used to combine the output powers of RF
power amplifiers intended for wideband applications. The device output
impedance is usually too small for high power levels so to match this
impedance with a standard 50-� load coaxial line transformers with
specified impedance transformation are used. For narrow-band appli-
cations, the N-way Wilkinson combiners are widely used due to their
simple practical realization. For microwaves, the size of the combiners
should be very small and, therefore, the hybrid microstrip combiners
(including different types of the microwaves hybrids and directional
couplers) are commonly used to combine the output powers of power
amplifiers. In this chapter, the basic properties of three-port and four-
port networks are presented, as well as a variety of different combin-
ers, transformers and directional couplers for RF and microwave power
applications.

Basic Properties

Basic three-port or four-port networks can be used to divide the output
power of a single power source or to combine the output powers of two
or more power amplifiers. Generally, the multiport network required to

155
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combine the output powers of N identical power amplifiers is based on
these basic networks. If this is the case, it is very important to match
all power amplifiers with the load to provide an overall output power
that is N times larger than the output power of single power amplifier.
Changes in the operation condition of one power amplifier should not
affect the operation conditions of the remaining power amplifiers. To
satisfy this requirement, all of the input ports of the combiner should
be decoupled (mutually independent). When one of the power amplifiers
is eliminated, the total output power must decrease by as little as pos-
sible. In addition, the combiners can be used for both narrow-band and
broadband transmitters, in the latter case requiring that their electrical
characteristics are provided for a wide frequency bandwidth.

Three-Port Networks

The simplest devices used for power division and combination are the
three-port networks having one input and two outputs in the power
divider shown in Fig. 5.1(a) and two inputs and one output in the power
combiner shown in Fig. 5.1(b). The scattering S-matrix of an arbitrary
three-port network can be written by

[S ] =




S11 S12 S13

S21 S22 S23

S31 S32 S33


 (5.1)

where Sij = Sji for the symmetric scattering S-matrix when all compo-
nents are passive and reciprocal. In this case, if all ports are appropri-
ately matched (when Sii = 0) the scattering, S-matrix is reduced to

[S ] =




0 S12 S13

S12 0 S23

S13 S23 0


 (5.2)

A lossless condition applied to a fully matched S-matrix given in Eq. (5.2)
requires it to be a unitary matrix when

[S ]∗ [S ] = 1 (5.3)

Power
divider

Pin

Pout1

Pout2

Power
combiner

Pout

Pin1

Pin2

1

2

3

2

3

1

(a) (b)

Figure 5.1 Schematic diagrams of (a) power divider and (b) power combiner.
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where [S ]* is the matrix complex conjugated to the original S-matrix
[1, 2]. As a result of multiplying two matrices, it follows that

|S12|2 + |S13|2 = |S12|2 + |S23|2 = |S13|2 + |S23|2 = 1 (5.4)

S∗
13S23 = S∗

23S12 = S∗
12S13 = 0 (5.5)

From Eq. (5.5) it follows that at least two of the three available pa-
rameters S12, S13 and S23 should be zero, which is inconsistent with
at least one condition given by Eq. (5.4). This means that a three-port
network cannot be lossless, reciprocal and matched at all ports. How-
ever, if any one of these three conditions is not fulfilled, a physically re-
alizable device is possible for practical implementation. A lossless and
reciprocal three-port network can be realized if only two of its ports are
matched, or, in the case of the resistive divider, if the three-port network
is reciprocal and fully matched at all three ports but it is lossy.

If a reciprocal three-port network represents the 3-dB power divider
when, for a given input power at port 1, the output powers at ports 2
and 3 are equal, then according to Eq. (5.4)

|S12| = |S13| = 1√
2

(5.6)

Four-Port Networks

The four-port networks are used for directional power coupling when,
for a given input signal at port 1, the output signals are delivered to
ports 2 and 3 and no power is delivered to port 4 (ideal case), as shown
in Fig. 5.2. The scattering S-matrix of a reciprocal four-port network
matched at all its ports is given by

[S ] =




0 S12 S13 S14

S12 0 S23 S24

S13 S23 0 S34

S14 S24 S34 0


 (5.7)

Through

P 2

P 3

21

34

P 1

P4

Coupled

Input

Isolated

Figure 5.2 Schematic diagram of directional coupler.
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where Sij = Sji for the symmetric scattering S-matrix when all compo-
nents are passive and reciprocal. In this case, the power supplied to the
input port 1 is coupled to the coupled port 3 with coupling factor |S13|2,
whereas the remainder of the input power is delivered to the through
port 2 with coefficient |S12|2.

For a lossless four-port network, the unitary condition of the fully
matched S-matrix given by Eq. (5.7) results in

|S12|2 +|S13|2 = |S12|2 +|S24|2 = |S13|2 +|S34|2 = |S24|2 +|S34|2 = 1 (5.8)

which implies a full isolation between ports 2 and 3 and ports 1 and 4,
respectively, when

S14 = S41 = S23 = S32 = 0 (5.9)

and that

|S13| = |S24| |S12| = |S34| (5.10)

The scattering S-matrix of such a directional coupler, matched at all
its ports with two decoupled two-port networks, reduces to

[S ] =




0 S12 S13 0
S12 0 0 S24

S13 0 0 S34

0 S24 S34 0


 (5.11)

The directional coupler can be classified according to the phase shift
φ between two output ports 2 and 3 as the in-phase coupler with φ = 0,
quadrature coupler with φ = π/2 and out-of-phase coupler with φ = π .
The following important quantities are used to characterize the direc-
tional coupler:

� The power-split ratio or power division ratio K 2, which is calculated
as the ratio of power at the output ports when all ports are nominally
(reflectionless) terminated

K 2 = P2

P3

� The insertion loss C12, which is calculated as the ratio of power at the
output port 2 relative to the input port 1

C12 = 10 log10
P1

P2
= −20 log10 |S12|



Power Combiners, Impedance Transformers and Directional Couplers 159

� The coupling C13, which is calculated as the ratio of power at the
output port 3 relative to the input port 1

C13 = 10 log10
P1

P3
= −20 log10 |S13|

� The directivity C34, which is calculated as the ratio of power at the
output port 3 relative to the isolated port 4

C34 = 10 log10
P3

P4
= 20 log10

|S13|
|S14|

� The isolations C14 and C23, which are calculated as the ratio of power
at the input port 1 relative to the isolated port 4 and between the two
output ports (output port 2 is considered as an input port), respec-
tively,

C14 = 10 log10
P1

P4
= −20 log10 |S14|

C23 = 10 log10
P2

P3
= −20 log10 |S23|

� The voltage standing wave ratio at each port or VSWRi, where i = 1,
2, 3, 4, calculated as

VSWRi = 1 + |Sii|
1 − |Sii|

In an ideal case, the directional coupler would have VSWRi = 1 at each
port, insertion loss C12 = 3 dB, coupling C13 = 3 dB, infinite isolation
and directivity C14 = C23 = C34 = ∞.

Coaxial Cable Transformers and Combiners

The coaxial cable transformers and combiners provide the wideband fre-
quency operation of the RF power amplifiers [3, 4]. Figure 5.3(a) shows
the schematic configuration of a coaxial cable transformer, which con-
sists of the coaxial line arranged inside the ferrite core or wound around
the ferrite core. A coaxial cable transformer, whose equivalent circuit
is shown in Fig. 5.3(b), is commonly called a balun. Due to its practical
configuration, the coaxial cable transformer takes a position between
the lumped and distributed systems. Therefore, at lower frequencies its
equivalent circuit represents a conventional low-frequency transformer
[see Fig.5.3(c)], while at higher frequencies it is a transmission line with
the characteristic impedance Z0 shown in Fig. 5.3(d). The advantage of
suchatransformeris thattheparasiticinterturncapacitancedetermines
its characteristic impedance, whereas in the conventional wire-wound
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V
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Figure 5.3 Schematic configurations of coaxial cable transformer.

transformer with discrete windings this parasitic capacitance nega-
tively contributes to the transformer’s frequency performance.

When RS = RL = Z0, the transmission line can considered to be a
transformer with 1:1 impedance transformation. To avoid any resonant
phenomena, especially for complex loads, which can contribute substan-
tially to the amplitude ripple increase, the length of the transmission
line should be chosen from the condition of

l ≤ λmin

8
(5.12)

where λmin is the minimum wavelength in the transmission line corre-
sponding to the high bandwidth frequency fmax.

The low-frequency response of a transformer at lower frequencies is
degraded by a shunt susceptance between the inner and outer conduc-
tors shown in Fig. 5.3(e) due to the magnetizing inductance Lm, which
is given by

Lm = 4πn2µ
Ae

Le
(5.13)
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where
n = number of turns
µ = core permeability

Ae = effective area of the core
Le = average magnetic path length [3]

Considering the equivalent circuit shown in Fig. 5.3(e), the ratio be-
tween the power delivered to the load PL and power available at the
source PS = V 2/8RS when RS = RL can be obtained from

PL

PS
= 4 (ωLm)2

R2
S + 4 (ωLm)2 (5.14)

which gives the minimum operating frequency fmin for a given magne-
tizing inductance Lm, taking into account the maximum decrease of the
output power by 3 dB, as

fmin ≥ RS

4π Lm
(5.15)

To choose the appropriate ferrite core commonly used in RF trans-
formers, it is necessary to know the flux level for core saturation and
nonlinearity. So, the maximum flux density determined at the lowest
operation frequency can be calculated from

B = Vrms

4.44 f nAe
· 108, gauss (5.16)

where
Vrms = rms voltage on the winding

n = number of turns
f = operating frequency

Ae = effective area of the core in square centimeters [3]

Figure 5.4 shows the two 2:1 transformer configurations using coaxial
lines, which can provide a 4:1 impedance transformation. A current I
driven into the inner conductor of the upper line in Fig. 5.4(a) produces
a current I that flows in the outer conductor of the upper line, result-
ing in a current 2I flowing into the load RL. Because the voltage 2V
from the input voltage source is divided into two equal parts between
coaxial line and the load, such a transformer provides an impedance
transformation from RS = 2Z0 into RL = Z0/2, where Z0 is the char-
acteristic impedance of each coaxial line. A ferrite core is necessary
only for the upper line because the outer conductor of the lower line
is grounded at both ends and no current is flowing through it. Since
all points of the inner conductor of the lower line have the same po-
tentials, it is advisable to connect directly the left point of the outer
conductor to the right point of the inner conductor of the upper line.
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RL = Z0/2

(a)

(b)

RS = 2Z0 Z0

RL = Z0/2

RS = 2Z0

Z0

2V

2V

I 2I

I

V

V

Figure 5.4 Schematic configuration of 2:1 cable transformer.

Thus the lower coaxial line can be removed and a 2:1 coaxial line
transformer can be put in place, as shown in Fig. 5.4(b). At lower fre-
quencies, such a transformer can be considered to be an ordinary 1:2
autotransformer. However, at higher frequencies, the lower line pro-
vides an in-phase combination of output voltages and is called a phase-
compensating line.

Figure 5.5 shows similar arrangements for the 3:1 coaxial line trans-
formers, which produce 9:1 impedance transformations. A current I
driven into the inner conductor of the upper line in Fig. 5.5(a) will cause
a current I to flow in the outer conductor of the upper line. This cur-
rent then produces a current I in the outer conductor of the lower line,
resulting in a current 3I flowing into the load RL. The lowest coaxial
line can be removed, resulting in a 3:1 coaxial line transformer shown
in Fig. 5.5(b). The characteristic impedance of each transmission line
is specified by the voltage applied to the end of the line and the current
flowing through the line.

By using the coaxial line transformers with different integer trans-
formation ratios in certain connections, we can obtain the fractional
transformation ratio [4]. For example, for the overall 1:3/2-transformer
configuration, it is necessary to provide the cascade connection of a
1:3 transformer to increase impedance by 9 times, and a 2:1 trans-
former to decrease the impedance by 4 times, as shown schematically
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Figure 5.5 Schematic configurations of 3:1 cable transformer.

in Fig. 5.6(a). The practical configuration using coaxial cables with
ferrite cores is shown in Fig. 5.6(b). The lowest line also can be elimi-
nated with direct connection of the points at both ends of its inner con-
ductor, as in the case of the 2:1 or 3:1 transformers shown in Figs. 5.4
and 5.5. Here, the currents I/3 in the inner conductors of the two lower
lines cause an overall current 2I/3 in the outer conductor of the upper
line, resulting in a current 2I/3 flowing into the load RL. A load voltage
3V/2 is out of phase with a longitudinal voltage V/2 along the upper
line, resulting in a source voltage V.

Figure 5.7 shows the circuit arrangement with two coaxial line trans-
formers combined to provide push-pull operation of the power ampli-
fiers. Ideally, the out-of-phase RF signals from both active devices will
have pure half-sinusoidal waveforms, which contain, according to the
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Figure 5.6 Schematic configurations of fractional 1:1.5 cable transformer.
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Figure 5.7 Circuit arrangement with two cable transformers for push–pull operation.
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RL = Z0/2

RS1 = Z0

Z0

R0 = 2Z0

RS2 = Z0

I
I

Figure 5.8 Coaxial cable combiner.

Fourier series expansion, only fundamental and even harmonic com-
ponents. This means a 180-degree shift for fundamental and in-phase
conditions for the remaining even harmonics. In this case, the trans-
former T1, commonly called a hybrid, operates as a filter for even har-
monics because currents flow through its inner and outer conductors
in opposite directions. For each fundamental flowing through its inner
and outer conductors in the same direction, it works as RF choke, the
impedance of which depends on the core permeability. Consequently,
since the transformer T2 is a 1:1 balanced-to-unbalanced transformer,
to provide maximum power delivery to the load RL, the output resis-
tance of each device should be two times smaller.

Coaxial cable transformers allow us to combine the output powers
from two or more power amplifiers. Figure 5.8 shows an example of
such a transformer combining two in-phase signals when both signals
are delivered to the load RL and no signal will be dissipated in the bal-
last resistor R0 if their amplitudes are equal [5]. The main advantage
of this transformer is the zero longitudinal voltage along the line for
equal input powers; as a result, no losses occur in the ferrite core. When
one input signal source (for example a power amplifier) defaults or dis-
connects, the longitudinal voltage becomes equal to half the voltage of
another input source. Using this transformer, it is possible to combine
two out-of-phase signals when the ballast resistor is considered as the
load and the load resistor in turn is considered as the ballast resistor.
Another hybrid combiner using two coaxial cable transformers is shown
in Fig. 5.9. Here two independent signal sources operate with the same
load RL and the ballast resistor R0 can be grounded. These transformer-
based combiners can also be used for the power division when the output
power from a single source is divided into two independent loads. In this
case, the original load and the two signal sources should be switched.
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Figure 5.9 Two-cable hybrid combiner.
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Figure 5.10 Two-cable combiners with increased isolation.
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Figure 5.10(a) shows a coaxial line two-way combiner where the input
signals having the same amplitudes and phases at ports 1 and 2 are
matched at higher frequencies when all lines are of the same length
and RS = Z0 = RL/2 = R0/2 [4]. In this case, the isolation between
these input ports can be calculated by

C23 = 10 log10[4(1 + 4 cot2 θ )], dB (5.17)

where θ is the electrical length of each transmission line. In order to im-
prove the isolation, the symmetrical ballast resistor R0 should connect
through two identical additional lines, as shown in Fig. 5.10(b), which
gives the minimum reflection coefficient magnitude at ports 3 and 4 of

|�|min = (1 + 2 cot2 θ )−1 (5.18)

Using two ferrite cores it is possible to realize the coaxial cable com-
biners fully matched and isolated in pairs as shown in Fig. 5.11 [4]. Such
combiners can be effectively used in high-power broadcasting VHF FM
and VHF–UHF TV transmitters. In this case, for power amplifiers with
output impedances of RS1 = RS2 = Z0/2, it is necessary to provide the
ballast resistor and load with R0 = RL = Z0, where Z0 is the charac-
teristic impedance of the coaxial cables of equal lengths.

In the case when wide frequency bandwidth is not as crucial, it is
convenient to use a simple ring hybrid, as shown in Fig. 5.12 [4, 6].
Due to the crisscross arrangement of the inner and outer conductors of
two adjacent lines, its overall length can be reduced to the wavelength
λ. The isolation between the input signal sources will be independent
of frequency and will exceed 20 dB in a frequency range of 30 per-
cent. For the 50-� source and load impedances, the hybrid ring can be
arranged using four quarterwave coaxial lines with the characteristic
impedances of 75 �.

RS1 = Z0/2

I I

RL = Z0

R0 = Z0 RS2 = Z0/2

Z0 Z0

Z0Z0

Figure 5.11 Fully matched and isolated cable combiner.
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λ /4

Figure 5.12 Cable-based ring hybrid schematic.

Wilkinson Power Divider

Figure 5.13(a) shows the basic parallel beam N-way divider/combiner,
which provides a combination of powers from the N signal sources,
where the input impedance of the N transmission lines with the charac-
teristic impedance of Z0 (each connected in parallel and equal to Z0/N) is
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N
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λ

λ

λ
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Z0

3Z0

Z0

Z0

1

1

/4

/4

/4

/4

R0

R0

R0

R0

Figure 5.13 Circuit schematic of N -way beam combiners /dividers.
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converted by a quarterwave transformer. This N-way divider/combiner
cannot provide sufficient isolation between inputs. The input impedan-
ces are matched only when all input signals have the same magnitudes
and phases at any combiner input. The effect of any input on the re-
maining ones becomes smaller for combiners with a greater number of
inputs. For example, if the input signal is delivered into the input 2
and all other inputs and output 1 are matched, then the power dissi-
pated at any load connected to the matched inputs will be decreased by
(1 − 1/N2)/(2N − 1) times, and the isolation between any two inputs
expressed through S-parameters is obtained by

Sij = −10 log10

(
1

N 2

N 2 − 1
2N − 1

)
(5.19)

In most cases, better isolation is required than can be obtained from
Eq. (5.19). The simplest way to provide full isolation between the inputs
and output of the combiner is to connect the ferrite isolators (circulators)
at the inputs 2, 3, . . . , N, N + 1, as shown in Fig. 5.13(b). For the N-way
divider, the ferrite isolators must be connected in the reverse direction.
In this case, the lengths of the transmission lines connected between
the ferrite isolators and the quarterwave transformer should be equal.
Although the ferrite isolators increase the overall weight and dimen-
sions of the combiner and contribute to additional insertion losses,
nevertheless they provide a very simple combiner realization and pro-
tect the connected power amplifiers from the load changes. Using a
12-way parallel beam combiner, the continuous output power of 1 kW
for the L-band transmitter was obtained at the operating frequency of
1.25 GHz [7].

When one or more power amplifiers are eliminated, the overall output
power Pout and efficiency ηc of the combiner can be calculated, respec-
tively, by

Pout = (N − M )2

N
P1 (5.20)

ηc = Pout

Pin
= 1 − M

N
(5.21)

where
Pin = (N − M )P1
P1 = output power from single power amplifier
N = number of the inputs
M = number of destroyed power amplifiers

Part of the output powers of the remaining power amplifiers will be
dissipated within the ferrite isolators (in ballast resistors of circulators).
For each ferrite isolator connected to the operating power amplifier, the
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dissipated power Pdo can be defined as

Pdo =
(

M
N

)2

P1 (5.22)

For each isolator connected to the destroyed power amplifier, the dis-
sipated power Pdd is

Pdd =
(

N − M
N

)2

P1 (5.23)

The Wilkinson N-way power combiner/divider provides matching of
all ports, low loss and high isolation between input and output ports
due to the additional ballast resistors R0 = Z0. As shown in Fig. 5.13(c),
one terminal of each ballast resistor is connected to the transmission
line in each direction at the quarter-wavelength distance from the quar-
terwave transformer and all other terminals are combined together [8].
However, hybrid power division can also exist when the source resis-
tance RS is different from Z0, provided the characteristic impedance
of the quarterwave transmission line adjacent to the source is equal to√

RS Z0/N. The frequency dependence of the input VSWRin of such a
combiner/divider, depending on the number of the power division ports
N, is shown in Fig. 5.14 [9].

The main problem with adequately implementing the Wilkinson com-
biners/dividers is the provision of a common connection of the ballast
resistors with minimum lead lengths, because ideally this connection
should represent a point connection. In order to solve this problem, it
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Figure 5.14 Frequency performance of N -way Wilkinson divider [9].
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Figure 5.15 Microstrip three-way divider with improved isolation.

is advisable to realize a combiner as a multisection providing sufficient
isolation and matching. Such a 3-way divider is shown in Fig. 5.15,
where the characteristic impedances of the quarterwave transmission
lines are chosen to maximize the operating frequency bandwidth, so
that Z1 = 114 � and Z2 = 65.8 � with Z0 = 50 �, R1 = 64.95 � and
R2 = 200 � [10]. This two-step 3-way divider provides an octave fre-
quency bandwidth.

However, high characteristic impedance values (more than 100 �) for
the transmission lines can create a problem in their practical microstrip
implementation, since their narrow widths increase the insertion loss.
In this case, using a recombinant power divider, shown in Fig. 5.16, pro-
vides 20-dB isolation in a frequency range of 72 percent for a maximum
line impedance of 80 � and requires only three isolation resistors [11].
This three-way recombinant divider has insertion losses of about 1 dB
and return losses of more than 12 dB in a frequency range of 6–14 GHz,
fabricated in 25-mil thick 99.6 percent alumina substrate. The design
values for the quarterwave transmission lines were Z1 = 36 �, Z2 =
40 �, Z3 = 40 �, Z4 = 80 �, and Z5 = 40 � with the ballast resistors
R1 = 50 � and R2 = 100 �.

The hybrid microstrip realization of the simplest two-way Wilkin-
son divider is shown in Fig. 5.17(a). Despite its small dimensions and
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Figure 5.16 Modified microstrip three-way divider with improved isolation.
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Figure 5.17 Microstrip realization of two-way Wilkinson dividers.

simple construction, such a divider possesses a sufficiently wide fre-
quency bandwidth when, due to a symmetrical configuration when R0 =
2Z0 and Z1 = Z2 = Z0

√
2, equal power division with S21 = S31 is per-

formed at all frequencies. However, in practice, it is necessary to take
into account the distributed RC structure of the ballast resistor, when
its size is sufficiently large, as well as manufacturing tolerances and dis-
continuities. As a result, in a frequency bandwidth of 30 percent with
VSWRin = 1.2 and VSWRout = 1.03, the isolation between the divider
outputs can be better than 20 dB [12].

The scattering S-matrix of the ideally matched two-way Wilkinson
divider at the center frequency is obtained by

[S ] = − j√
2




0 1 1
1 0 0
1 0 0


 (5.24)

The unequal power–split ratio for two-way Wilkinson divider with K
that differs from unity can be realized when [1]

Z2 = Z0

K

√
1 + K 2

K
(5.25)

Z1 = Z0

√
K(1 + K 2) (5.26)

R0 = Z0

(
K + 1

K

)
(5.27)
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On the basis of a symmetrical two-way divider, the quadrature one can
be designed using an additional quarterwave microstrip line connected
to one of the outputs, as shown in Fig. 5.17(b). This divider has the same
properties as the basic one at the center frequency. The narrower fre-
quency bandwidth is the result of the deviation of the electrical length of
this additional microstrip line from a quarterwave one with the change
of the operating frequency. However, the broadband properties can be
improved by using the more complicated phase-shift circuit instead of
a simple microstrip line. The phase shift between two output ports 2
and 3 will be close to 90◦ in an octave frequency range if a Schiffman’s
element based on the coupled microstrip lines is connected to one port
[13]. At the same time, an additional microstrip line with the electrical
length of 3λ/4 at the center bandwidth frequency should be connected
to the second port.

This microstrip design of a two-way Wilkinson power divider is usu-
ally used at X-band frequencies and below, especially when the desired
power-split ratio is significantly different from unity. At higher frequen-
cies, in order to increase a chip-resistor resonant frequency, the overall
chip dimensions must be very small: approximately 1 mm × 0.5 mm.
This means that the two branches of the power divider are very close to
each other, which leads to strong mutual coupling between the output
microstrip lines and, as a result, upsets the desired power-split ratio.
A possible solution is to use the branches with the electrical lengths of
3λ/4 instead of λ/4 and include two additional branches into a semi-
circle, as shown in Fig. 5.17(c) [14]. These additional branches should
be of λ/2 electrical lengths with the characteristic impedances equal
to Z0. At the operating frequency of 30.4 GHz, such a modified power
divider with a power-split ratio 2:1 provides better than 20 dB return
losses at all ports and a better than 17 dB isolation between all ports
with the insertion loss of about 1.3 dB.

The connection of two-way Wilkinson dividers allows multi-channel
division or combination. The simplest practical realization is the binary
divider/combiner, which is composed of n stages where each consecutive
stage contains a number of two-way dividers, which increases by 2n (n=
1, 2, 3, . . . ). The output power and efficiency of an N-way divider due
to the destroyed power amplifiers can be calculated by Eqs. (5.20) and
(5.21), respectively. For a single destroyed power amplifier, the power
dissipated in the ballast resistors is

Pdb =
(

1 − 1
N

)2

P1 (5.28)

The output power of P1/2 is dissipated in the ballast resistor adjacent
to the destroyed power amplifier; the output power of P1/4 is dissipated
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Figure 5.18 Practical UHF four-way microstrip Wilkinson divider.

in the ballast resistor of the next stage, and so on. However, the charac-
teristic impedances of the microstrip lines are often different. A divider
with a number of outputs multiple to 4n presents the convenient case
when they may be of the same impedance. In Fig. 5.18, the UHF four-
way microstrip Wilkinson divider is shown, which was developed on
alumina ceramics with six 50-� quarterwave microstrip lines and two
100-� and one 50-� integrated resistors. This microstrip Wilkinson
power divider/combiner provides the insertion loss of less than 0.3 dB
and isolation between any outputs of about 20 dB in the frequency
bandwidth of ±10 percent [15].

Figure 5.19 shows the compact microstrip three-way Wilkinson power
divider designed for operation over a frequency range of 1.7–2.1 GHz,
with minimum combining efficiency of 93.8 percent, maximum ampli-
tude imbalance of 0.35 dB and isolation better than 15 dB [16]. To
avoid any amplitude and phase imbalances between the divider 50-�
outputs, the resistor connected to its middle branch should be split into

2

3

86 

1

4

86 

86 

50 

100 

100 

Wire bond

50 Ω

Ω

Ω

ΩΩ

Ω

Ω

Figure 5.19 Compact microstrip three-way Wilkinson power
divider.
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Figure 5.20 Implementation of two-way Wilkinson dividers into power amplifier design.

two equal parallel resistors. To obtain an ideal floating node, these two
resistors are connected together with narrow microstrip lines that are
as short as possible. Finally, to connect the resistors from both sides of
the middle branch, a copper wire of diameter of 7 mil is used. The most
critical parameter is the isolation between port 2 and port 4, which can
be improved by shortening the wire bond length.

Addition of the Wilkinson dividers into power amplifier design can
improve the overall power amplifier characteristics, which for conven-
tional single-stage one depend significantly on load VSWR. For a 3.5 V
29 dBm GaAs MESFET power amplifier designed to operate in a
900-MHz digital cellular phone system, the adjacent channel leakage
power ratio increases from –56 dBc to –32 dBc [17]. In addition, a large
value of load VSWR, when increasing up to 3, leads to efficiency degra-
dation from 52.7 to 35 percent. In this case, using the Wilkinson divider
to combine the output powers from four power amplifier units with addi-
tional phase shifts provides overall high performance. Fig. 5.20 shows
the configuration of such a power amplifier, combining two amplifier
units in pairs using Wilkinson dividers/combiners and 45-degree delay
lines, and four amplifier units using 3-dB quadrature hybrids. As a re-
sult, the overall distortion below −45 dBc with over 45 percent efficiency
being obtained for load VSWR ≤ 3.

Microwave Hybrids

The output powers from two power amplifiers at microwaves can be
combined using the two-branch microstrip line 90◦ hybrid shown in
Fig. 5.21, whose ports are connected to the standard 50-� source and
load impedances. The characteristic impedances of the transverse bran-
ches should be 50 �; the longitudinal branches must have the character-
istic impedance of 50/

√
2 = 35.4 �. The branch-line hybrid does not de-

pend on the load mismatch level for equal reflected coefficients from the
outputs when all reflected power is dissipated in the 50-� ballast resis-
tor. However, in practice, due to the quarter-wavelength transmission
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Figure 5.21 Two-branch microstrip line 90-degree quadrature
hybrid.

line requirement, the bandwidth of a balanced amplifier based on such
a quadrature branch-line hybrid is limited to 10 to 20 percent.

When all ports are matched, the power entering input port 1 is divided
between the output ports 2 and 3 with a 90˚ phase shift between these
outputs, and no power is delivered to the isolated port 4. The scattering
S-matrix of such a quadrature hybrid branch-line coupler is given by

[S ] = −1√
2




0 j 1 0
j 0 0 1
1 0 0 j
0 1 j 0


 (5.29)

Figure 5.22 shows the calculated frequency bandwidth characteris-
tics of the two-branch line coupler matched at the center bandwidth
frequency with the load impedance ZL = Z0 = 50 � [15].
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To simplify the requirements for the matching circuits for a balanced
high-power amplifier with small values for the device impedances, it
is possible to use the quadrature branch-line 90◦ hybrids with imped-
ance transforming properties (see Fig. 5.23) [18]. The characteristic
impedances of the quarter-wavelength branch lines related to the input
impedance Z0S and output impedance Z0L can be calculated by

Z1 = Z0S

K
(5.30)

Z2 =
√

Z0S Z0L

1 + K 2 (5.31)

Z3 = Z1 Z0L

Z0S
(5.32)

where K is the voltage-split ratio between the output ports 2 and 3, and
R0 = Z0S.

Broadband impedance transformation can be achieved when several
quadrature microwave hybrids are connected in succession having the
different characteristic impedances of the quarter-wavelength branch
lines. A two-section branch-line quadrature hybrid is shown in Fig. 5.24.
To design this hybrid with the given impedance transformation ratio r
and the power-split ratio K 2, the branch-line characteristic impedances
should be chosen according to [19]

Z1 = Z0S

√
r

t 2 − r
t − r

(5.33)

Z2
2

Z3
= Z0S

√
r −

(r
t

)2
(5.34)

Z4 = Z0S

√
r(t2 − r)
t − 1

(5.35)
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Figure 5.24 Broadband microwave branch-line quadrature hybrid.

where t = r
√

1 + K 2 and a condition of Z2 = Z3 gives maximum band-
width when the best performance at the center bandwidth frequency is
specified.

For an equal power division when K = 1, t = r
√

2 specifies a minimum
value of r = 0.5. However, in practice, it is better to choose r in the
range 0.7 to 1.3, in order to provide the physically realizable branch-line
characteristic impedances for 50-� input impedance. For example, for
the 50- to 35-� transformation with a two-section hybrid, Z1 = 72.5 �,
Z2 = Z3 = 29.6 � and Z4 = 191.25 �. This gives a 0.5 dB output balance
bandwidth of 25 percent with the return loss and isolation better than
20 dB for a 2-GHz hybrid. For the 50- to 25-� transformation with
three-section hybrid, the amplitude balance of 3.7±0.68 dB and the
return loss and isolation of approximately 15 dB over the frequency
bandwidth of 3 to 5 GHz were realized [18].

For monolithic microwave integrated circuit (MMIC) applications, the
overall dimensions of the quadrature hybrid with quarterwave branch-
line are too large. Therefore, it is attractive to replace each quarterwave
branch line with a combination of short transmission lines with shunt
capacitances providing the same bandwidth properties [see Fig. 5.25
(a) and (b)] [20]. Consider the admittance matrices for a quarterwave
transmission line [Ya] and a circuit consisting of a short transmission
line with two shunt capacitances [Yb] given by

[Ya] = 1
jZ0

[
0 −1

−1 0

]
(5.36)

[Yb] = 1
jZ sin θ

[
cos θ − ωCZ sin θ −1

−1 cos θ − ωCZ sin θ

]
(5.37)

where Z0 is the characteristic impedance of a quarterwave line, Z and
θ are the characteristic impedance and electrical length of a short-
ened line, and C is the shunt capacitance. Equating the corresponding
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Figure 5.25 Reduced-size branch-line quadrature hybrid.

Y-parameters in Eqs. (5.36) and (5.37), we can obtain the relationships
between the circuit parameters in the form of

Z = Z0/ sin θ (5.38)

C = 1/ωZ0 cos θ (5.39)

The branch-line length can be made shorter with the increase of
their characteristic impedance Z and lumped capacitance C. For exam-
ple, when choosing the electrical length of θ = 45◦, the characteristic
impedance of the transmission line increases by a factor of

√
2.

A circuit schematic of the reduced-size branch-line quadrature hybrid
is shown in Fig. 5.25(c). Since, in the conventional branch-line hybrid,
the characteristic impedances of the transverse and longitude lines are
Z0 and Z0/

√
2, respectively, the parameters of the reduced-size hybrid

are obtained from

θ1 = sin−1
(

Z0

Z

)
(5.40)

θ2 = sin−1
(

Z0

Z
√

2

)
(5.41)

ωCZ0 =
√

1 −
(

Z0

Z

)2

+
√

2 −
(

Z0

Z

)2

(5.42)

where θ1 and θ2 are the electrical lengths of the reverse and longitude
branch lines, respectively.

When Z = Z0
√

2, θ1 = 45◦ and θ2 = 30◦, as shown in Fig. 5.25(c)
for the characteristic impedance Z0 = 50 �. Experimental results for
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a 25-GHz reduced-size hybrid show that its bandwidth performance
is slightly narrower than that of the quarterwave one, but its overall
dimension is more than 80 percent smaller.

The ring hybrid, or rate-race, whose microstrip topology is shown in
Fig. 5.26, can be used to divide the output power of the single oscillator
or combine the output powers from two synchronized oscillators. In
the case of power division, a signal applied to port 1 will be evenly
split into two in-phase components at ports 2 and 3, and port 4 will be
isolated. If the input signal is applied at port 4, it will be equally split
into two components with 180◦ difference at ports 2 and 3, and port 1
will be isolated. When operated as a combiner, with an input signal
applied at ports 2 and 3, the sum of the input signals will be delivered
to port 1. Their difference will flow to port 4 and be dissipated in the
corresponding ballast resistor R0. For equal signals and matched ring
hybrid with Z0 = R0, there is zero power dissipation at port 4. Due to
the frequency dependence of the ring lengths, the operating frequency
bandwidth of the ring hybrid is 20 to 30 percent. The scattering S-
matrix for the ideal 3-dB 180◦ ring hybrid is

[S ] = − j√
2




0 1 1 0
1 0 0 −1
1 0 0 1
0 −1 1 0


 (5.43)

It is possible to reduce the overall dimension of the conventional ring
hybrid with quarterwave transmission line sections by using the single
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frequency equivalence between the circuits with the lumped and dis-
tributed parameters [21]. Consider the transmission matrices for a 270◦

transmission line [ABCDa] and a π -type lumped circuit [ABCDb], con-
sisting of the series capacitors and two shunt inductors, given by

[ABCDa] =

 cos θ jZ0 sin θ

j
sin θ

Z0
cos θ



∣∣∣∣∣∣
θ=3π/2

=

 0 − jZ0

− j
Z0

0


 (5.44)

[ABCDb] =
[

1 0
− j/ωL 1

][
1 − j/ωC
0 1

][
1 0

− j/ωL 1

]

=




1 − 1
ω2LC

− j
1

ωC

− j
1

ωL

(
2 − 1

ω2LC

)
1 − 1

ω2LC


 (5.45)

Equating the corresponding elements of both matrices obtained by
Eqs. (5.44) and (5.45) yields the relationships between the circuit ele-
ments as

Z0ωC = Z0/ωL = 1 (5.46)

To reduce the size of a ring hybrid, a 270◦ transmission line is re-
placed by a high-pass lumped section. Then, it is advisable to replace
the quarterwave line sections by shortened ones with two shunt ca-
pacitances, as shown in Fig. 5.25(b) for a branch-line coupler. Finally,
the characteristic impedance of the transmission line sections is cho-
sen so that the shunt inductors of the high-pass section in Fig. 5.27(b)
are resonant with shunt capacitors of the low-pass section at the center

L

100 Ω

Ω

Z0, 3λ /4

3

21

/8
C

4
/8

100 

λ

λ

λ /8

L

(a)

(c)
(b)

Figure 5.27 Reduced-size ring hybrid.
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bandwidth frequency to remove these components. Figure 5.27(c) shows
the circuit diagram of the reduced-size ring hybrid with the character-
istic impedances of the transmission line sections of 100 � and their
electrical lengths of 45◦ [20].

Coupled-Line Directional Couplers

A coupled-line directional coupler—its single-section schematic is
shown in Fig. 5.28(a)—can be used for broadband power division or
combination. Its electrical properties are described using the concept of
two types of excitations for the coupled lines in TEM approximation. In
this case, for the even mode, the currents flowing in the strip conductors
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Figure 5.28 Coupled-line directional couplers.
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are equal in amplitude and flow in the same direction. The electric field
has even symmetry about the center line, and no current flows between
the two strip conductors. For the odd mode, the currents flowing in the
strip conductors are equal in amplitude but flow in opposite directions.
The electric field lines have an odd symmetry about the center line, and
a voltage null exists between these two strip conductors. An arbitrary
excitation of the coupled lines can always be treated as a superposi-
tion of appropriate amplitudes of even and odd modes. Therefore, the
characteristic impedance for the even excitation mode Z0e and the char-
acteristic impedance for the odd excitation mode Z0o characterize the
coupled lines. Using two coupled equal strip lines, connected to the in-
put and output transmission lines with the characteristic impedance of
Z0, we can obtain Z2

0 = Z0e Z0o. In this case, S11 = S14 = 0 for any elec-
trical lengths of the coupled lines and the output port 4 is isolated from
the matched input port 1. Changing the coupling between the lines and
their widths can change the characteristic impedances Z0e and Z0o. The
scattering parameters S12 and S13, which characterize the power trans-
mission to the output ports 2 and 3, depend on the coupling coefficient
C = (Z0e − Z0o)/(Z0e + Z0o) and electrical length θ by [22]

S12 =
√

1 − C 2
√

1 − C 2 cos θ + j sin θ
(5.47)

S13 = jC sin θ√
1 − C 2 cos θ + j sin θ

(5.48)

The voltage-split ratio K is defined as the ratio between the voltages
at port 2 and port 3 by

K =
∣∣∣∣S12

S13

∣∣∣∣ =
√

1 − C 2

C sin θ
(5.49)

where K can be managed by changing the coupling coefficient C and
electrical length θ .

For θ = π/2 when a coupler is λ/4 long, Eqs. (5.47) and (5.48) reduce to

S12 = − j
√

1 − C 2 (5.50)

S13 = C (5.51)

which defines C as the midband voltage coupling coefficient, where
an equal voltage split between the output ports can be provided with
C = 1/

√
2.

If it is necessary to provide the output ports 2 and 3 at one side, it is
best to use a directional coupler as shown in Fig. 5.28(b). Such a 3-dB
microstrip directional coupler, fabricated on alumina substrate, should
have the calculated strip spacing of less than 10 µm. Such a narrow
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value can explain the interest in the construction of directional cou-
plers with larger spacing. One solution is to use a tandem connection
of two equal directional couplers, which allows realizing the resulting
broadband 3-dB coupling for substantially smaller coupling between
microstrip lines in individual couplers. The tandem coupler shown in
Fig. 5.28(c) has the electrical properties of the individual coupler when
the output ports 1, 4 and 2, 3 are isolated in pairs and the phase differ-
ence between the output ports 2 and 3 is of 90◦ [22, 23].

Consider the signal propagation from input port 1 to output ports 2
and 3 of the tandem coupler. The signal from input port 1 to output port
2 propagates through the traces 1-2′-1′-2 and 1-3′-4′-2, whereas the sig-
nal flowing through the traces 1-2′-1′-3 and 1-3′-4′-3 is delivered to the
output port 3. Then, taking into account the identity of the individual
couplers and isolation property of the tandem coupler, the relationships
between the incident and reflected voltages can be given by

V T
2r = [

S2
12 exp (− jθ1) + S2

13 exp (− jθ2)
]
V T

1i (5.52)

V T
3r = [S12S13 exp (− jθ1) + S12S13 exp (− jθ2)] V T

1i (5.53)

where θ1 and θ2 are the electrical lengths of the traces 2′-1′ and 3′-4′,
respectively. For θ1 = θ2 = θ , the scattering S-matrix of a tandem coupler
can be written by

[
ST
]

=




0 S2
12 + S2

13 2S12S13 0

S2
12 + S2

13 0 0 2S12S13

2S12S13 0 0 S2
12 + S2

13

0 2S12S13 S2
12 + S2

13 0


 exp (− jθ ) (5.54)

From Eqs. (5.47), (5.48), and (5.54), we can obtain

ST
12

ST
13

= S2
12 + S2

13

2S12S13
= − j

1 − C 2(1 + sin2
θ )

2C
√

1 − C 2 sin θ
(5.55)

As a result, the signal at output port 2 overtakes the signal at output
part 3 by 90◦. As for a 3-dB tandem coupler with θ = π/2, the magnitude
of Eq. (5.55) must be equal to unity. The required coupling coefficient
becomes equal to

C = 0.5
√

2 −
√

2 = 0.3827
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or

C12 = C13 = 8.34 dB

Using a series connection of two directional couplers with their ap-
propriate insertion loss C12 and coupling C13 of 8.34 dB, we can realize
a tandem coupler with the insertion loss and coupling of 3 dB. The elec-
trical properties of the resulting tandem coupler are the same as for an
individual directional couple. An 8.34-dB directional coupler has the
dimensions of W/h = 0.77 and S/h = 0.18 for an alumina substrate
with εr = 9.6, where W is the strip width, S is the strip spacing, and h
is the substrate thickness [15].

Another way to increase the coupling between edge-coupled lines is to
use several parallel lines with the wires interconnected with each other,
as shown in Fig. 5.29. For the Lange coupler shown in Fig. 5.29(a), four
coupled microstrip lines are used, achieving a 3-dB coupling ratio with
an octave or more bandwidth [24]. The signal at the input port 1 is
distributed between output ports 2 and 3 with the phase difference
of 90◦ so that the Lange coupler is a quadrature one. However, this
structure is quite complicated for practical implementation when, for
alumina substrate with εr = 9.6, the dimensions of a 3-dB Lange coupler
are W/h = 0.107 and S/h = 0.071, where W is the width of each strip,
and S is the strip spacing.

Figure 5.29(b) illustrates the unfolded Lange coupler with four strips
of equal lengths; it offers the same electrical performance but is eas-
ier for circuit modeling [25]. The even-mode characteristic impedance
Ze4 and odd-mode characteristic impedance Zo4 of the Lange coupler
with Z 2

0 = Ze4 Zo4, in terms of the characteristic impedances of the
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two-conductor line (which is identical to any pair of adjacent lines in
the coupler), can be obtained by [26]

Ze4 = Z0o + Z0e

3Z0o + Z0e
Z0e (5.56)

Zo4 = Z0e + Z0o

3Z0e + Z0o
Z0o (5.57)

where Z0e and Z0o are the even- and odd-mode characteristic impeda-
nces of the two-conductor pair.

The midband voltage coupling coefficient C is given by

C = Ze4 − Zo4

Ze4 + Zo4
= 3

(
Z 2

0e − Z 2
0o

)
3
(
Z 2

0e + Z 2
0o

)+ 2Z0e Z0o
(5.58)

The necessary even- and odd-mode characteristic impedances, as fun-
ctions of the characteristic impedance Z0 and coupling coefficient C, are
determined by

Z0e = 4C − 3 + √
9 − 8C 2

2C
√

(1 − C)/(1 + C)
Z0 (5.59)

Z0o = 4C + 3 − √
9 − 8C 2

2C
√

(1 + C)/(1 − C)
Z0 (5.60)

and, for alumina substrate with εr = 9.6, the dimensions of such a 3-dB
unfolded Lange coupler are W/h = 0.112 and S /h = 0.080, where W is
the width of each strip, and S is the strip spacing.
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Chapter

6
Power Amplifier Design

Fundamentals

Power amplifier design involves providing simultaneously accurate ac-
tive device modeling, effective impedance matching (depending on the
technical requirements and operation conditions), stability in opera-
tion and ease of practical implementation. The quality of the power
amplifier design is evaluated by realizing maximum power gain under
stable operating conditions with minimum amplifier stages regardless
of the requirement for linearity or high efficiency. For stable opera-
tion, it is necessary to evaluate the operating frequency domains where
the active device may be potentially unstable. To avoid the parasitic
oscillations, the stabilization circuit technique for different frequency
domains (from low frequencies up to high frequencies close to the de-
vice transition frequency) is discussed. The key parameter of the power
amplifier is its linearity, which is very important for many TV and cel-
lular applications. The relationships between the output power, 1-dB
gain compression point, third-order intercept point, and intermodula-
tion distortions of the third and higher orders are given and illustrated
for different active devices. The device biasing conditions, which change
when linearity is improved or efficiency is increased, depend on Classes
A, AB, B, or C and the type of the active device. The biasing circuits for
MOSFET device are simple due to its voltage control, because the gate
dc current is equal to the gate leakage current. However, for bipolar
devices with a current control, these currents differ substantially, de-
pending on the device base current and class of operation. In view of this,
several examples containing calculations of biasing circuit parameters
for MOSFET and bipolar devices are presented. The basic classes of
the power amplifier operation A, AB, B and C are introduced, analyzed
and illustrated. The design and concept of push-pull amplifiers using
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balanced transistors are given. In a final section, numerous practical
examples of power amplifiers using MOSFET, MESFET, and bipolar de-
vices in the frequency ranges from high frequencies up to microwaves,
and output power from 100 mW up to 100 W, are shown and discussed.

Main Characteristics

A generalized single-stage power amplifier circuit is presented in
Fig. 6.1. The two-port active device is characterized by a system of im-
mittance W-parameters, i.e., any system of impedance Z-parameters
or admittance Y-parameters, which are mainly used in practical power
amplifier design. Matching circuits transform the source and load im-
mittances, WS and WL, into definite values between points 1–2 and 3–4
respectively, by means of which the optimal design operation mode of
the power amplifier is realized.

The given technical requirements and the convenience of the de-
sign realization (using the appropriate types of active devices and cir-
cuit schematics) determine the choice of system of Y-parameters or
Z-parameters. Let, for the given input and output voltages, the active
device be characterized by a matrix of Y-parameters: in this case, the
source of the input signal is presented by the current source with in-
ternal admittance YS. A load is characterized by the load admittance
YL as shown in Fig. 6.2(a). If a two-port active device is described by a
system of Z-parameters, the source of the input signal is presented by
the voltage source with an internal impedance ZS, whereas the load is
characterized by the load impedance ZL as shown in Fig. 6.2(b). In both
cases, the admittances, YS and YL, and the impedances, ZS and ZL, are
seen looking toward the source and load through the input and output
matching circuits.

To calculate the electrical characteristics of a power amplifier, con-
sider a system of Y-parameters. The active device in this case is de-
scribed by the following system of two equations:

{
I1 = Y11V1 + Y12V2

I2 = Y21V1 + Y22V2
(6.1)

1 

[W] 
Output 

matching 
circuit 

Input 
matching 

circuit 

Load 
WL 

I1 I2

V1 V2 

2 4

3 

Source 
WS

Figure 6.1 Generalized single-stage power amplifier circuit.
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Figure 6.2 Two-port loaded am-
plifier networks.

Depending on impedance matching at the input and output device
ports, several definitions of the amplifier power gain in terms of Y-
parameters can be derived.

Operating power gain (GP = PL/Pin) is the ratio of power dissipated
in the active load GL to the power delivered to the input port of the
active device with admittance Yin. This gain is independent of GS but
is strongly dependent on GL.

Available power gain (GA = Pout/PS) is the ratio of power available at
the output port of the active device with admittance Yout to the power
available from the source GS. This power gain depends on GS but
not GL.

Transducer power gain (GT = PL/PS) is the ratio of power dissipated
in the active load GL to the power available from the source GS.
This power gain assumes conjugate impedance matching at the input
and output ports of the active device being dependent on both GS
and GL.

Maximum available gain (MAG) is the theoretical power gain of the
active device when its reverse transfer admittance Y12 is set equal to
zero. It represents a theoretical limit on the gain that can be achieved
with the given active device assuming conjugate impedance matching
of the input and output ports of the active device with the source and
load, respectively.

In practice, to characterize an amplifier circuit gain property, two
types of power gain are used: operating power gain GP and transducer
power gain GT. Operating power gain is mostly used because, in prac-
tice, it is usually required to calculate the power at the input port of
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the device, which is necessary to provide the given power delivered to
the load. However, to analyze the stability conditions, it is important to
know the values of both the source impedance and the load impedance.
Therefore, in this case it is preferable to use transducer power gain,
which it is necessary to maximize within the restrictions imposed by
the stability consideration.

First, consider the evaluation of GP in terms of two-port network Y-
parameters. If V1 is the amplitude at the input port of the active device,
then

Pin = 0.5V 2
1 ReYin (6.2)

where Yin = I1/V1 is the input admittance of a two-port network at 1–2
loaded on the admittance YL. Given that I2 = −YLV2, the expression
for Yin is defined from Eq. (6.1):

Yin = Y11 − Y12Y21

Y22 + YL
(6.3)

The output power dissipated in a load is defined as

PL = 0.5V 2
2 ReYL (6.4)

As a result, the operating power gain GP can be written as follows:

GP = PL

Pin
= |Y21|2 ReYL

|Y22 + YL|2 ReYin
(6.5)

The operating power gain GP does not depend on the source parame-
ters and characterizes only the effectiveness of the power delivery from
the input port of the active device to the load. This gain helps to evaluate
the gain property of a multistage amplifier when the overall operating
power gain GP(total) is equal to the product of each stage GP.

The transducer power gain GT includes an assumption of conjugate
matching of the load and the source. This means that Yin = Y ∗

S , where
Y ∗

S is the source admittance conjugate matched to the input port of the
active device Yin. As a result, the power available from the source is

PS = I 2
S

8ReYS
(6.6)

If IS = YSV1 + I1, then using Eq. (6.1), the expression for the source
current IS can be defined as follows:

IS = (Y11 + YS) (Y22 + YL) − Y12Y21

Y22 + YL
V1 (6.7)
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Using Eqs. (6.4) and (6.7), the transducer power gain GT can be writ-
ten in the following form:

GT = PL

PS
= 4 |Y21|2 ReYSReYL

|(Y11 + YS) (Y22 + YL) − Y12Y21|2 (6.8)

Finally, the expressions for GP and GT and the input and output im-
pedances have the same analytical forms for a system of Z-parameters.
Thus, by using the immittance W-parameters they can be generalized
as follows:

Win = W11 − W12W21

W22 + WL
(6.9)

Wout = W22 − W12W21

W11 + WS
(6.10)

GP = |W21|2 ReWL

|W22 + WL|2 ReWin
(6.11)

GT = 4 |W21|2 ReWSReWL

|(W11 + WS) (W22 + WL) − W12W21|2 (6.12)

From Eqs. (6.9) and (6.10) it follows that if W12 = 0, then Win = W11
and Wout = W22. As a result, in the case of conjugate matching at the
input and output ports of the active device, the following expression for
MAG is obtained from Eq. (6.11) or (6.12):

MAG = |W21|2

4ReW11ReW22
(6.13)

the magnitude of which depends only on the active device immittance
parameters.

The device simplified π -hybrid equivalent circuit shown in Fig. 6.3
provides an example for a conjugately matched BJT power amplifier.
By setting the device reverse impedance equal to zero, and taking into
account that it is necessary to provide RS = ReZin and Lin = −ImZin/ω

for input matching and RL = ReZout and Lout = −ImZout/ω for output
matching, the transducer power gain can be evaluated as

GT =
(

fT

f

) 2 1
8π fTrbCµ

(6.14)

where fT = gm/2πCπ . Equation (6.14) gives a well-known expression
for the maximum operating frequency of the BJT device where the
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Figure 6.3 Simplified common-emitter equivalent circuit of matched bipolar power am-
plifier.

maximum available gain is equal to unity:

fmax =
√

fT

8πrbCµ

(6.15)

Consider the device equivalent circuit with Cgd = 0 shown in Fig. 6.4
as an example for a conjugately matched FET power amplifier. The
active device Y-parameters in this case are as follows: Y11 = jωCgs/(1+
jωRgsCgs), Y12 = 0, Y21 = gm/(1 + jωRgsCgs), and Y22 = (1/Rds)+ jωCds.
For input matching it is necessary to set RS = Rgs and Lin = 1/ω2Cgs;
for output matching RL = Rds and Lout = 1/ω2Cds. Thus, the transducer
power gain can be easily evaluated as

GT(Cgd = 0) = MAG =
(

fT

f

)2 Rds

4Rgs
(6.16)

where fT = gm/2πCgs. Equation (6.16) gives a well-known expression
for the maximum operating frequency of the FET device on which the
maximum available gain is equal to unity:

fmax = fT

2

√
Rds

Rgs
(6.17)
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Figure 6.4 Simplified common-source equivalent circuit of matched FET power amplifier.
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As a result, the gain of a conjugately matched both BJT and FET
power amplifier drops off as 1/ f 2 or 6 dB per octave. Therefore GT( f )
can be easily evaluated at frequency f if the gain is known at frequency
fT in the following form:

GT(f ) = GT(fT)
(

fT

f

)2

(6.18)

It should be noted that the previous analysis is based on the small-
signal consideration when generally nonlinear device current source
as a function of the input and output voltages simultaneously can be
characterized by the transconductance as a function of the input voltage
only and the output differential resistance as a function of the output
voltage only (see Fig. 6.4). This is a result of a Taylor’s series expansion
of the output current as a function of the input and output voltages,
maintaining only the dc and linear components. Such an approach helps
us to understand and derive the maximum achievable power amplifier
parameters. In a common case, for conjugate matching procedure, the
device output immittance under large-signal consideration should be
calculated using Fourier analysis of the output current and voltage
fundamental components.

Gain and Stability

Power amplifier design aims for maximum power gain and efficiency
for a given value of output power with a predictable degree of stabil-
ity. Instability of the power amplifier will lead to undesired parasitic
oscillations and, as a result, to the distortion of outcoming signal. One
of the main reasons for amplifier instability is a positive feedback from
output to input through the intrinsic active device capacitance, through
the inductance of a common-grounded active device electrode and also
through external circuit elements. Consequently, a stability analysis is
crucial to any power amplifier design, especially at RF and microwave
frequencies.

According to the immittance approach to the stability analysis of the
active two-port network, it is necessary and sufficient for its uncondi-
tional stability that the following system of equations can be satisfied for
the given active device with both open-circuited input and output ports:{

Re[WS(ω) + Win(ω)] > 0
Im[WS(ω) + Win(ω)] = 0

(6.19)

or {
Re[WL(ω) + Wout(ω)] > 0
Im[WL(ω) + Wout(ω)] = 0

(6.20)
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In the case of the opposite signs in Eqs. (6.19) and (6.20) the active
two-port network can be treated as unstable or potentially unstable.

When Re[WS(ω)] > 0 and Re[WL(ω)] > 0, the requirements of ampli-
fier unconditional stability can be simplified to

Re[Win(ω)] > 0 Re[Wout(ω)] > 0 (6.21)

According to Eqs. (6.9) and (6.10), the value of ReWin depends on the
load immittance WL whereas the variation of the source immittance WS
leads to the change of ReWout. Therefore, if there is a negative value of
ReWout, the active two-port network will be potentially unstable in the
definite limits of the values of immittance WS. Consequently, for uncon-
ditionally stable amplifier operation mode, it is necessary to satisfy the
following condition:

Re[Wout(ω)|min > 0 (6.22)

Analyzing Eq. (6.10) on extremum, we find the minimum positive
value of ReWout for a given constant value of ReWS by solving the equa-
tion ∂ReWout/∂ImWS = 0:

ReWout = ReW22 − |W12W21| + Re (W12W21)
2Re (W11 + WS)

(6.23)

The fraction at the right part of Eq. (6.23) as a function of ReWS can
take a maximum negative value when ReWS = 0, resulting in

ReWout = ReW22 − |W12W21| + Re (W12W21)
2ReW11

(6.24)

Consequently, the requirement of a positive minimum value of ReWout
expressed by Eq. (6.22) can be written as follows:

2ReW11ReW22 − |W12W21| − Re (W12W21) > 0 (6.25)

This same result can be obtained by optimizing the immittance Win as
a function of WL. From Eq. (6.25) it follows that under such a condition
the active device is unconditionally stable at any frequencies where this
condition is performed regardless of any values of the source and load
immittances, WS and WL. Normalizing Eq. (6.25) allows us to introduce
the device stability factor [1]:

K = 2ReW11ReW22 − Re (W12W21)
|W12W21| (6.26)

which shows a stability margin indicating how far from zero value are
the real parts in Eqs. (6.19) and (6.20) being positive.
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It should be noted that the applicability of Eqs. (6.25) and (6.26) is
restricted to the following requirements:

Re[W11(ω)] > 0 Re[W22(ω)] > 0 (6.27)

A comparison of Eq. (6.25) and Eq. (6.26) shows that an active device
is unconditionally stable if K > 1 and potentially unstable if K < 1.
Taking into account the condition stated in Eq. (6.27) as well as the
following inequality,

|Re(W12W21)| ≤ |W12W21| (6.28)

the smallest possible value of the device stability factor can be defined
as K = −1. As a result, the values of K can be arranged only in the
interval [−1, ∞).

When the active device is potentially unstable, an improvement of
amplifier stability can be provided with the appropriate choice of source
and load immittances, WS and WL. The circuit stability factor KT in this
case is defined in the same way as the device stability factor K, but
taking into account ReWS and ReWL along with the device parameters.
The circuit stability factor is given by

KT = 2Re (W11 + WS) Re (W22 + WL) − Re (W12W21)
|W12W21| (6.29)

If the circuit stability factor KT ≥ 1, the amplifier is unconditionally
stable. If KT < 1, the amplifier is potentially unstable. The value of
KT = 1 corresponds to the border of the circuit unconditional stability.
The values of the circuit stability factor and device stability factor are
the same, i.e., KT = K, if ReWS = ReWL = 0.

When the active device stability factor K > 1, the power gain GP has
to be maximized. The operating power gain GP is defined in Eq. (6.11),
which indicates that it is a function of ReWL and ImWL. Analyzing
Eq. (6.11) on extremum, it is possible to find optimum values ReW◦

L and
ImW ◦

L , at which the operating power gain GP is maximal by solving the
following system of two equations:

∂GP

∂ReWL
= 0

∂GP

∂ImWL
= 0 (6.30)

The optimum values ReW◦
L and ImW◦

L depend on the immittance pa-
rameters of the active device and the device stability factor [1, 2]:

ReW◦
L = |W12W21|

2ReW11

√
K 2 − 1 (6.31)

ImW◦
L = Im(W12W21)

2ReW11
− ImW22 (6.32)



198 Chapter Six

Substituting the obtained values of ReW◦
L and ImW◦

L into Eq. (6.11)
yields an equation for calculating the maximum value of GPmax:

GPmax =
∣∣∣∣W21

W12

∣∣∣∣ /(K +
√

K 2 − 1
)

(6.33)

GPmax can be achieved only if K > 1 and GA
Pmax = |W21/W12| when

K = 1.
If the source is conjugately matched with the input of the active de-

vice, the following conditions must be satisfied:

ReWS = ReWin ImWS + ImWin = 0 (6.34)

Then, by substituting these expressions into Eq. (6.9), the optimum
values ReW◦

S and ImW◦
S can be obtained as functions of the immittance

parameters of the active device and the device stability factor:

ReW ◦
S = |W12W21|

2ReW22

√
K 2 − 1 (6.35)

ImW◦
S = Im (W12W21)

2ReW22
− ImW11 (6.36)

A comparison of Eqs. (6.35) and (6.36) with Eqs. (6.31) and (6.32)
shows that these expressions are identical. Consequently, the power
amplifier with an unconditionally stable active device realizes a max-
imum power gain operation only if the input and output of the active
device are conjugately matched with the source and load, respectively.
As a result, for the lossless input matching circuit when the power avail-
able at the source is equal to the power delivered to the input ports of
the active device, i.e., PS = Pin, the maximum operating power gain is
equal to the maximum transducer power gain, i.e., GPmax = GTmax.

Stabilization Circuit Technique

Frequency domains of BJT potential
instability

Domains of potential instability include the operating frequency ranges
where the active device stability factor is equal to K < 1. Within the
bandwidth of such a frequency domain, parasitic oscillations can occur,
defined by the internal positive feedback and operating conditions of the
active device. Therefore, it is very important to determine the influence
of the feedback parameters of the transistor equivalent circuit on the
origin of the self-oscillation conditions and to establish possible circuit
configurations of the parasitic oscillators.
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Figure 6.5 Simplified π -hybrid equivalent circuit of loaded
bipolar transistor.

The BJT stability factor expressed through Z-parameters can be writ-
ten in the following form:

K = 2R11 R22 − Re (Z12 Z21)
|Z12 Z21| (6.37)

where R11 = ReZ11, and R22 = ReZ22.
Consider the simplified π -hybrid equivalent circuit of the bipolar

transistor shown in Fig. 6.5. The only feedback element that influences
the transistor stability factor is the collector-base capacitance Cµ. Such
a simplification of the equivalent circuit leads to negligible errors at the
frequency range of f ≤ 0.3fT. At higher frequencies, an influence of the
parasitic reactive parameters, including the emitter lead inductance
Le, must be taken into account.

The impedance Z-parameters of this two-port network equivalent
circuit are:

Z11 = rb + 1
gm

/

(
1 + j

ω

ωT

)

Z12 = 1
gm

/

(
1 + j

ω

ωT

)
(6.38)

Z21 =
(

1
gm

− 1
jωCµ

)
/

(
1 + j

ω

ωT

)

Z22 =
(

1
gm

+ 1
ωTCµ

)
/

(
1 + j

ω

ωT

)

where ωT = 2π fT.
By using the ratios for Z-parameters presented in Eq. (6.38), the

BJT stability factor expressed through the parameters of the transistor
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equivalent circuit can be written as

K = 2rbgm

1 + gm

ωTCµ√
1 + ( gm

ωCµ

)2 (6.39)

The device stability factor increases almost proportionally with the
frequency at low frequencies and achieves its maximum value of

K = 2rbgm

(
1 + gm

ωTCµ

)
(6.40)

at higher frequencies.
Equation (6.40) shows a ratio between the maximum device stability

factor K and feedback capacitance Cµ, and analytically demonstrates
the effect of the increase in the BJT stability factor with the decrease
in the collector-base feedback capacitance.

At very low frequencies, the BJT transistors are potentially stable
and the fact that K → 0 as f → 0 can be explained by simplify-
ing the BJT equivalent circuit. In practice, at low frequencies, it is
necessary to take into account the dynamic base-emitter resistance rπ

and Early collector-emitter resistance rce, the presence of which sub-
stantially increases the value of the device stability factor. This means
that—initially with the increase of the frequency—the magnitude of K
decreases and then begins to increase according to Eq. (6.39). This gives
the only one unstable frequency domain with K < 1 and low boundary
frequency fp1. Its bandwidth depends on the parameters of the BJT
equivalent circuit.

Equating the device stability factor K with unity allows us to deter-
mine the high boundary frequency of a frequency domain of the BJT
potential instability as follows:

fp2 = gm

2πCµ

/

√
(2rb gm) 2

(
1 + gm

ωTCµ

)2

− 1 (6.41)

For conditions when rbgm > 1 and gm > ωTCµ, the expression for the
high boundary frequency fp2 is simplified to

fp2 ∼= 1
4πrbCπ

(6.42)

At higher frequencies, the presence of the parasitic reactive intrinsic
transistor parameters and package parasitics can be of great impor-
tance to the power amplifier stability. The parasitic emitter lead induc-
tance Le shown in Fig. 6.6 has a major effect upon the device stability
factor.
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Figure 6.6 Simplified bipolar π -hybrid equivalent circuit
with emitter lead inductance.

The presence of Le leads to the appearance of the second frequency
domain of potential instability at higher frequencies. The analytical
calculations using Z-parameters are complicated, and for our purposes
it is sufficient to present only the final expression needed to calculate the
low and high boundary frequencies, fp3 and fp4, of the second frequency
domain of the BJT potential instability [3]:

fp3,4 = fT

√√√√1 − 4ωTrbCµ

8ωTrbCµ

∓
√(

1 − 4ωTrbCµ

8ωTrbCµ

)2

− 1 + κ

ωTrbCµκ2 (6.43)

where κ = ωTLe/rb.
It follows that the second frequency domain of potential instability

can be realized only under the definite ratios between the factors κ and
ωTrbCµ. For example, for sufficiently small values of ωTrbCµ, the second
domain cannot be realized even under the large values of Le. With the
decrease of Le, the second frequency domain of potential instability
narrows and disappears at some certain value of κ. The further decrease
of Le leads only to widening of the first frequency domain of potential
instability and to an increase of the magnitude of the device stability
factor K.

A condition to calculate the optimum value of κo (when the second
frequency domain of the device potential instability disappears) is found
by equating the expression under the second radical sign in Eq. (6.43)
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Figure 6.7 Generalized dependence of κo versus factor of
ωT rb Cµ.

with zero:

κo = 32ωTrbCµ

(1 − 4ωTrbCµ) 2

[
1 +

√
1 + (1 − 4ωTrbCµ) 2

16ωTrbCµ

]
(6.44)

Figure 6.7 shows the generalized dependence of κo as a function of
the factor of ωTrbCµ in accordance with Eq. (6.44). By using the curve
plotted in Fig. 6.7, it is very convenient to define the presence or absence
of the second domain of the device potential instability when the value of
ωTrbCµ is known. As a result, the second domain is lacking for all values
of Le when ωTrbCµ ≥ 0.25. The same situation occurs when ωTrbCµ <

0.25 but for values of Le at which κ < κo. It should be noted that the
value of Le, which corresponds to the condition of κ = κo, represents
the best case scenario from the viewpoint of the frequency stability
conditions. The first domain of the device instability is narrower than
when Le = 0. The second domain of the device instability is not realized
yet because of the sufficiently small value of Le.

An appearance of the second frequency domain of the device potential
instability is the result of the appropriate change in the device feedback
phase conditions and takes place only under a simultaneous effect of
the collector-base capacitance Cµ and emitter lead inductance Le. If the
effect of one of these factors is lacking, the active device is characterized
by only the first domain of its potential instability.

To find the equivalent circuit of parasitic oscillators, we first consider
the input impedance Zin of the bipolar transistor loaded on reactive
impedance XL for the simplified case when Le = 0, as shown in Fig. 6.5.
Using the Z-parameters of the bipolar transistor from Eq. (6.38) and
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Eq. (6.9), the input impedance Zin can be expressed as

Zin = rb + 1
gm

1

1 + j
ω

ωT

1 + gm

ωCµ

1 + gm

ωTCµ

(1 − ωCµXL) + jgm XL

(6.45)

The parasitic oscillations occur only if the values of the source and
load reactive impedances are ImZin < 0 and XL > 0. Consequently, the
equivalent circuit of the parasitic oscillator represents the inductive
oscillatory circuit, where inductive elements LS and LL in combination
with the collector-base capacitance Cµ may form a Hartley oscillator.
The equivalent circuit of such an oscillator is shown in Fig. 6.8(a). The
ratio of the boundary values of the source and load inductances, LS and
LL, which correspond to the high frequency boundary of first potential
instability domain, can be approximately evaluated as [3]

LL

LS
≈ 1

ωTrbCµ

(6.46)

LS

LL

(b)

Le

CS

(c)

Le

LS

(a)

LL

LL

Figure 6.8 Equivalent circuits of parasitic oscillators.
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An analysis of Eq. (6.46) for bipolar transistor results in a very impor-
tant practical recommendation: the more a value of the collector choke
inductance exceeds a value of the base choke inductance, the more likely
are low frequency parasitic oscillators. Therefore, it is advisable to in-
crease a value of the base choke inductance and to decrease a value of
the collector one.

The presence of the emitter lead inductance Le leads to the narrowing
of the first frequency domain of the potential instability, which is limited
to the high boundary frequency fp2, and can contribute to the appear-
ance of the second one at higher frequencies. The analytical calculation
of the input and output impedances in this case is quite complicated.
The final conclusions are:

� The parasitic oscillator that corresponds to the first frequency domain
of the device potential instability can be realized only if the source and
load reactances are inductive, i.e., ImZS > 0 and ImZL > 0, with the
equivalent circuit of such a parasitic oscillator shown in Fig. 6.8(b).

� The parasitic oscillator corresponding to the second frequency domain
of the device potential instability can be realized only if the source
reactance is capacitive, i.e., ImZS < 0; the load reactance must be
inductive, i.e., ImZL > 0. The equivalent circuit is shown in Fig. 6.8(c).

The emitter lead inductance Le is an element of fundamental im-
portance for the parasitic oscillator that corresponds to the second fre-
quency domain of the device potential instability. It changes the phase
conditions so that it becomes possible to perform the phase balance
condition at high frequencies. Therefore, decreasing the value of Le is
the most effective way to prevent the parasitic self-oscillation in the
frequency range of f > fp3.

Frequency domains of MOSFET potential
instability

It is convenient to represent the MOSFET stability factor through Y-
parameters:

K = 2G11G22 − Re (G12G21)
|Y12Y21| (6.47)

where G11 = ReY11, G22 = ReY22.
To determine the frequency domain of MOSFET potential instability

provided with internal feedback elements, it is necessary to consider
the equivalent circuit of the active device (without parasitic lead in-
ductances) shown in Fig. 6.9. The only feedback element is the gate-
drain capacitance Cgd. Negligible errors occur at the frequency range of
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Figure 6.9 Simplified MOSFET equivalent circuit.

f ≤ 0.3 fT for such a simplification. At higher frequencies, the influence
of the parasitic reactive parameters (including, first of all, the source
inductance LS) should be taken into account.

The admittance Y-parameters of this two-port network equivalent
circuit can be expressed as follows:

Y11 = jωCgs

1 + jωRgsCgs
+ jωCgd Y12 = − jωCgd

(6.48)
Y21 = gm

1 + jωRgsCgs
− jωCgd Y22 = 1

Rds
+ jω(Cds + Cgd)

By using the ratios for Y-parameters presented in Eq. (6.48), the
MOSFET stability factor expressed through the parameters of the tran-
sistor equivalent circuit can be given by

K =
[
1 + 2

gm Rds

(
1 + Cgs

Cgd

)]
ωRgsCgs√

1 + (ωRgsCgs
) 2

(6.49)

The device stability factor increases linearly from zero frequency and
achieves its maximum constant value of

K =
[
1 + 2

gm Rds

(
1 + Cgs

Cgd

)]
(6.50)

at higher frequencies. Equation (6.50) determines the influence of feed-
back capacitance Cgd and transconductance gm on the maximum device
stability factor K, which increases with the decrease of both these pa-
rameters.

For MOSFET transistors, the fact that K → 0 when f → 0 can be ex-
plained by simplifying its equivalent circuit. At very low frequencies, it
is necessary to take into account the gate leakage resistance Rleak. This
means that, initially, with the increase of the frequency, the magnitude
of K decreases and then increases according to Eq. (6.49). Consequently,
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this gives the only one unstable frequency domain, with K < 1 and low
boundary frequency fp1, the bandwidth of which depends on the param-
eters of the MOSFET equivalent circuit. Due to the very small ratio of
Rgs/Rleak, of about 10−6, the value of the low boundary frequency fp1 is
sufficiently small:

fp1 ≈ 10−6/2π RgsCgs (6.51)

By equating the stability factor K with unity in Eq. (6.49), it is pos-
sible to determine the high boundary frequency of a frequency domain
of the MOSFET potential instability as follows [4]:

fp2 = 1
4π RgsCgs

gm Rds√
1 + Cgs

Cgd

1√
1 + Cgs

Cgd
+ gm Rds

(6.52)

For usually available conditions (for power MOSFET devices) when
gm Rds = 10÷30 and Cgd/Cgs = 0.1÷0.2, the expression to evaluate the
high boundary frequency fp2 can be simplified to approximately

fp2 ≈ 1
4π RgsCgs

(6.53)

It should be noted that power MOSFET devices have a substantially
higher value of gm Rds at small values of drain current than at high
values. Consequently, at small values of drain current, the MOSFET
device is characterized by a wider domain of potential instability. This
domain is significantly wider than the same first domain of the potential
instability of the bipolar transistor.

The parasitic source inductance Ls (shown in Fig. 6.10) creates a sec-
ond frequency domain of potential instability at higher frequencies. By
using numerical calculations, the low and high boundary frequencies,
fp3 and fp4, of the second frequency domain of the MOSFET potential in-
stability can be predicted. Calculations are performed for typical values
of the following MOSFET equivalent circuit parameters: Cds/Cgs = 0.5,
Rd/Rgs = 0.75, gm Rgs = 2, and Cgd/Cgs = 0.1. Figure 6.11 presents
the dependencies of the device stability factor K on the normalized fre-
quency ωRgsCgs for different values of κ = ωTLs/Rgs [4].

It follows that the second frequency domain of potential instability
can be realized only under the definite values of κ. For example, with
the decrease of Ls, the second frequency domain of potential instability
becomes narrow, disappearing at κ ∼= 3.5. The further decrease of Ls
leads to a widening of the first frequency domain of potential instability
and an increase in the magnitude of the device stability factor K.

In addition, an analysis of the influence of the source and load con-
ductances, GS and GL, on the amplifier stability shows that the first
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Figure 6.10 Simplified MOSFET equivalent circuit with source lead
inductance.

frequency domain of the potential instability disappears when1/(GS Rgs)
= 2 ÷ 5 and gm/GL = 5 ÷ 10. The second frequency domain of potential
instability can disappear when 1/(GS Rgs) ≈ 2 and gm/GL ≈ 2.

To define the equivalent circuit of parasitic oscillators, we have to
consider the input admittance Yin of the MOSFET device loaded on
reactive admittance BL = ReYL, firstly for the simplified case when Ls =
0 as shown in Fig. 6.9. Using the device Y-parameters from Eq. (6.48)
and Eq. (6.9), the input admittance Yin can be presented as follows:

Yin = jωCgs

1 + jωRgsCgs
×

1 + gm Rds

1 − j ω
ωT

(1 + jωRgsCgs)

1 + jωRdsCds

(
1 + Cgd

Cds
+ BL

ωCds

)

 (6.54)
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Figure 6.11 Device stability factor K versus factor of
ωRgsCgs.
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Figure 6.12 Equivalent circuits of parasitic oscillators.

The parasitic oscillations can arise only when ImYin > 0 and BL < 0.
Consequently, the equivalent circuit of the parasitic oscillator repre-
sents the inductive oscillatory circuit, where inductive elements LS and
LL in combination with the gate-drain capacitance Cgd may form a Hart-
ley oscillator. The equivalent circuit of such an oscillator is shown in
Fig. 6.12(a). The presence of a source lead inductance Ls leads to the
appearance of a second frequency domain of the potential instability
at higher frequencies. As a result, the parasitic oscillator correspond-
ing to the first frequency domain of the device potential instability can
be realized only if the source and load reactances are inductive, i.e.,
ImBS < 0 and ImBL < 0, with the equivalent circuit of such a parasitic
oscillator shown in Fig. 6.12(b). The parasitic oscillator corresponding
to the second frequency domain of the device potential instability can
be realized only if the source reactance is capacitive, i.e., ImBS > 0, and
if the load reactance is inductive, i.e., ImBL < 0, with the equivalent
circuit shown in Fig. 6.12(c).

Some examples of stabilization circuits

To prevent parasitic oscillations and to provide a stable operation mode
of the power amplifier, it is necessary to take into consideration the
following common requirements:
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� To use an active device with stability factor K > 1.
� If it is impossible to choose an active device with K > 1, it is necessary

to provide the circuit stability factor KT > 1 by the appropriate choice
of the real parts of the source and load immittances.

� To disrupt the equivalent circuits of the possible parasitic oscillators.
� To choose such reactive parameters of the matching circuit elements

adjacent to the input and output of the active device as are necessary
to avoid the self-oscillation conditions.

In theory, the parasitic oscillations can arise on any frequency within
the potential instability domains under the definite values of the source
and load immittances, WS and WL. The frequency dependencies of WS
and WL are very complicated and very often cannot be predicted ex-
actly, especially in multistage amplifiers. In addition, any significant
influence of the stabilization circuit technique on the electrical charac-
teristics of the power amplifier must be avoided. Therefore, it is very
difficult to propose a unified approach to provide a stable operation
mode for the different power amplifiers. In practice, the parasitic os-
cillations due to the intrinsic positive feedback in an active device can
arise either close to operating frequencies (if they are within the do-
mains of the device potential instability) or at frequencies sufficiently
far from the operating frequencies. As a result, the stability analysis of
the power amplifier must include the methods to prevent the parasitic
oscillations in different frequency ranges:

� At lower frequencies when the frequency of the parasitic oscillation
fp is significantly less than the operating frequency f0 (i.e., fp � f0)

� At higher frequencies when fp � f0

� Finally, at the operating frequencies when fp ≈ f0

Examples of the bias circuit configurations that can prevent the par-
asitic oscillations at lower frequencies are given in Fig. 6.13. The main
idea in this case is to use a stabilizing resistor R1 connected either in par-
allel to a radio-frequency choke L1 (Fig. 6.13(a)) or together with a series
bypass capacitance C2 in parallel to the power supply (Fig. 6.13(c)). To
avoid worsening the electrical characteristics of the power amplifier
when the value of R1 is sufficiently small and comparable with the out-
put immittance of the transistor, it is advisable to use an additional se-
ries inductance L2, as shown in Fig. 6.13(b). The value of L2 in this case
should be approximately equal to L2 ∼= (5 ÷ 10)R1/π f0. The value of the
shunt capacitor C2 for the bias circuit presented in Fig. 6.13(c) can be
chosen from the following condition: (1/2π R1 f0) � C2 � (1/2π R1 fp),
where fp corresponds to the high boundary frequency fp2 of the first
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Figure 6.13 Bias circuit configurations preventing low frequency oscillations.

frequency domain of the device potential instability if f0 � fp2. When
the impedance of the series circuit R1C2 is sufficiently high compared
with the external power supply impedance, it is advisable to use an ad-
ditional RF choke L2 with the following value: L2 � R1/2π fp, as shown
in Fig. 6.13(d).

The equivalent circuit of the parasitic oscillator at higher frequencies
is realized by means of the parasitic reactive parameters of the transis-
tor and power amplifier circuit. The only possible equivalent circuit of
such a parasitic oscillator at these frequencies is shown in Fig. 6.8(c).
It can only be realized if the series emitter lead inductance is present.
Consequently, the electrical length of the emitter lead should be reduced
as much as possible, or, alternatively, the appropriate reactive immit-
tances at the input and output electrodes of the active device should be
provided. For example, it is possible to avoid the parasitic oscillations at
these frequencies if the inductive immittance is provided at the input of
the transistor. The equivalent circuit of such a power amplifier is shown
in Fig. 6.14, where the appropriate choice of input and output matching
circuits allows realizing the inductive immittance at the input of the
transistor and the capacitive immittance at the output of the transistor
at higher frequencies.
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Figure 6.14 Power amplifier circuit schematic preventing high fre-
quency oscillations.

To increase the power amplifier stability, it is possible to use special
stabilizing RLC circuits, shown in Fig. 6.15. These stabilizing circuits
are usually connected between the transistor and matching circuit,
where they can be connected in parallel (Fig. 6.15(a)) or in series
(Fig. 6.15(b)) to the transistor output. In both cases the resonant circuit
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C2 C3

Yout Ystab

Zout Zstab

Figure 6.15 Power amplifier schematic with output stabilized RLC circuits.
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L1C1 is tuned to the operating frequency f0. As a result, the resistor R1
provides a stabilizing effect beyond the operating frequency bandwidth.
The chosen minimum value of R1 must satisfy the amplifier stability
condition Re(Wout + Wstab) > 0. Such stabilizing circuits can be con-
nected at the input of the transistor as well. However, the use of these
circuits leads to some changes in the frequency bandwidth: narrowing
in the case of the parallel circuit configuration and widening in the case
of the series one.

Linearity

To evaluate the nonlinear properties of the power amplifier, first it is
necessary to consider the transfer function of the active device in the
form of

i = f (v) (6.55)

where i(t) is the output collector or drain current and v(t) is the input
gate-source or base-emitter voltage.

It is convenient to apply a power-series analysis, which is relatively
easy to use and which gives a good intuitive sense of the nonlinear
behavior of the active device. Assume that the nonlinearity is weak
enough that a power series converges. Then, the transfer function f (v)
can be approximated by its expansion around a bias voltage V0 in a
Taylor series as follows:

f (v) = f (V0) +
∞∑

n=1

1
n!

∂ (n) f (v)
∂vn

∣∣∣∣
v=Vo

(v − V0)n (6.56)

The nonlinear properties are determined by a two-tone excitation test
signal with components separated slightly in frequency, which can be
presented in a common case of unequal amplitudes as

v = V0 + V1 cos ω1t + V2 cos ω2t (6.57)

For first three derivatives, the output signal can be represented by a
Taylor series expansion with the appropriate equating of the frequency
component terms by

i = f (V0) + 1
4

∂ 2 f (v)
∂v 2

∣∣∣∣
v=Vo

(
V 2

1 + V 2
2

)

+
[

f ′(V0) + 1
4

∂3 f (v)
∂v3

∣∣∣∣
v=Vo

(
1
2

V 2
1 + V 2

2

)]
V1 cos ω1t
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+
[

f ′(V0) + 1
4

∂3 f (v)
∂v3

∣∣∣∣
v=Vo

(
V 2

1 + 1
2

V 2
2

)]
V2 cos ω2t

+ 1
4

∂ 2 f (v)
∂v 2

∣∣∣∣
v=Vo

(
V 2

1 cos 2ω1t + V 2
2 cos 2ω2t

)

+ 1
24

∂3 f (v)
∂v3

∣∣∣∣
v=Vo

(
V3

1 cos 3ω1t + V3
2 cos 3ω2t

)

+ 1
2

∂ 2 f (v)
∂v 2

∣∣∣∣
v=Vo

V1V2 cos(ω1 ± ω2)t

+ 1
8

∂3 f (v)
∂v3

∣∣∣∣
v=Vo

[
V 2

1 V2 cos(2ω1 ± ω2)t + V1V 2
2 cos(ω1 ± 2ω2)t

]
. . .

(6.58)

The following conclusions can be drawn from the above Taylor series
expansion of the active device transfer function:

� A variation of the device bias point is directly proportional to the
second derivative (in a common case, the even derivatives) of the
transfer function.

� The device transfer function will be linear only if the third derivative
(in a common case, the odd derivatives) is equal to zero.

� The even harmonic components are the result of the even derivatives
of the device transfer function, whereas the odd harmonic components
are the result of the odd derivatives of the device transfer function.

� The first-order mixing products (total and differential) are conditional
upon the even derivatives of the device transfer function.

� The mixing products of the third and higher orders are mainly deter-
mined by the odd derivatives of the device transfer function.

� The distortions, which are determined by the second derivative (sec-
ond amplitude degree) or by the third derivative (third amplitude
degree) of the device transfer function, are called the second-order
intermodulation distortions or the third-order intermodulation dis-
tortions, respectively.

From Eq. (6.58) it follows that the output current amplitude of the
fundamental, second and third harmonic or intermodulation compo-
nents depends on the first, second and third degree of the input volt-
age amplitude, respectively. Consequently, the output power levels of
the linear, second-order and third-order frequency components show a
straight-line behavior and vary by 1 dB, 2 dB and 3 dB, respectively,
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Figure 6.16 Straight-line depen-
dencies for fundamental, second
harmonic and third-order inter-
modulation components with the
appropriate intercept points.

with an input power level of 1 dB variation. Further analysis of Eq. (6.58)
would show that n-order components also vary by n dB with an input
power level of 1 dB variation. As a result, these straight lines in terms
of dBm intersect at the intercept points. Each point is different for each
order of intermodulation products. Consequently, if the intercept point
is determined, for example experimentally for a given type of the tran-
sistor, it is easy to evaluate the harmonic and n-order intermodulation
output power levels at an arbitrary level of input power. In Fig. 6.16,
the straight-line dependencies for fundamental, second harmonic and
third-order intermodulation components with the appropriate intercept
points are presented.

For any straight line, we can write the following equation:

PIMn = nPin + Pn0 (dBm) (6.59)

where Pn0 is a constant that will be evaluated. The linear fundamental
output power is equal to

Pω1 = 10 log10
(
Gp Pin

) = Pin + Gp (dBm) (6.60)

Equation (6.59) can be rewritten as

PIMn = nPω1 + Pn0 − nGp (dBm) (6.61)

At the intercept point IPn

PIMn = Pω1 = IPn (6.62)

which yields a ratio

(1 − n)IPn = Pno − nGp (dBm) (6.63)
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Then,

PIMn = nPω1 − (n − 1)IPn (dBm) (6.64)

Equation (6.64) can be used to evaluate the relationship between
the fundamental output power Pω1 , the output power corresponding
to the n-order components PIMn, and the n-order intercept point IPn
at the input level below saturation. For example, the second harmonic
component P2ω1and the third-order intermodulation component P2ω1−ω2

can be easily evaluated by the following equations:

P2ω1 = 2Pω1 − IP2 (dBm) (6.65)

P2ω1−ω2 = 3Pω1 − 2IP3 (dBm) (6.66)

The 1-dB compression level of output power, at which a value of the
power gain decreases by 1 dB compared to its small-signal value at the
linear region of operation, is determined by

P1dB = IP3 − 9 (dBm) (6.67)

Equations (6.66) and (6.67) give a convenient and simple qualitative
evaluation of the main nonlinear characteristics of the real power am-
plifier. For example, if IP3 = 50 dBm, then P1db = 41 dBm with the
third-order nonlinear component of P2ω1−ω2 = 23 dBm. To improve the
linearity of the power amplifier, it is necessary to reduce the output
power level for a given value of the intercept point. The level of −30 dB,
relatively fundamental for the third-order intermodulation component
P2ω1−ω1 , can be achieved only in the case of Pω1 = 35 dBm, i.e., need to
reduce significantly the output power by 6 dB (or four times).

It is well known that setting the dc drain current of a GaAs MESFET
device to approximately 0.5Idss maximizes not only its gain but also its
intermodulation intercept points. There are two explanations for this.
First, the transfer Ids(Vgs) curve is clearly more linear near its sweet
spot of 0.5Idss where its slope, i.e., the device transconductance, is max-
imal, and thus mainly influenced by the first-degree coefficient of its
Taylor series expansion. Second, the nonlinearity of the Cgs(Vgs) curve
significantly decreases with the bias shift at higher values. To provide
the high-efficiency operation mode of the MESFET power amplifier, it
is necessary to use a value for the gate-source bias voltage quite close to
the pinch-off voltage, with the appropriate worsening of its linear prop-
erties. However, in this case it is possible to choose the bias point with
drain quiescent current Idq in limits of 0.1÷0.15Idss, when the carrier
to third-order intermodulation ratio, IM3, can be minimized at a suffi-
ciently high level of the output power, as shown in Fig. 6.17. This effect
can be explained by the following circumstances. First, the dependence
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Figure 6.17 MESFET power am-
plifier intermodulation distor-
tions versus output power of dif-
ferent quiescent currents.

of the drain current Ids on the gate voltage Vgs has a quadratic law near
the pinch-off point. Second, given a certain value of gate-source bias
voltage, the third-order components and the components that are the
results of an interaction of the second harmonic, 2ω1 and 2ω2, and dif-
ferential, ω2 − ω1, components with fundamental components, ω1 and
ω2, cancel each other. Since this cancellation depends on the load and
source impedances at the frequencies far from the operating frequency
bandwidth, it is necessary to provide an additional tuning of the in-
put and output matching circuits in order to minimize intermodulation
distortion.

Figure 6.18 shows an output power spectrum containing only n-order
intermodulation components, which are the result of the effect of two-
tone input excitation. The amplitude of the higher-order intermodu-
lation components decreases significantly when frequency increases.

2ω1 − ω2 

V1 

V9 

V5 

V7 

V3 

ω2 ω1 2ω2 − ω1 3ω1 − 2ω2 3ω2 − 2ω1

V2 

Figure 6.18 Typical output power spectrum for two-tone exci-
tation.
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To evaluate the linear properties of the transistor, it is sufficient to
measure the amplitudes of the largest intermodulation components,
i.e., the third-order and the fifth-order components. The carrier to third-
order intermodulation ratio or the third-order intermodulation coeffi-
cient IM3 and the fifth-order intermodulation coefficient IM5 are defined
as follows:

IM3 = 10 log10(P2ω1−ω2/P) = P2ω1−ω2 − P (dBc) (6.68)

IM5 = 10 log10(P3ω1−2ω2/P) = P3ω1−2ω2 − P (dBc) (6.69)

where P = Pω1 = Pω2 for equal two-tone signal amplitudes. On the other
hand, the third-order intermodulation coefficient IM3 can be directly
represented from Eq. (6.66) as

IM3 = P2ω1−ω2 − Pω1 = 2Pω1 − 2IP3 (dBc) (6.70)

and, for example, for the power amplifier with IP3 = 50 dBm and
P1db = 41 dBm, the third-order intermodulation coefficient IM3 is equal
to −18 dBc.

The linearity properties of the MOSFET power amplifiers are also
strongly sensitive to quiescent biasing conditions when a choice of the
optimum bias value in Class AB operation allows improving the third-
order intermodulation distortion by more than 10 dB [5]. This is a result
of the quadratic character of a sufficiently long section of the device
transfer dependence Ids(Vgs). Minimum power gain flatness over the
dynamic power range, Pout versus Pin, corresponds to the best linearity
condition.

For bipolar transistors, a similar approach can be used, when an im-
proved intermodulation distortion is achieved by varying the collector
quiescent current. In this case, for Class AB operation, the minimum
level of the third-order intermodulation components is a function of the
values of both the output power Pout and the collector quiescent cur-
rent Icq. Low values of Icq give better linearity at higher power levels,
whereas higher values of Icq give better linearity at lower power levels.
Since the sweet point moves when different Icq are used, minimum gain
flatness over the total dynamic range corresponds to the best linearity
that can be achieved by adding a series resistor R with optimum value
in the base bias circuit [6]. The series resistor is connected after the
base bypass circuit, which usually consists of a quarterwave microstrip
line and bypass capacitor (see Fig. 6.19).

The use of a series resistor allows the gain flatness to be minimized
and the level of third-order intermodulation components to be stabi-
lized over the dynamic range. An increase in RF output power causes
the appropriate increase in the dc collector current. This leads to an
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Figure 6.19 Bipolar power amplifier schematic with linearizing
bias resistor.

increase in the dc base current with an increase in the voltage drop
across the resistor R and a decrease in the base bias voltage. To de-
termine the value of R, it is advisable to set a goal for the level of the
intermodulation components at both high and low output power levels.
Then, the value of R can be calculated in accordance with

R = Vb1 − Vb2

Ib2 − Ib1
(6.71)

where Vb1 is the dc voltage at low power level, Vb2 is the dc voltage at
high power level, Ib1 is the dc base current at low power level, and Ib2
is the dc base current at high power level.

In practice, the level of n-order intermodulation component is fre-
quently given relative to the peak envelope power PPEP calculated from
two-tone excitation signal measurements. The waveform of the signal
dissipated in the load will be significantly different from sinusoidal and
can be written for two-tone signal of equal amplitudes V1 = V2 = V as

vL = V1sinω1t + V2sinω2t = 2V cos �t sin ωt (6.72)

where ω = (ω1 + ω2)/2 is the center RF signal frequency and � =
(ω1 − ω2)/2 is the low intercarrier frequency.

A waveform of such a two-tone excitation signal with equal ampli-
tudes is shown in Fig. 6.20, where T = 2π/�. The peak envelope power
PPEP that corresponds to the output power with maximum amplitude
2V is equal to

PPEP = (2V)2/2RL (6.73)
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Figure 6.20 Two-tone excitation
signal.

where RL is the load resistance. The total output power provided by each
sinusoidal tone of two-tone excitation signal with equal amplitudes is

Pout = Pω1 + Pω2 = V2/RL (6.74)

Comparing Eqs. (6.73) and (6.74) yields

PPEP = 2Pout = 4P (6.75)

where P = Pω1 = Pω2.

Basic Classes of Operation: A, AB, B and C

To determine the operation classes of the power amplifier, consider a
simple resistive stage shown in Fig. 6.21, where RFC is the ideal RF
choke with zero series resistance and infinite reactance at the operating
frequency, and Cb is the dc-blocking capacitance with infinite value hav-
ing zero reactance at the operating frequency. The active device behaves
as an ideal voltage-controlled current source having zero saturation
resistance. The input cosinusoidal voltage is defined as

vin = Vb + Vin cos ωt (6.76)

where Vb is the base bias voltage.
For Vb − Vp ≥ Vin and piecewise-linear approximation of the active

device transfer function, the output current is cosinusoidal too:

i = Iq + I cos ωt (6.77)

with the quiescent current Iq greater or equal to the amplitude I of the
collector cosinusoidal signal. In this case, the output collector current
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Figure 6.21 Voltage and current waveforms in Class A operation.

contains only two components—constant and cosinusoidal—and the av-
eraged current magnitude is equal to the quiescent current Iq. For pure
active load when ZL = R, the collector voltage can be written by

v = Vcc − (i − Iq)R (6.78)

Equation (6.78) can be rewritten in the form of

i =
(

Iq + Vcc

R

)
− v

R
(6.79)

which determines the changes of the collector current versus the col-
lector voltage and represents a straight line function. Substituting Eq.
(6.77) into Eq. (6.78) results in the cosinusoidal collector voltage with
the opposite phase conditions:

v = Vcc − V cos ωt (6.80)
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which corresponds to its minimum value when the output current is
maximum. Such a combination of the cosinusoidal collector voltage and
current waveforms is known as a Class A operation mode. In real prac-
tice, because of the device nonlinearities, it is necessary to connect a
parallel LC-circuit with resonant frequency equal to the operating fre-
quency to suppress any possible harmonic components.

Circuit theory prescribes that the dc output power P0, alternating
current output power P, and collector efficiency η can be written, re-
spectively, as

P0 = IqVcc (6.81)

P = 0.5IV (6.82)

η = P
P0

= 1
2

I
Iq

V
Vcc

= 1
2

I
Iq

ξ (6.83)

where ξ = V/Vcc is the collector voltage peak factor.
Then, assuming the ideal conditions of zero saturation voltage when

ξ = 1 and maximum output current amplitude when I/Iq = 1, from Eq.
(6.83) it follows that maximum collector efficiency in Class A operation
mode is equal to only

η = 0.5 (6.84)

However, increasing the value of I/Iq can increase the collector effi-
ciency. This leads to a step-by-step transformation of the current cosi-
nusoidal waveform to its pulsed waveform when the magnitude of the
collector current exceeds zero value during only a part of the entire sig-
nal natural period. In this case, an active device operates in the active
region followed by the operation in the pinch-off region, respectively,
as shown in Fig. 6.22. Because the parallel resonant LC-circuit has a
high quality factor, only fundamental frequency signal is flowing into
the load, whereas, for higher-order harmonic components, the short-
circuited conditions are performed.

Analytically such an operation can be written as

i =
{

Iq + I cos ωt, −θ ≤ ωt < θ

0, θ ≤ ωt < 2π − θ
(6.85)

where the conduction angle 2θ indicates the part of the RF current cycle
for which device conduction occurs and determines the moment when
output current i takes a zero value. At this moment

i = 0 = Iq + I cos θ (6.86)
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Figure 6.22 Voltage and current waveforms for the device operating in active and pinch-
off regions.

and θ can be calculated from

cos θ = − Iq

I
(6.87)

Consequently, in a common case,

i = I(cos ωt − cos θ ) (6.88)

When ωt = 0, the output collector current has maximum amplitude of

i = Imax = I(1 − cos θ ) (6.89)

From Eq. (6.87), the basic definitions are derived:

� When θ > 90◦, then cos θ < 0, Iq > 0 corresponding to Class AB
operation.

� When θ = 90◦, then cos θ = 0, Iq = 0 corresponding to Class B opera-
tion.



Power Amplifier Design Fundamentals 223

� When θ < 90◦, then cos θ > 0, Iq < 0 corresponding to Class C
operation.

As a result, the periodic half-cosinusoidal output current i can be
represented as a Fourier-series expansion

i = I0 + I1cos ωt + I2cos 2ωt + I3cos 3ωt + . . . (6.90)

where the dc and fundamental components can be obtained from

I0 = 1
2π

θ∫
−θ

I(cos ωt − cos θ )d(ωt) = Iγ0 (6.91)

I1 = 1
π

θ∫
−θ

I(cos ωt − cos θ ) cos ωtd(ωt) = Iγ1 (6.92)

where γ0 = 1
π

(sin θ − θ cos θ ), γ1 = 1
π

(θ − sin θ cos θ ).
From Eq. (6.91) it follows that, in contrast to Class A operation mode

where θ = 180◦ and the dc current is equal to quiescent current dur-
ing all natural period, the dc current component is a function of θ in
operation modes with θ < 180◦.

The collector efficiency of a power amplifier with a resonant circuit
can be obtained from

η = P1

P0
= 1

2
I1

I0
ξ = 1

2
γ1

γ0
ξ (6.93)

If ξ = 1 and θ = 90◦, then from Eqs. (6.91) and (6.92) it follows that
the maximum collector efficiency in Class B operation mode is equal to

η = π

4
∼= 0.785 (6.94)

Since the parallel LC-circuit is tuned to the fundamental frequency,
the voltage across the load R can be considered as cosinusoidal. Then,
using Eqs. (6.80), (6.85) and (6.87), the relationship between the collec-
tor current i and voltage v during a time period of −θ ≤ ωt < θ can be
expressed by

i =
(

Iq + Vcc

γ1 R

)
− v

γ1 R
(6.95)

where the fundamental current coefficient γ1 as a function of θ is deter-
mined by Eq. (6.92). The load resistance is equal to R = V/I1 where I1 is
the fundamental current amplitude. Equation (6.95), which determines
the dependence of the collector current on the collector voltage for any
values of conduction angle and represents a straight line function, is
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Figure 6.23 Collector voltage and current waveforms for the device operating in active
and pinch-off regions.

the dynamic characteristic of the power amplifier and is called the load
line. For Class A operation with θ = 180◦ when γ1 = 1, Eq. (6.95) is
identical to Eq. (6.79).

Figure 6.23 shows the idealized active device static I-V curves and
load lines for different conduction angles according to Eq. (6.95) with
corresponding collector and current waveforms. From Fig. 6.23, it fol-
lows that the maximum collector current amplitude Imax corresponds
to the minimum collector voltage Vsat when ωt = 0, and is the same
for any conduction angle. The slope of the load line is different for the
different conduction angles and values of the load resistance, and it can
be obtained by

tan β = I
V(1 − cos θ )

= 1
γ1 R

(6.96)

from which it follows that, for the same conduction angle 2θ , the greater
the slope angle β of the load line, the smaller the value of the load
resistance R.

The load line moves from point K, which determines the active device
saturation voltage Vsat, through the point of intersection with a hori-
zontal axis v where i = 0 and ωt = θ . For Class AB operation (dotted
line), the intersection occurs in a point N resulting in the conduction
angle between points N ′ and N ′′ of 2θ > 180◦ for the collector current
pulse. For Class C operation (dashed line), this is a point M with con-
duction angle between points M ′ and M ′′ of 2θ < 180◦ for the collector
current pulse. Then, for Class C mode, the load line keeps moving down
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Figure 6.24 Collector voltage and current waveforms for the device operating in satura-
tion, active and pinch-off regions.

to a point L where θ = 90◦ and Iq < 0. As a result, generally the load
line represents a broken line with the first section moving according
to the slope angle β and another horizontal section with zero current i
moving as far as the point P where θ = 180◦. Consequently, in Class B
mode, the collector current represents half-cosinusoidal pulses (solid
line) with the conduction angle of 2θ = 180◦ and Iq = 0.

Now let us consider a Class B operation with an increased ampli-
tude of the cosinusoidal collector voltage. In this case, as follows from
Fig. 6.24, an active device operates in saturation, active and pinch-off
regions and the load line represents a broken line LKMP with three
linear sections (LK, KM, and MP). The new section KL corresponds to
the saturation region resulting in the half-cosinusoidal collector cur-
rent waveform with a depression in the top part. With further increase
of the collector voltage amplitude, the collector current pulse can be
even-split into two symmetrical pulses containing a significant level of
the higher-order harmonic components. The same result can be achieved
by increasing a value of the load resistance R that results in the smaller
slope angle β of the load line.

The collector current waveform becomes asymmetrical for the com-
plex load in which impedance is represented by the load resistance and
capacitive or inductive reactances. For example, for the inductive load
impedance, the depression in the collector current waveform reduces
and moves to the left side of the waveform, whereas the capacitive load
impedance causes the depression to deepen and shift to the right side of
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Figure 6.25 Load lines for (a) inductive and (b) capacitive load impedances.

the collector current waveform [7]. This effect can be explained by the
different phase conditions for the higher-order harmonic components
that compose the collector current waveform, and is illustrated by the
different load lines for (a) inductive and (b) capacitive load impedances
shown in Fig. 6.25.

Generally, the dependence of the device collector capacitance on col-
lector voltage in the large-signal operation can lead to parametric ef-
fects. To evaluate the influence of the nonlinear collector capacitance on
the electrical behavior of the power amplifier, consider the power ampli-
fier circuit with series resonant L0C0-circuit tuned to the fundamental
frequency that provides open circuit conditions for higher-order col-
lector current harmonic components and L-type matching circuit with
series inductance L and shunt capacitance C as shown in Fig. 6.26(a).
The matching circuit is necessary to match the output active device
resistance R, corresponding to the required output power level, with
the load resistance RL. The simplified equivalent circuit of the power
amplifier is shown in Fig. 6.26(b).

The total collector current can be written as

i = I0 +
∞∑

n=1

In cos(nωt + φn) (6.97)

Because of the series resonant circuit only the fundamental collector
current component dissipates in the load:

iL = IL cos(ωt + φL) (6.98)

The current flowing through the nonlinear collector capacitance con-
sists of fundamental and higher harmonic components:

iC = IC1 cos(ωt + φ1) +
∞∑

n=2

In cos(nωt + φn) (6.99)
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Figure 6.26 Resonant power amplifier circuit schematics.

The collector voltage-capacitance dependence is written as

Cc = Cco

(
ϕ + Vcc

ϕ + v

)γ

(6.100)

where Cco is the small-signal collector capacitance at v = Vcc, Vcc is the
supply voltage, ϕ is the contact potential and γ is the junction sensitiv-
ity.

From the result of charge consideration and the first three terms of
the Taylor’s series expansion it follows that—because of the parametric
transformation due to the nonlinearity of the collector capacitance—
the fundamental collector voltage amplitude V1 increases by σp times
according to

σp = 1 + 1
4

I2γ

ωCcoVcc
cos(90◦ + φ2 − 2φ1)

+ 1
12

I2 I3γ

(ωCco)2V1Vcc
cos(90◦ + φ3 − φ2 − φ1) (6.101)

where σp = ξp/ξ , ξp is collector voltage peak factor with parametric
effect [7].

To maximize the collector voltage and, consequently, the collector
efficiency for given value of the supply voltage Vcc, from Eq. (6.101)
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the following phase conditions are realized: φ2 = 2φ1 − 90◦ and φ3 =
3φ1 − 180◦. Then, for γ = 0.5,

σp = 1 + 1
8

I2

ωCcoVcc
+ 1

24
I2 I3

(ωCco)2V1Vcc
(6.102)

Equation (6.102) shows the theoretical possibility of realizing an in-
crease in collector peak factor of σp = 1.1–1.2 times, which achieves
a collector efficiency of 85 to 90 percent. Physically, the improved effi-
ciency can be explained by the transformation of the higher harmonic
component power into the fundamental one because of the nonlinearity
of the collector capacitance.

DC Biasing

The simplest way to provide a biasing condition for a power MOSFET
device in Class A or Class AB operation is to use the potentiometer-
type voltage divider for gate bias and inductance or an RF choke in
the drain circuit, as shown in Fig. 6.27(a). In this case, any influence
of the ambient temperature in a wide range or bias voltage variations
leads to the variations of quiescent current and, as a result, to appro-
priate variations of the output power, linearity, efficiency and gain of
the power amplifier. The threshold voltage of the MOSFET transistor
Vth varies versus temperature T linearly with the approximate velocity
of �Vth/�T ∼= 2 mV/◦C. The simple addition of a diode in series to the
variable resistor allows the quiescent current variation to be reduced
substantially over temperature. A bias circuit corresponding to this sta-
bilizing condition is presented in Fig. 6.27(b). For a high value of Vth,
several diodes are connected in series. Such a simple bias circuit config-
uration for power MOSFET transistors is possible when an extremely
small value of the dc gate current, which is restricted to a value of the
gate-source leakage current, is present.

In contrast to MOSFET devices—where it can be possible to
choose the optimum operating point with practically zero temperature
coefficient or to be limited to connection of an additional diode only—the
bipolar transistors require the more complicated approach of dc biasing
depending on the class of operation. So, in Class A operation, to obtain
maximum linear power gain with minimum changes in a wide temper-
ature range, a bias circuit can be designed as shown in Fig. 6.28 [8].
Here, due to the large negative feedback by means of the resistor R3,
the operating point of the RF power bipolar transistor is extremely
stabilized for wide variations in ambient temperature. For instance,
if the dc collector current of the RF power transistor rises, due to an
increase in ambient temperature, the collector voltage of this transis-
tor will fall in accordance with the voltage drop across the feedback
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Figure 6.27 Typical MOSFET bias circuits.

resistor R3 causing an appropriate decrease in the transistor collector
current. The diode is used to compensate the temperature coefficient
of the base-emitter junction voltage of the p-n-p power transistor. The
variable resistor R1 in series with this diode serves to adjust the dc col-
lector current of the RF transistor in its operating point at the desired
value. The resistor R5 is necessary to reduce the variation in collector
current of the p-n-p transistor, whereas the resistor R4 is included to
protect the RF power transistor and to reduce the dissipation in the
p-n-p transistor. The parameters of this bias circuit are given for a
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Figure 6.28 Typical bipolar bias
circuit for Class A operation.
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Figure 6.29 Simple bipolar bias circuits for Class AB operation.

collector current of RF power transistor of 0.9 A with collector voltage
of 25 V for supply voltage of 28 V.

In a Class AB operation, the bias circuit has to deliver a constant
voltage, slightly adjustable approximately within limits of 0.7 to 0.8 V,
with a wide range of current values. Besides, it is necessary to provide
an operation mode for the power amplifier with temperature compen-
sation and minimum possible current consumption. One of the simplest
versions of such a bias circuit with silicon diode temperature compen-
sation is presented in Fig. 6.29(a). Using the emitter follower on the
n-p-n power transistor VT1, it is possible to increase the base current of
the RF power transistor for high-power operation. In this bias circuit,
the silicon diode can be replaced by the n-p-n diode-connected tran-
sistor, the collector and base of which are directly connected between
each other, as shown in Fig. 6.29(b). A better temperature compensat-
ing result can be achieved using the same devices as for the RF power
transistor for each bias circuit transistor, but with reduced area size.
Such an approach is usually used in monolithic integrated circuit de-
sign when transistor cells with different area sizes are used for both
RF power device and bias circuit transistors.

Figure 6.30 shows a more complicated bias circuit that is commonly
used for biasing the high power RF transistors to provide their
temperature-stable and reliable operation mode [8]. The temperature
stabilization is provided by the parallel connection of the base-emitter
diode junction of the transistor VT1, whereas high value of the bias drive
current for the RF power transistor is delivered by the transistor VT2.
If the dc collector current of an RF power transistor is 5 A and a value of
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Figure 6.30 Typical bipolar bias
circuit for Class AB operation [8].

βF is approximately equal to 10, then the maximum base current of the
RF power transistor can be 0.5 A. In this bias circuit the resistor R5 is
used to reduce the base current variations. At Vb = 0.7 V, for a current
of 15 mA the value of R5 should be equal to 0.7 V/15 mA = 47 �. Suppose
that a value of the collector current of VT1 is 30 mA. Then, if the base-
emitter junction voltage of VT2 is equal to 0.8 V with a voltage across
the resistor R2 of 28 – 1.5 = 26.5 V, its value is 26.5 V/30 mA ∼= 820 �.
The variable resistor R3 serves to adjust the output voltage in limits
of 0.1 V. To limit the maximum collector current of VT2 by a value of
0.5 A, it is advisable to use the resistor R4. Since VT2 has a value for
the saturation voltage of 0.8 V, it follows that the maximum value of
R4 is 26.5 V/0.5 A = 53 �. It is sufficient to use its value of 47 � with a
power dissipation of (0.5 A)2 × 47 � = 11.75 W. Such a bias circuit can
develop the parasitic oscillations near 1 MHz with highly capacitive
loads. Therefore, to prevent these oscillations, it is necessary to connect
the RC-circuit between the collector of VT1 and ground.

In most wireless telecommunication systems it is preferable that the
power amplifier operates with high efficiency, maintaining an accept-
able linearity over the desired supply voltage range. However, there is
a tradeoff between efficiency and linearity with improvement in one
coming at the expense of the other. This means that it is necessary
to provide an optimum stable bias point over wide temperature range
and process variations. As a current-controlled device, the bipolar tran-
sistor in RF operation requires a dc base driving current, the value
of which depends on the output power and device parameters. Be-
cause technologically the bipolar device represents a parallel connection
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Figure 6.31 Typical bipolar bias circuit for wireless handset linear
power amplifier.

of the basic cells, it is important to use the ballasting series resis-
tors to avoid current imbalance and possible device collapse at higher
current-density levels. Another important aspect is to keep the dc base-
emitter bias point constant over any RF input power variations to
prevent the linearity worsening at the maximum output power for
power amplifiers with a variable envelope signal (such as WCDMA or
CDMA2000).

The typical temperature-compensation current mirror bias circuit
with one reference transistor Q1 and one driving transistor Q2 is shown
in Fig. 6.31. This circuit keeps the quiescent current for the RF device
Q0 more or less constant over temperature variations, and the current
flowing through resistor R2 is sufficiently small. It is very important
to provide the proper ratio between the ballasting resistors R1 and R0,
equal to the ratio of the device areas Q0/Q1. This can minimize the over-
all performance variation with temperature as well as stabilize the dc
bias point. The latter case is very important for the variable envelope
signals, as the dc bias voltage Vbe0 establishes the conduction angle and
operation class for the RF device. If the dc base-emitter bias voltage re-
duces with the increase of RF input power, the Class AB mode required
for linear operation changes to nonlinear Class C operation.

Figure 6.32 shows the dependence of the dc base-emitter bias volt-
age Vbe0 versus RF input power Pin for the second stage of a WCDMA
InGaP/GaAs HBT power amplifier for three cases, with ballasting re-
sistor R1 = 0 (curve 1) and optimum ballast resistor R1 (curve 2). From
Fig. 6.32, it follows that including the ballast resistor with an optimum
value results in a more constant base-emitter dc bias voltage over a
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Figure 6.32 DC bias voltage over input power.

wider range of input powers, improving the linearity performance of the
power amplifier at high power levels. In addition, it is best to use a shunt
capacitance C1 connected to the base of the device Q1 to form a low-pass
RC filter, which provides better isolation of the bias circuit from the RF
signal, with a more constant base-emitter dc bias voltage (curve 3).

Figure 6.33 shows the emitter follower bias circuit that provides tem-
perature compensation and minimizing reference current requirements
[9]. The emitter follower bias circuit requires only several tens of
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R2 

Figure 6.33 Bipolar power amplifier stage with emitter follower
bias circuit.
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microamperes of reference current, whereas the current mirror bias
circuit (see Fig. 6.31) requires a few milliamperes of reference current.
Both the current mirror and emitter follower bias circuits have the same
current-voltage behavior but, for the same circuit parameters (R0, R1
and R2) and device areas for Q0, Q1 and Q2, the emitter follower circuit
is the less sensitive to the reference voltage variations. Variations of
the collector supply voltage Vcc in limits of 3.0 V to 5.0 V have no effect
on the quiescent current set by the reference voltage Vref.

Push-Pull Amplifiers

Common-source or common-emitter push-pull operation using balanced
MOSFET or bipolar devices, respectively, helps to increase the values
of the input and output impedances. For the same output level, input
impedance Zin and output impedance Zout under a push-pull operation
mode is approximately four times as high as a parallel connection of
these parts. But, at the same time, the quality factor of the input or
output circuits remains unchanged because both the real parts and
reactive parts of Zin or Zout are increased by the factor of four. The basic
concept of push-pull operation can be analyzed by using the equivalent
circuit presented in Fig. 6.34 [10].

It is most convenient to consider an ideal Class B operation, which
means that each transistor conducts exactly half a 180◦ cycle with zero
quiescent current. Suppose further that a number of turns of both pri-
mary and secondary windings of the output transformer are equal,
i.e., n1 = n2. Assume also that the collector current of each transistor
can be presented in the following half-sinusoidal form:

For the first transistor

ic1 =
{

+Ic sin θ , 0 ≤ θ < π

0, π ≤ θ < 2π
(6.103)

For the second transistor

ic2 =
{

0, 0 ≤ θ < π

−Ic sin θ , π ≤ θ < 2π
(6.104)

Being transformed through the output transformer T2 with the ap-
propriate phase conditions, the total current flowing across the load RL
is defined as

iL(θ ) = ic1(θ ) − ic2(θ ) = Ic sin(θ ) (6.105)
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Figure 6.34 Basic concept of push-pull operation.

The current flowing in the center tap of the primary windings of this
transformer is the sum of the collector currents:

icc(θ ) = ic1(θ ) + ic2(θ ) = Ic|sin(θ )| (6.106)

Ideally, even-order harmonics are canceled out and should not appear
at the load. In practice a level of the second harmonic of 30 to 40 dB
below the fundamental is allowable. It is necessary to connect a bypass
capacitor to the center tap of the primary winding in order to exclude
power losses due to even-order harmonics. The current iL(θ ) produces
the following output voltage onto the load RL:

vL(θ ) = Ic RLsin(θ ) = VLsin(θ ) (6.107)
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The total dc collector current can be defined as the average value of
icc(θ ):

I0 = 1
2π

2π∫
0

icc(θ )dθ = 2
π

Ic (6.108)

The total dc power P0 and RF fundamental output power Pout, for the
ideal case of zero saturation voltage for both transistors when Vc = Vcc
and taking into account that VL = Vc for equal turns of windings when
n1 = n2, are:

P0 = 2
π

IcVcc Pout = 1
2

IcVcc (6.109)

The maximum theoretical collector efficiency that can be achieved in
push-pull Class B operation is equal to

η = Pout

P0
= π

4
∼= 78.5% (6.110)

In a balanced circuit, identical sides carry 180◦ out-of-phase signals
of equal magnitude. If perfect balance is maintained on both sides of
the circuit, there is a midpoint where the signal magnitude is zero.
For absolutely identical circuits in each balanced side, the difference
between signal magnitudes becomes equal to zero in each midpoint, as
shown in Fig. 6.35. This is called a virtual grounding, and this point is
referred to as virtual ground. The virtual ground, being actually inside
the device package, reduces common-mode inductance and results in
better stability and usually higher gain.

For a balanced transistor, new possibilities for both internal and ex-
ternal impedance matching emerge. It is necessary to provide reliable
grounding for the push-pull operation mode of two single-ended transis-
tors with input and output matching circuits for each device, as shown

groundvirtual

Figure 6.35 Basic concept of balanced transistor.
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(b)

(a)

Figure 6.36 Matching technique for (a) single-ended and (b)
balanced transistors.

in Fig. 6.36(a). An application of the balanced transistors simplifies
significantly the matching circuit configuration technique by using the
parallel capacitances and inductances, as shown in Fig. 6.36(b), when
dc blocking capacitors are not required.

For push-pull operation of the power amplifier with a balanced tran-
sistor, it is necessary to provide the unbalance-to-balance transforma-
tion referenced to the ground both at the input and at the output of the
amplifier. The most suitable approach to solving this problem in the
best possible manner at RF and microwaves is to use the transmission-
line transformers shown in Fig. 6.37. If the characteristic impedance
Z0 of the coaxial transmission line is equal to the input impedance
Zin applied at one end of the transformer, the impedance seen at the

Pin Pout

Figure 6.37 Push-pull power amplifier with balanced-unbalanced transformers.



238 Chapter Six

Pin Pout C1 

C2 

C3 C4
C5 

C6 

C7 

l2 

l1 

l3 

l4 

l5 

l6 

l8 

l7 

T1 

T2 

T8 

T7 

Figure 6.38 Push-pull power amplifier with compact balanced-unbalanced transformers.

other end of the transformer will be equal to the input impedance. As
a result, such a transmission-line transformer can be used as a 1:1
unbalanced-to-balanced transformer. If Z0 = 50 �, for the standard in-
put impedance of 50 �, the impedance seen at the each balanced part is
equal to 25 �, which is necessary to match with the appropriate input
impedance of each part of a balanced transistor. The input and output
matching circuits are easily realized by using the series microstrip lines
with parallel capacitances.

The miniaturized compact input unbalanced-to-balanced trans-
formers cover the frequency bandwidth up to octave with well-defined
rejection-mode impedances (see Fig. 6.38) [11]. To avoid the parasitic
capacitance between the outer conductor and the ground, the coaxial
semirigid transformer T1 is mounted on top of the microstrip shorted
stub l1 and soldered continuously along its length. The electrical length
of this stub is usually chosen from the condition of θ ≤ π/2 on the
high bandwidth frequency depending on the matching requirements.
To maintain circuit symmetry on the balanced side of the transformer
network, another semirigid coaxial section T2 with unconnected cen-
ter conductor is soldered continuously along the microstrip shorted
stub l2. The lengths of T2 and l2 are equal to the lengths of T1 and
l1, respectively. Because the input short-circuited microstrip stubs pro-
vide inductive impedance, for matching purposes, two series capaci-
tors of the same value, C1 and C2, are used, thereby forming the first
high-pass matching section and providing dc blocking at the same time.
The practical circuit realization of the output matching circuit and
balanced-to-unbalanced transformer can be the same as for the input
matching circuit.
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Practical Aspect of RF and Microwave
Power Amplifiers

The typical topology of a microwave linear power bipolar or GaAs MES-
FET amplifier, with input and output matching circuit substrates and
packaged active device, usually designed for Class A operation, is shown
in Fig. 6.39. Here, the matching circuits (L-transformers) are presented
where the electrical lengths of the microstrip lines depend on active
device impedances. The microstrip open stubs, l1 and l4, represent the
capacitive matching impedances, the series microstrip lines, l2 and l3,
provide the required inductive impedances, and C1 and C2 are the block-
ing capacitors. Bias circuit isolation is usually performed by quarter-
wavelength microstrip open and shorted stubs of different characteris-
tic impedances.

The electric circuit of a microwave linear power GaAs MESFET am-
plifier designed for 2.5 to 2.7 GHz frequency bandwidth in Class AB
operation is shown in Fig. 6.40. To match device input and output indu-
ctive impedances of Zin = (1.2 + j 20) � and Zout = (4.2 + j 25) �, mea-
sured at a 5-W output power level with source and load 50-� resistances,
respectively, we combine microstrip quarter-wavelength transformers
and L-transformers. Instead of open microstrip stubs, the variable ca-
pacitances in limits of 1 to 5 pF are used for fine matching tuning.
A series RC circuit connected in parallel to the drain supply circuit
prevents parasitic oscillations at high frequencies. To avoid the low
frequency oscillations, it is necessary to use a bypass capacitor with
sufficiently large capacitance in parallel to the power supply.

Figure 6.41 shows the equivalent matching circuit topology of a mi-
crowave GaAs MESFET high-power amplifier designed for S-band ap-
plication. A 38.4-mm gate width device was designed in order to achieve
output power of 20 W in a frequency bandwidth of 3.0 to 3.5 GHz with

Input 

Vbias 

λ/4
λ/4λ/4

λ/4

Output 

l1 

l2 

l3 

l4 

C2 

Vsupply 

C1 

Figure 6.39 Typical topology of a microwave power amplifier.
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Pin

50 Ω

25 Ω

82 Ω

330 Ω 1 kΩ3.3 kΩ
7 V

50 Ω

25 Ω

82 Ω
0.25 λ

0.25 λ0.25 λ

0.25 λ

0.25 λ

0.09 λ0.13 λ 0.25 λ

0.68 µF

29 Ω 50 Ω

100 pF

50 Ω10 pF 30 pF

1-5 pF 1-5 pF

Pout

50 Ω
29 Ω

Figure 6.40 Circuit schematic of 2.5 to 2.7 GHz GaAs MESFET power amplifier.

7-dB power gain and power-added efficiency of 34 percent [12]. At the
center frequency, resistance of approximately 0.2 � connected in series
with 50-pF capacitance can represent the input device impedance,
whereas the output impedance is the parallel connection of 2.5-�
resistance and 9-pF capacitance. The input quarter-wavelength mi-
crostrip line provides an impedance transformation from 50 � to a quite
small impedance of (12.5 × 12.5/50) � = 3.125 �. For the subsequent
impedance matching with input and output device impedances, T-type
lumped transformers are used with chip capacitors connected in paral-
lel and lumped inductances realized by gold bond wires.

Figure 6.42 shows the bipolar VHF linear power amplifier using a
TRW TPV-376 device. An amplifier was developed to transmit the com-
posite TV video and audio signal in Class A operation in a frequency
range of 174 to 230 MHz with at least 10-dB power gain and 30-W
peak output power. The input matching circuit consists of both lumped
elements composing a π -transformer and microstrip lines performed
on FR-4 substrate with a dielectric permittivity of εr = 4.7. A three-
turn air-core inductor realizes the lumped inductance L. The output

0.23 λ0.25 λ

Pin

50 Ω

12.5 Ω

0.01 nH

48 pF 12 pF

Pout

50 Ω
18 Ω

0.09 nH 0.23 nH 0.25 nH

Figure 6.41 Circuit schematic of 3.0 to 3.5 GHz GaAs MESFET power amplifier [12].
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Pin 
50 Ω

0.024λ
50 Ω L

150 pF  56 pF  
Pout 

50 Ω 

0.68 µF 

0.68 µF 

28 V

200 Ω 

47 pF 3-15 pF 

11 pF 
0.013λ
30 Ω 200 pF 

0.027λ
30 Ω 

0.02λ 
50 Ω 

TL 

1 nF 

Figure 6.42 Bipolar VHF power amplifier for TV applications.

matching circuit includes a 1:2 coaxial transformer TL with the char-
acteristic impedance of 25 � and wavelength of λ/8 in order to provide
12.5-� to 50-� final matching.

To combine the output power from two or more transistors at mi-
crowaves, we can use the branch-line 90◦ microstrip line hybrids, as
shown in Fig. 6.43 for two power amplifiers with standard 50-� input
and output impedances. In this case, the characteristic impedances
of the transverse branches should be 50 �, whereas the longitudinal
branches must have the characteristic impedance of 50/

√
2 = 35.4 �. In

practice, due to the quarter-wavelength transmission line requirement,
the bandwidth of such a balanced amplifier based on this quadrature
branch-line hybrid is limited to 10–20 percent. However, a quadrature
hybrid has an important advantage in comparison with T-junction: at
equal values of reflection coefficients from loads connected to the out-
put terminals, the reflection wave is lacking at the input terminal and,
consequently, input VSWR of a branch-line hybrid does not depend on

l /4

Pout

50 Ω

l /4

PA1

PA2

50 Ω
l/4

l /4

Pin

Figure 6.43 Power amplifier topology with branch-line hybrids.
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Figure 6.44 Balanced high power GaAs MESFET amplifier with branch-line impedance-
transforming hybrids [13].

the equal load mismatch level, and all reflected power is dissipated in
50-� ballast resistor.

To simplify the requirements of the matching circuits for balanced
high power amplifiers with small values of the device impedances, we
can use the quadrature branch-line 90◦ hybrids with impedance-trans-
forming properties [13]. An example of such a balanced GaAs MESFET
amplifier with 18-W output power and 8.5-dB power gain at 1.7 GHz
using NEC NE345-20 devices is shown in Fig. 6.44. The characteristic
impedances of quarter-wavelength branch lines can be calculated by

Z1 = Zin Z2 =
√

Zin Zout

2
Z3 = Zout (6.111)

Consequently, for a 50 �-to-20 � coupler, 50-� to 20-� the character-
istic impedances of each branch line are Z1 = 50 �, Z2 = 22.4 � and
Z3 = 20 �. The input and output matching circuits for each transistor
can be simplified to the only series microstrip line with characteristic
impedance of 20 � followed by a series capacitor, where lin = 7.47 mm
and lout = 6.67 mm for alumina substrate.

In monolithic microwave applications, it is possible to increase the
output power of the amplifier by connecting several active devices in
parallel. In Fig. 6.45, the equivalent circuit of the monolithic 5.5 GHz
power amplifier is presented, where two 4-mm gate width GaAs MES-
FET devices are used in order to realize a maximum output power of
34 dBm with a peak power-added efficiency of 40 percent in Class B op-
eration [14]. The input matching circuits are T-transformers with series
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10 V 

Figure 6.45 Circuit schematic of monolithic 5.5 GHz GaAs MESFET power amplifier
[14].

microstrip lines, whereas two microstrip lines (parallel and series) pro-
vide output matching when it is necessary to compensate the device
output reactance and to match the real part of its output impedance
with a load resistance, respectively.

High-power RF amplifiers with operating frequencies of up to sev-
eral gigahertz are very often designed in order to provide push-pull
operation mode. For example, the high-power UHF amplifier shown in
Fig. 6.46 using PTF10120 (which is an enhancement mode Ericsson’s
balanced LDMOSFET device) has a 120 W output power at 1-dB small-
signal gain compression in the 1.93 to 1.99 GHz frequency range [15].
Typical power gain is 11 dB with drain efficiency of about 40 percent for
a quiescent current of 600 mA at Class AB operation. For a push-pull
operation mode, the 1:1 input coaxial transformer T1 and 1:1 output
coaxial transformer T2 are used to provide the unbalanced-to-balanced
transformation. These baluns transform the single-ended input into
two signals of equal amplitudes 180◦ out of phase, and perform the
opposite function in the output. Matching networks combine distributed
and lumped elements in the low-pass configuration.

A high-power RF push-pull amplifier can be designed by using a
symmetrical mirror-image connected pair of MOSFETs with the same
electrical characteristics. Such an amplifier with 300-W output power
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Figure 6.46 High power UHF LDMOSFET push-pull amplifier [15].

and 75 percent efficiency for the operating frequency of 81.36 MHz is
shown in Fig. 6.47 [16]. The input ferrite transformer provides the 2:1
unbalanced-to-balanced transformation. Consequently, the gate impe-
dance of each transistor, which was determined to be (0.3 + j2.75) �,
should be matched to the 6.25-� transformer secondary winding impe-
dance. The input matching circuit for each device represents a low-pass

Pin

470 Ω

T1

125 V

125 V

470 Ω

1 nF

75-380 pF

50 nHTL1

Pout

T2

1 nF

1 nF 0.01 µF

1 nF

330 pF

50 nH

25-115 pF

0.01 µF

1 nF

1 nF

TL2

RFC1

RFC2

ARF449A

ARF449B

0.68 µH

0.68 µH

Figure 6.47 300 W VHF MOSFET power amplifier [16].
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π -type section with parallel capacitances and series microstrip printed
line; both TL1 and TL2 are 0.2 in wide, 1.80 in long, and of 35 �. The
gates of both MOSFETs are connected to ground through the resistors
on each side of the transformer secondary winding, although a single
resistor at the secondary center tap would work as well. To match the
output device impedance of (9.14 – j12.6) � with the output coaxial
transformer impedance of 25 �, it is sufficient to use a simple L-type
matching section with series inductance and parallel tuning capaci-
tance.
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Chapter

7
High-Efficiency Power

Amplifier Design

Highly efficient power amplifiers can be obtained by using overdriven
Class B, Class F or Class E operation modes, depending on the techni-
cal requirements. In all cases, an efficiency improvement is achieved by
providing the nonlinear operation conditions when an active device can
simultaneously operate in pinch-off, active and saturation regions re-
sulting in nonsinusoidal collector current and voltage waveforms, sym-
metrical for Class F and asymmetrical for Class E operation modes. In
Class F amplifiers analyzed in the frequency domain, the fundamental
and harmonic load impedances are optimized by short-circuit termina-
tion and open-circuit peaking in order to control the voltage and current
waveforms at the collector (or drain) of the device to obtain maximum
efficiency. In Class E amplifiers analyzed in the time domain, an ef-
ficiency improvement is achieved by realizing the on/off active device
switching operation (the pinch-off and saturation modes) with special
current and voltage waveforms so that high voltage and high current
do not concur at the same time.

Overdriven Class B

The idealized overdriven Class B collector current and voltage wave-
forms are presented in Fig. 7.1 (solid curves). The amplitudes of both
the current and voltage waveforms increase, but their truncated peak
values remain the same as in conventional Class B and are equal to the
value of the supply voltage Vcc and current peak value Is, respectively.

A Fourier analysis of the current and voltage waveforms as functions
of the angular parameter θ1 gives the following values for the voltage
and current components [1]:
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Figure 7.1 Overdriven Class B collector current and voltage waveforms.

For the dc voltage component

V0 = Vcc (7.1)

For the fundamental voltage component

V1 = 2Vcc

π

(
θ1

sin θ1
+ cos θ1

)
(7.2)

For the odd voltage components

Vn = 2Vcc

π

[
sin(θ1 − nθ1)
(1 − n) sin θ1

− sin(θ1 + nθ1)
(1 + n) sin θ1

+ 2 cos nθ1

n

]
(7.3)

where n = 3, 5, . . .

For the dc current component

I0 = Is

π

(
π

2
− θ1 + tan

θ1

2

)
(7.4)

For the fundamental current component

I1 = Is

π

(
θ1

sin θ1
+ cos θ1

)
(7.5)

For the odd current components

In = Is

π

[
sin(θ1 − nθ1)
(1 − n) sin θ1

− sin(θ1 + nθ1)
(1 + n) sin θ1

+ 2 cos nθ1

n

]
(7.6)

The output power on the fundamental frequency P1 = V1 I1/2 can be
calculated as a function of the angular parameter θ1 from

P1 = Vcc Is

π2

(
θ1

sin θ1
+ cos θ1

)2

(7.7)
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The dc power P0 = V0 I0 is also a function of the angular parameter
θ1, so that

P0 = Vcc Is

π

(
π

2
− θ1 + tan

θ1

2

)
(7.8)

and the out-of-band impedances are equal to

Zn = 2Vcc

Is
= RL for odd n (7.9)

Zn = 0 for even n (7.10)

where RL is the load resistance. Consequently, the total power is
dissipated on the load resistance not only at the fundamental (as in
conventional Class B operation) but also at odd harmonic frequency
components.

From expressions for the fundamental output power and dc power,
the collector efficiency η can be written as

η = 1
π

(
θ1

sin θ1
+ cos θ1

)2

π
2 − θ1 + tan θ1

2

(7.11)

For the extreme case of the square voltage and current waveforms
when θ1 approaches zero, the collector efficiency η approaches

η = 8
π2 = 81% (7.12)

This value is higher than in conventional Class B operation with
maximum collector efficiency η = 78.5% that follows from Eq. (7.11)
when θ1 = 90◦. However, analyzing Eq. (7.11) as a function of θ1 (on
extremum) results in overdriven Class B operation mode with maxi-
mum value of the collector efficiency η = 88.6% for angular parameter
θ1 = 32.4◦.

To evaluate the power-added efficiency (PAE), it is necessary to calcu-
late the effective operating power gain GPeff in overdriven operation. If
it is assumed that the overdriven effect is lacking, from Fig. 7.1 (dotted
curves) it follows that in this case, a conventional Class B operation,
both the current and voltage amplitudes are k times larger than the
same ones in overdriven Class B operation, where k = 1/ sin θ1. Con-
sequently, in the case of the same input power Pin, the output funda-
mental power in conventional Class B operation P1 will be larger than
that in the overdriven operation P1e by k2 times. Further, the effective
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Figure 7.2 Power-added efficiency for different values of power gain.

operating power gain GPeff will be smaller than the operating power
gain without the overdriven effect GP. This is defined by the following
expression:

GPeff = GP

k2 · P1e

P1
= GP

(
2 sin θ1

π

)2(
θ1

sin θ1
+ cos θ1

)2

(7.13)

Then, the power-added efficiency as a function of the angular param-
eter θ1 can be calculated according to

PAE = P1 − Pin

P0
= P1

P0

(
1 − 1

GPeff

)
(7.14)

In Fig. 7.2 the dependencies of PAE versus θ1 for different values of
GP are shown. So, for a typical value of GP = 12 dB in conventional
Class B operation, the power-added efficiency in overdriven operation
mode achieves a value of PAE = 77.2 percent with an optimum angular
parameter of θ1 = 51.4◦. But in this case it is necessary to consider an
excess of voltage collector amplitude V1 in k = 1.28 times over supply
voltage Vcc.

Class F Circuit Design

To increase the efficiency in overdriven Class B operation, it is advis-
able to use a constant value of angular parameter equal to θ1 = 90◦



High Efficiency Power Amplifier Design 251

Vcc 

π 2π 0 

2Vcc 

0 2ππ  

Is 

t ωt 
 θ1 π  −θ1 

Vcc(1+ k) 

i v 

ω

Figure 7.3 Optimum efficiency Class B collector current and voltage waveforms.

for collector current, i.e., to remain a half-sinusoidal collector current
waveform, and to approach θ1 to zero for collector voltage waveform as
shown in Fig. 7.3.

In the extreme case of θ1 = 0 the collector voltage approaches a
square waveform. Then, the fundamental current and voltage compo-
nents will be

I1 = Is

2
(7.15)

V1 = 4Vcc

π
(7.16)

respectively, giving an output power at the fundamental frequency of

P1 = Vcc Is

π
(7.17)

Taking into account Eq. (7.1) for the dc voltage component, and
Eq. (7.4) for the dc current component when θ1 = 90◦, gives the same
value for dc output power of

P0 = Vcc Is

π
(7.18)

As a result, the theoretical collector efficiency achieves a maximum
value of

η = P1

P0
= 100% (7.19)
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Figure 7.4 Ideal Class F current and voltage waveforms.

The impedance conditions at the device collector for 100 percent ide-
alized collector efficiency must be




Z1 = R1 = 8
π

Vcc

Is
Zn = 0 for even n
Zn = ∞ for odd n

(7.20)

The impedance conditions given by Eq. (7.20) correspond to ideal
Class F operation with voltage and current waveforms shown in Fig. 7.4
[2]. Here, a sum of odd harmonics gives a square voltage waveform
and a sum of fundamental and even harmonics approximates a half-
sinusoidal current shape. Such a condition with symmetrical collector
voltage and current waveforms, corresponding to ideal Class F opera-
tion mode with 100 percent collector efficiency, can be realized using a
load network with a lossless quarterwave transmission line and a se-
ries resonant circuit with infinite quality factor (see Figs. 2.7 and 2.8
in Chap. 2).

Although it is impossible to realize the ideal harmonic impedance
conditions in real hardware, the peaking of at least several current
and voltage harmonic components should be provided to achieve high-
efficiency operation of the power amplifier. The more the voltage wave-
form provided by the high-order harmonic components can be flattened,
the less power dissipation due to flowing of the output current (when the
output voltage is extremely small) occurs. To understand common de-
sign principles and to numerically calculate power amplifier efficiency
according to the appropriate number of the frequency harmonic compo-
nents of voltage and current waveforms, use a design technique applied
to Class F approximation with maximally flattened waveforms [3]. The
output network is assumed to be ideal, to deliver only the fundamental
frequency power to the load without loss. The active device represents
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an ideal current source for providing an ideal switching between sat-
uration and pinch-off operation regions, with the saturation voltage
and the output capacitance equal to zero. Flattening of the voltage and
current waveforms to realize Class F operation can be accomplished by
using odd harmonic components to approximate a square voltage wave-
form and even harmonic components to approximate a half-sinusoidal
current waveform given by

v(θ ) = Vcc + V1 sin θ +
∞∑

n=3,5,7,...

Vn sin nθ (7.21)

i(θ ) = I0 − I1 sin θ −
∞∑

n=2,4,6,...

In cos nθ (7.22)

where θ = ω0t, ω0 = 2π f0, f0 is the fundamental frequency.
It follows from Fig. 7.4 that the medium points where the voltage

waveform reaches its maximum and minimum values are at θ = π/2
and θ = 3π/2, respectively. Maximum flatness at the minimum voltage
requires the even derivatives to be zero at θ = 3π/2. Since the odd-
order derivatives are equal to zero due to cos(nπ/2) = 0 for odd n, it is
necessary to define the even-order derivatives of the voltage waveform
given in Eq. (7.21).

For third harmonic peaking, when only the third harmonic compo-
nent together with the fundamental one is present, their optimum am-
plitudes are defined by

V1 = 9
8

Vcc V3 = 1
8

Vcc (7.23)

The voltage waveforms for third harmonic peaking (n = 1, 3), fifth
harmonic peaking (n = 1, 3, 5), and seventh harmonic peaking (n = 1,
3, 5, 7) are presented in Fig. 7.5.

From Fig. 7.4 it follows that the medium points where the current
waveform reaches its minimum and maximum values are at θ = π/2
and θ = 3π/2, respectively. Since the odd-order derivatives are equal
to zero due to cos(π/2) = 0 and sin(nπ/2) = 0 for even n, defining
the even-order derivatives of the current waveform given in Eq. (7.22)
is necessary. Maximum flatness at the minimum current requires the
even derivatives to be zero at θ = π/2.

For second harmonic peaking, when only the second harmonic com-
ponent together with the fundamental one is present, their optimum
amplitudes are defined by

I1 = 4
3

I0 I2 = 1
3

I0 (7.24)
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Figure 7.5 Voltage waveforms for n harmonic peaking.

The current waveforms for second harmonic peaking (n = 1, 2), fourth
harmonic peaking (n = 1, 2, 4), and sixth harmonic peaking (n = 1, 2,
4, 6) are shown in Fig. 7.6.

To compare the effectiveness of the operation modes with different
voltage and current harmonic peaking, calculate the efficiency η of each
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operation mode in accordance with

η = P1

P0
= 0.5

I1V1

I0V0
(7.25)

The resultant efficiencies for various combinations of voltage and cur-
rent harmonic components are presented in Table 7.1, which shows that
the efficiency increases with an increase of the number of voltage and
current harmonic components. To increase efficiency, it is more advis-
able to provide harmonic peaking in consecutive numerical order—both
for voltage and current harmonic components—than it is to increase the
number of the harmonic component into only voltage or current wave-
forms. Class F operation becomes mostly effective in comparison with
Class B operation if at least third voltage harmonic peaking and fourth
current harmonic peaking are realized. An inclusion of fifth voltage har-
monic component increases the efficiency to 83.3 percent. Additional
inclusion of a sixth harmonic component into the current waveform
and a seventh harmonic component into the voltage waveform leads to
efficiencies of up to 94 percent.

In practice, both extrinsic and intrinsic transistor parasitic elements
have a substantial effect on the efficiency, especially at high frequencies:
the influence of the output active device capacitance Cout, the collector
capacitance Cc (in the case of the bipolar transistor) or the drain-source
capacitance plus gate-drain capacitance Cds + Cgd (in the case of the
FET device). At higher frequencies the influence of the output lead
inductance Lout should be considered.

The ideal Class F amplifier with second harmonic short-circuit ter-
mination and third harmonic peaking allows maximum drain efficiency
of 75 percent to be realized. For a lumped-circuit amplifier, use an ad-
ditional parallel or series resonant circuits in order to approximate an
ideal Class F amplifier, with harmonic impedance conditions of Z1 =
Z3 = ∞� and Z2 = 0 � at the collector or drain, by compensating
for the influence of Cout. Output impedance-peaking circuits with addi-
tional lumped (a) parallel and (b) series resonant circuits are shown in
Fig. 7.7 [4, 5].

The reactive part of the output admittance Yout, including the im-
pedance peaking circuit that is presented in Fig. 7.7(a), can be given by

ImYout = ω Cout − 1 − ω2L2C2

ωL1(1 − ω2L2C2) + ωL2
(7.26)

As a result, applying three harmonic impedance conditions, open-
circuited for fundamental and third harmonic and short-circuited for
second harmonic, the values of the elements of this impedance-peaking



TABLE 7.1 Resultant Efficiencies for Various Combinations of Voltage and Current Harmonic Components

Voltage harmonic components
Current harmonic

components 1 1, 3 1, 3, 5 1, 3, 5, 7 1, 3, 5, . . . , ∞
1 1/2 = 0.500 9/16 = 0.563 75/128 = 0.586 1225/2048 = 0.598 2/π = 0.637
1, 2 2/3 = 0.667 3/4 = 0.750 25/32 = 0.781 1225/1536 = 0.798 8/3π = 0.849
1, 2, 4 32/45 = 0.711 4/5 = 0.800 5/6 = 0.833 245/288 = 0.851 128/45π = 0.905
1, 2, 4, 6 128/175 = 0.731 144/175 = 0.823 6/7 = 0.857 7/8 = 0.875 512/175π = 0.931
1, 2, 4, . . . , ∞ π/4 = 0.785 9π/32 = 0.884 75π/256 = 0.920 1225π/4096 = 0.940 1 = 1.000

257
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Figure 7.7 Output impedance-peaking circuits with additional lumped (a) par-
allel and (b) series resonant circuits.

circuit are

L1 = 1
6ω2

0Cout
L2 = 5

3
L1 C2 = 12

5
Cout (7.27)

Applying the same conditions for the output circuit that is shown
in Fig. 7.7(b) obtains the following values for the elements of such an
impedance-peaking circuit [6]:

L1 = 4
9ω2

0Cout
L2 = 9

15
L1 C2 = 15

16
Cout (7.28)

where L2, C2 creates a short-circuit condition at the second harmonic,
and all elements create the parallel resonant tanks for fundamental
and third harmonic components.

As an example, the frequency-response characteristic for the lumped
impedance-peaking circuit in Fig. 7.7(a), whose parameters are cal-
culated based on the fundamental frequency f0 = 0.5 GHz, is given
in Fig. 7.8. The circuit parameters are as follows: L1 = 7.7 nH, L2 =
12.8 nH, inductance quality factor Q = 20, C2 = 5.3 pF, Rout = 200 �,
and Cout = 2.2 pF. To increase the power amplifier efficiency, the el-
ement of the output matching circuit adjacent to the drain or collec-
tor of the transistor must be series and inductive to provide the high
impedance on odd harmonic components. As a first approximation
for numerical calculation, the output device resistance Rout can be
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Figure 7.8 Frequency response of impedance-peaking circuit.

estimated as the equivalent resistance determined on the fundamen-
tal frequency for ideal Class F operation, Rout = R(F)

1 = V1/I1. Taking
into account a zero saturation voltage and using Eqs. (7.15), (7.16) and
(7.20) yields

R(F)
1 = 4

π

Vcc

I1
= 4

π
R(B)

1 (7.29)

where R(B)
1 = Vcc/I1 is the fundamental output resistance in Class B.

The ideal Class F amplifier with all-even harmonic short-circuit ter-
mination and third harmonic peaking achieves a maximum drain ef-
ficiency of 88.4 percent. Such an operation mode is easy to realize by
using the transmission lines in the output circuit. The equivalent out-
put impedance-peaking circuit of such a microstrip amplifier is shown
in Fig. 7.9.

For the microstrip power amplifier, it is sufficient to provide the
following electrical lengths of the transmission lines on fundamental
frequency:

θ1 = π

2
θ2 = 1

3
tan−1

(
1

3Z0ω0Cout

)
θ3 = π

6
(7.30)

where Z0 is the characteristic impedance of the microstrip line. As
an example, the frequency-response characteristic of the microstrip
impedance-peaking circuit on the alumina substrate for the device out-
put resistance Rout = 50 � and output capacitance Cout = 2.2 pF, char-
acteristic impedance of microstrip lines Z0 = 50 � and electrical length
θ2 = 15◦ is given in Fig. 7.10. From Fig. 7.10 it follows that, for the
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Figure 7.9 Transmission-line impedance-peaking circuit.

short-circuited conditions for all-even harmonics and third harmonic
peaking, an additional output matching on the fundamental frequency
f0 = 0.5 GHz—taking into account the reactance due to the impedance
peaking circuit—is required.

The effectiveness of the circuit design technique is demonstrated on
the example of a high-power LDMOSFET amplifier. The small-signal
equivalent circuit of the LDMOS device cell with channel length L =
1.25 µm and channel width W = 1.44 mm is presented in Fig. 7.11.
The device model parameters were extracted from pulsed I−V and
S-parameter measurements. The parameters of the equivalent circuit
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Figure 7.10 Frequency response of microstrip impedance-
peaking circuit.
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Figure 7.11 Small-signal LDMOSFET equivalent circuit.

are given at a bias voltage for Class AB operation with quiescent current
Iq = 15 mA at Vdd = 28 V.

The equivalent circuit of the simulated 500 MHz single-stage lumped
power amplifier is shown in Fig. 7.12. The total channel width of a
high-voltage LDMOSFET is 7 × 1.44 mm. The drain efficiency and
power gain versus input power Pin for the case of ideal circuit induc-
tances are presented in Fig. 7.13. The values obtained for the drain
efficiency greater than 75 percent (curve 2) are due to an additional
harmonic peaking on higher components. This shortens the switching
time from pinch-off region to saturation region by better approximating
the drain voltage square waveform (Fig. 7.14, solid line). And, in this

500 Ω
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3.5 pF
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1.1 pF6 pF
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25 nH2 pF 15 nH
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Figure 7.12 Simulated lumped LDMOSFET Class F power amplifier.
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Figure 7.13 Drain efficiency and power gain versus input power.

case, the drain current waveform differs from a half-sinusoidal one be-
cause it includes higher-order odd harmonic components together with
current flowing through the device internal equivalent circuit capaci-
tances (Fig. 7.14, dotted line). The drain efficiency becomes higher than
80 percent (curve 1) if we ignore the effect of the device series drain
resistance. However, the amplifier drain efficiency, as well as the power
gain, can be significantly reduced with sufficiently small values in the
quality factor of the circuit inductances. For example, the maximum
value of the drain efficiency can be only 71 percent when a quality
factor of the inductances on the fundamental frequency is Qind = 30, as
shown in Fig. 7.15.

Therefore, for high-level output power, it is preferable to use match-
ing circuits that employ microstrip lines. The equivalent circuit of the

0 
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Figure 7.14 Drain voltage and current waveforms.



High Efficiency Power Amplifier Design 263

12.5 17.5 20

efficiency, %

10

80

60

20

0
15 Pin, dBm

100

40

22.5

gain, dB

22

20

12

14

16

18

Figure 7.15 Drain efficiency and power gain versus input power.

simulated 500 MHz single-stage microstrip power amplifier is shown in
Fig. 7.16. The input and output matching circuits represent T-section
matching circuits, and each of them consists of a series microstrip line,
parallel open-circuit stub and series capacitance. To provide even har-
monic termination and third harmonic peaking for Class F operation,
the RF short-circuited quarterwave microstrip line and a combina-
tion of series microstrip line and open-circuit stub of λ/12 electrical
length are used. Such an output circuit configuration approximates the
square drain voltage waveform (Fig. 7.17, solid line) and realizes a high
drain efficiency of more than 75 percent with maximum output power
Pout = 8 W (Fig. 7.18). The smaller value of the drain efficiency, in com-
parison with the theoretical value, can be explained by the additional
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Figure 7.16 Simulated microstrip LDMOSFET Class F power amplifier.
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Figure 7.18 Drain efficiency and power gain versus input power.

power loss due to the saturation resistance and the parasitic drain se-
ries resistance. Also, as seen in Fig. 7.17, the drain current waveform
(dotted line) differs from half-sinusoidal because the nonoptimal magni-
tudes of the odd harmonic components flow through the drain terminal.

Inverse Class F

The concept of inverse Class F mode was introduced mostly for low-
voltage power amplifiers designed for monolithic applications [7, 8].
The inverse Class F is dual to the conventional Class F mode with the
collector voltage and current waveforms being mutually interchanged.
In this case, the maximum amplitude of the output current waveform
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Figure 7.19 Ideal voltage and current waveforms corresponding to inverse Class F
operation.

is smaller, which can contribute to reducing loss in the lumped induc-
tances due to lower voltage drop across their parasitic resistances. The
ideal voltage and current waveforms corresponding to inverse Class F
operation are shown in Fig. 7.19. Here, a sum of odd harmonics gives a
square current waveform and a sum of fundamental and even harmon-
ics approximates a half-sinusoidal voltage shape.

Taking into account Eqs. (7.15) and (7.16) for ideal Class F opera-
tion mode, the fundamental current and voltage components for inverse
Class F operation mode are determined by

V1 = Vs

2
= π

2
Vcc (7.31)

I1 = 4I0

π
(7.32)

respectively, giving an output power at the fundamental frequency of

P1 = Vs I0

π
= Vcc I0 = P0 (7.33)

In this case, as well as for conventional Class F one, the theoretical
collector (or drain) efficiency achieves a maximum value of 100 percent
because there are no intersections between current and voltage wave-
forms. The impedance conditions at the device collector for 100 percent
idealized collector efficiency must be


Z1 = R1 = π

8
Vs

I0
Zn = 0 for odd n
Zn = ∞ for even n

(7.34)

The ideal inverse Class F power amplifier cannot provide all of
the voltage third-order and higher-order odd harmonic short-circuit
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Figure 7.20 Equivalent transmission line output impedance-peaking
circuit.

termination by the use of only a transmission line, as can be easily
realized by quarterwave transmission line for even harmonics in the
conventional Class F power amplifier. In this case, with a sufficiently
simple circuit schematic convenient for practical realization, only the
current second harmonic peaking and voltage third harmonic termina-
tion can be realized, with a maximum drain efficiency of 75 percent. The
equivalent output impedance-peaking circuit of such a microstrip power
amplifier is presented in Fig. 7.20. This circuit schematic is similar to
that found in Class F operation mode. As a first approximation for nu-
merical calculation, the output device resistance Rout can be estimated
as equivalent resistance determined on the fundamental frequency for
ideal inverse Class F operation, Rout = R(invF)

1 = V1/I1. Then, taking
into account a zero saturation voltage and using Eq. (7.31) yields

R(invF)
1 = π

2
Vcc

I1
= π2

8
R(F)

1 = π

2
R(B)

1 (7.35)

From Eq. (7.35) it follows that the equivalent output resistance for
ideal inverse Class F is higher by more than 1.5 times than for con-
ventional Class B operation. Therefore, using an inverse Class F op-
eration mode simplifies the output matching circuit design. This is
very important for a high-output power level when the output resis-
tance is sufficiently small. However, the maximum amplitude of the
output voltage waveform is higher than the supply voltage by about
three times. In an ideal case, maximum amplitude requires that the de-
vice breakdown voltage be increased or the supply voltage be reduced.
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The latter is not desirable because of a decrease in power gain and
efficiency.

For such an inverse Class F microstrip power amplifier, it is necessary
to provide the following electrical lengths for the transmission lines at
the fundamental component:

θ1 = π

3
θ2 = 1

2
tan−1

[(
2Z0ω0Cout − 1√

3

)−1
]

θ3 = π

4
(7.36)

where Z0 is the characteristic impedance of the microstrip lines. A
transmission line with θ1 = π/3 provides a short circuit condition for
the third harmonic, whereas the remaining two transmission lines, to-
gether with the device output capacitance, forms a parallel resonant cir-
cuit to realize an open circuit condition for the second harmonic at the
drain terminal. As an example, the frequency-response characteristic
of the microstrip impedance-peaking circuit on the alumina substrate
for the device output resistance Rout = 50 � and output capacitance
Cout = 2.2 pF, characteristic impedance of microstrip lines Z0 = 50 �

and electrical length θ2 = 42◦ is given in Fig. 7.21. From Fig. 7.21 it fol-
lows that, for the second harmonic peaking and third harmonic short-
circuit termination, an additional output matching on the fundamental
frequency f0 = 0.5 GHz—taking into account the reactance introduced
by the impedance-peaking circuit—is required.

The effectiveness of the circuit design technique for inverse Class F
application is demonstrated by the example of a high-power
LDMOSFET amplifier with a device of the same geometry as for conven-
tional Class F mode. The equivalent circuit of the simulated 500 MHz
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Figure 7.21 Frequency response of the microstrip impedance
peaking circuit.
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Figure 7.22 Simulated 500 MHz single-stage microstrip power amplifier.

single-stage microstrip power amplifier is shown in Fig. 7.22. The
schematic of input and output matching circuits also represents a
T-section matching circuit with a series microstrip line, parallel open-
circuit stub and series capacitance. To provide the third harmonic ter-
mination and second harmonic peaking for inverse Class F operation,
we use the RF short-circuited λ/6-microstrip line together with a com-
bination of series microstrip line and open-circuit stub of λ/8 electri-
cal length for the second harmonic termination. Figure 7.23 shows
the drain voltage waveform close to the half-sinusoidal one (solid line)
and the drain current waveform, which differs slightly from the ideal

0 

20 

40 

60 

vd, V 

0 1 2 3 t, nsec 
−20 

1.4 

2.1 

0.7 

0 

−0.7 

id, A 

Figure 7.23 Drain voltage and current waveforms.
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Figure 7.24 Drain efficiency and power gain versus input power.

(dotted line). In this case, the maximum value of the drain voltage is
larger by 2.4 times the drain supply voltage of 24 V. Nevertheless,
a drain efficiency of up to 71 percent with maximum output power
Pout = 8 W is achieved (Fig. 7.24).

To minimize the number of circuit elements, the output matching
circuit of such a power amplifier can also be realized in the form of
a high-pass L-transformer, as shown in Fig. 7.25. Simulation results
indicate that the length of the short-circuited parallel stub can ap-
proach λ/4. For particular cases, the load network designed to provide
the second and third harmonic control can also perform the function of
a matching circuit, together with the series capacitance required for dc

500 Ω

24 V

300 Ω

1.5 kΩ

Pout
9 pF

50 Ω
63°

100 pF

2 pF

Pin

30 Ω
54°

30 Ω
60°

30 Ω
62°

50 Ω
45°

50 Ω
83°

Figure 7.25 Simulated 500 MHz microstrip power amplifier with L-transformer.
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Figure 7.26 Simulated 500 MHz single-stage microstrip high-power amplifier.

blocking. The equivalent circuit of the simulated 500 MHz single-stage
microstrip high-power amplifier with total LDMOSFET channel width
W = 28 × 1.44 mm is shown in Fig. 7.26. In this case, drain efficiency
of up to 78 percent for output power of about 25 W with 14 dB power
gain can be realized, as follows from Fig. 7.27. An analysis of the drain
voltage and current waveforms shown in Fig. 7.28 indicates that the op-
eration mode obtained is close to inverse Class F operation mode where
the current waveform is close to the square one (dotted line) whereas the
voltage waveform looks half-sinusoidal. The only difference is a small
phase shift between the voltage and current waveforms. In this case,
the maximum voltage magnitude does not reach even a value of 60 V.
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Figure 7.27 Drain efficiency and power gain versus input power.
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Figure 7.28 Drain voltage and current waveforms.

It is also possible to use chip capacitances instead of open circuit stubs
to minimize the overall size of the power amplifier [4, 5].

Class E with Shunt Capacitance

The switched-mode tuned Class E power amplifiers with a shunt capac-
itance have found widespread application due to their design simplicity
and high efficiency. These power amplifiers are widely used in different
frequency ranges and provide output power levels ranging from sev-
eral kilowatts at low RF frequencies up to about one watt at microwave
frequencies. In the Class E power amplifier, the transistor operates as
an on-to-off switch and the shapes of the current and voltage wave-
forms provide a condition where the high current and high voltage do
not overlap simultaneously. This minimizes the power dissipation and
maximizes the power amplifier efficiency. The possibility of increasing
the efficiency of the single-ended power amplifier by mistuning the out-
put matching circuit was found quite long ago [9]. However, the single-
ended switched-mode power amplifier with a shunt capacitance as a
Class E power amplifier was first introduced only in 1975 [10].

The characteristics of a Class E power amplifier can be determined
by finding its steady-state collector voltage and current waveforms. The
basic circuit of a Class E power amplifier with a shunt capacitance is
shown in Fig. 7.29(a), where the load network consists of a capacitance
C shunting the transistor, a series inductance L, a series fundamentally
tuned L0C0-circuit and a load resistance R. In a common case, a shunt
capacitance C can represent the intrinsic device output capacitance and
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Figure 7.29 Basic circuits of a Class E power amplifier with shunt
capacitance.

external circuit capacitance added by the load network. The collector
of the transistor is connected to the supply voltage by an RF choke
with high reactance at the fundamental frequency. The active device is
considered to be an ideal switch that is driven in such a way as to switch
the device between its on-state and off-state operation conditions. As a
result, the collector voltage waveform is determined by the switch when
it is turned on and by the transient response of the load network when
the switch is turned off.

In order to simplify an analysis of a Class E power amplifier, a simple
equivalent circuit of which is shown in Fig. 7.29(b), the following several
assumptions are introduced:

� The transistor has zero saturation voltage, zero saturation resistance,
infinite off-resistance, and its switching action is instantaneous and
lossless.

� The total shunt capacitance is independent of the collector and is
assumed to be linear.

� The RF choke allows only a constant dc current and has no resistance.
� The loaded quality factor QL of the series resonant L0C0-circuit tuned

on the fundamental frequency ω0 = 1/
√

L0C0 is high enough for the
output current to be sinusoidal at the switching frequency.

� There are no losses in the circuit except only into the load R.
� For optimum operation mode a 50 percent duty cycle is used.
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For the lossless operation mode, it is necessary to provide the follow-
ing optimum conditions for voltage across the switch just prior to the
start of switch-on at the moment t = 2π , when transistor is saturated:

v(ωt)|ωt=2π = 0 (7.37)

dv(ωt)
dωt

∣∣∣∣
ωt=2π

= 0 (7.38)

where v is the voltage across the switch.
The detailed theoretical analysis of a Class E power amplifier with

shunt capacitance for any duty cycle is given in [11], where the output
current is assumed to be sinusoidal as

iR(ωt) = IR sin(ωt + ϕ) (7.39)

where ϕ is the initial phase shift.
When the switch is on for 0 ≤ ωt < π , the current through the capac-

itance iC(ωt) = ωC dv(ωt)
dωt = 0 and, consequently,

i(ωt) = I0 + IR sin(ωt + ϕ) (7.40)

under the initial on-state condition i
(
0
) = 0. Hence, the dc current can

be defined as

I0 = −IR sin ϕ (7.41)

and the current through the switch can be rewritten by

i(ωt) = IR[sin(ωt + ϕ) − sin ϕ] (7.42)

When the switch is off for π ≤ ωt < 2π , the current through the
switch i(ωt) = 0 and the current flowing through the capacitance C can
be written as

iC(ωt) = I0 + IR sin(ωt + ϕ) (7.43)

whereas the voltage across the switch is produced by the charging of
this capacitance according to

v(ωt) = 1
ωC

ωt∫
π

iC(ωt)dωt = − IR

ωC
[cos(ωt + ϕ) + cos ϕ + (ωt − π ) sin ϕ]

(7.44)

Applying the first optimum condition given by Eq. (7.37) allows the
phase angle ϕ to be defined as

ϕ = tan−1
(

− 2
π

)
= −32.482◦ (7.45)
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Consideration of trigonometric relationships shows that

sin ϕ = −2√
π2 + 4

cos ϕ = π√
π2 + 4

(7.46)

As a result, the steady-state voltage waveform across the switch using
Eqs. (7.41) and (7.46) can be obtained in the form of

v(ωt) = I0

ωC

(
ωt − 3π

2
− π

2
cos ωt − sin ωt

)
(7.47)

Using Fourier-series expansion, the expression to determine the sup-
ply voltage Vcc can be written as

Vcc = 1
2π

2π∫
0

v(ωt)dωt = I0

πωC
(7.48)

As a result, the normalized steady-state collector voltage waveform
for π ≤ ωt < 2π and current waveform for period of 0 ≤ ωt < π are

v(ωt)
Vcc

= π

(
ωt − 3π

2
− π

2
cos ωt − sin ωt

)
(7.49)

i(ωt)
I0

= ωt − 3π

2
− π

2
cos ωt − sin ωt (7.50)

Figure 7.30 shows the normalized (a) load current, (b) collector volt-
age waveform, and (c) collector current waveforms for idealized opti-
mum Class E with shunt capacitance. From the collector voltage and
current waveforms it follows that, when the transistor is turned on,
there is no voltage across the switch, and the current i consisting of
the load sinusoidal current and dc current flows through the device.
However, when the transistor is turned off, this current flows through
the parallel capacitance C.

As a result, there is no nonzero voltage and current simultaneously,
which means a lack of the power losses and gives an idealized collector
efficiency of 100 percent. This implies that the dc power and fundamen-
tal output power are equal, that is

I0Vcc = I2
R

2
R (7.51)

Consequently, the amplitude of the supply current I0 can be deter-
mined using Eqs. (7.41) and (7.46) by

I0 = Vcc

R
8

π2 + 4
= 0.577

Vcc

R
(7.52)
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Figure 7.30 Normalized (a) load current and collector (b) voltage
and (c) current waveforms for idealized optimum Class E with
shunt capacitance.
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Then, the amplitude of the output voltage VR = IR R can be found by

VR = 4Vcc√
π2 + 4

= 1.074Vcc (7.53)

The peak collector voltage Vs and current Is can be determined by dif-
ferentiating the appropriate waveforms given by Eqs. (7.49) and (7.50),
respectively, and setting the results equal to zero, which gives

Vs = −2πϕVcc = 3.562Vcc (7.54)

and

Is =
(√

π2 + 4
2

+ 1

)
I0 = 2.8621 I0 (7.55)

The fundamental-frequency voltage v1(ωt) across the switch consists
of two quadrature components as shown in Fig. 7.31, the amplitudes of
which can be found using Fourier formulas and Eq. (7.49) by

VR = − 1
π

2π∫
0

v(ωt) sin(ωt + ϕ)d(ωt) = IR

πωC

(
π

2
sin 2ϕ + 2 cos 2ϕ

)

(7.56)

R C 
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L I1 

IC 

IR 

VR 

VL 

φ  

VL 

VR 

V1 

I1 IC 

IR 

Figure 7.31 Fundamental voltage and current phasors
for equivalent circuit diagram corresponding to Class E
power amplifier with shunt capacitance.
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VL = − 1
π

2π∫
0

v(ωt) cos(ωt + ϕ)dωt = − IR

πωC

(
π

2
+ π sin2

ϕ + 2 sin 2ϕ

)

(7.57)

As a result, the optimum series inductance L and shunt capacitance
C can be found from

ωL
R

= VL

VR
= 1.1525 (7.58)

ωCR = ωC
IR

VR = 0.1836 (7.59)

The optimum load resistance R can be obtained using Eqs. (7.51) and
(7.53) for the supply voltage Vcc and the output power Pout as

R = 8
π2 + 4

V 2
cc

Pout
= 0.5768

V 2
cc

Pout
(7.60)

Finally, the phase angle of the load network at fundamental seen
by the switch, and required for idealized optimum Class E with shunt
capacitance, can be determined through the circuit parameters using
Eqs. (7.58) and (7.59) by

φ = tan−1
(

ωL
R

)
− tan−1

(
ωCR

1 − ωL
R ωCR

)
= 35.945◦ (7.61)

The high-QL assumption for the series resonant L0C0-circuit can lead
to considerable errors if its value is very small in real circuits [12]. For
example, for a 50 percent duty cycle, the values of the load network
parameters for a loaded quality factor less than unity can differ by
several tens of percents. At the same time, for QL ≥ 7, the errors are
found to be less than 10 percent and they become less than 5 percent for
QL ≥ 10. Also, it is necessary to take into account the finite value of the
RF choke inductance, and, when it can be observed, the increase of the
output power for low inductance values [13, 14]. A detailed overview
of Class E power amplifiers with shunt capacitance including explicit
design equations, applicable frequency range, optimization principles
and experimental results is given in [15].

These analytical results for idealized Class E operation conditions
do not take into account the possible losses caused by nonideal active
device properties, for example, due to the finite value of the satura-
tion resistance rsat and finite time between on and off operation con-
ditions. The second effect can be explained by the device inertia when
the base charge changes to zero with some finite time delay τa. As a
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Figure 7.32 Equivalent Class E load networks (a) with saturation resis-
tance and (c) nonlinear capacitance and (b) current waveform with finite
time delay.

result, the base charge process determines the collector current wave-
form behaviour during this time delay period. So, for the equivalent
circuit shown in Fig. 7.32(a), the average dissipated power Psat can be
evaluated by [9]

Psat ∼= 8
3

rsat P2
out

V 2
cc

(7.62)

whereas the losses due to the finite time between on and off operation
conditions described by the normalized loss power Pa can be approxi-
mately calculated by [2, 9]

Pa ∼= τ 2
a

12
(7.63)

where τa is shown in Fig. 7.32(b). In this case, the losses are sufficiently
small and, for example, for τa = 0.35 or 20◦ they are only 1 percent.
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In a common case, the intrinsic output device capacitance is non-
linear as shown in Fig. 7.32(c) and, if its contribution to the overall
shunt capacitance is quite large, it is necessary to take into account
the nonlinear nature of this capacitance when specifying the break-
down voltage. So, the collector voltage waveform will rise in the case of
the output capacitance described by the abrupt junction in comparison
to the linear one, and its maximum voltage can be greater by about
20 percent [16]. The nonlinear nature of this capacitance should also
be taken into consideration when obtaining the optimum value of the
series inductance.

The idealized switching conditions given by Eqs. (7.37) and (7.38)
are optimum for yielding high efficiency in the case of a switch with
negligibly small series resistance. However, if the switch has apprecia-
ble resistance, the higher efficiency can be achieved by moving slightly
from the idealized optimum waveforms [15]. No analytical optimization
procedure yet exists, but the load network parameters can be optimized
numerically.

Class E with Parallel Circuit

The switched-mode tuned Class E power amplifiers with a parallel cir-
cuit are an alternative to the Class E tuned power amplifiers with a
shunt capacitance realizing the high-efficiency operation mode [9, 17,
18]. In the parallel-circuit Class E power amplifier, the transistor also
operates as an on-to-off switch and the shapes of the current and voltage
waveforms provide a condition, when the high current and high voltage
do not overlap simultaneously, that minimizes the power dissipation
and maximizes the power amplifier efficiency. Such an operation mode
can be achieved by an appropriate choice of the values for the reactive
elements in its load network, which should be mistuned at the funda-
mental frequency. For the parallel-circuit Class E power amplifiers, the
circuit schematic, required waveforms, phase angles and values of the
circuit elements differ from those of the Class E power amplifier with
shunt capacitance.

The basic circuit of a switched-mode parallel-circuit Class E power
amplifier is shown in Fig. 7.33(a). The load network consists of a parallel
inductance L, a parallel capacitance C, a series L0C0-resonant circuit
tuned on the fundamental, and a load R. In a common case, a parallel
capacitance C can represent the intrinsic device output capacitance and
external circuit capacitance added by the load network.

Let us introduce the same idealized assumptions to analyze the
parallel-circuit Class E power amplifier with the optimum conditions
given by Eqs. (7.37) and (7.38) that were applied to analyze the Class E
power amplifier with a shunt capacitance. For the idealized theoretical
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Figure 7.33 Equivalent circuits of Class E power amplifiers with parallel
circuit.

analysis, it is advisable to replace the active device by the ideal switch,
as shown in Fig. 7.33(b). Also, let the output current flowing through
the load be sinusoidal with the initial phase shift ϕ.

When the switch is on for 0 ≤ ωt < π , the voltage v(ωt) = Vcc −
vL(ωt) = 0, the current flowing through the capacitance iC(ωt) =
ωC dv(ωt)

d(ωt) = 0 and, consequently,

i(ωt) = iL(ωt) + iR(ωt) = Vcc

ωL
ωt + IR[sin(ωt + ϕ) − sin ϕ] (7.64)

When the switch is off for π ≤ ωt < 2π , the current i(ωt) = 0 and the
current iC(ωt) = iL(ωt) + iR(ωt) flowing through the capacitance C can
be rewritten as

ωC
dv(ωt)
d(ωt)

= 1
ωL

ωt∫
π

[Vcc − v(ωt)]d(ωt) + iL(π ) + IR sin(ωt + ϕ) (7.65)

under the initial off-state conditions v(π ) = 0 and iL(π ) = Vccπ
ωL − IR sin ϕ.

Equation (7.65) can be represented in the form of the linear nonho-
mogeneous second-order differential equation given by

ω2LC
d2v(ωt)
d(ωt)2 + v(ωt) − Vcc − ωLIR cos(ωt + ϕ) = 0 (7.66)
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the general solution for which can be obtained in the form of

v(ωt) = C1 cos(qωt) + C2 sin(qωt) + Vcc − q2

1 − q2 ωLIR cos(ωt + ϕ)

(7.67)

where q = 1/ω
√

LC and the coefficients C1 and C2 are determined from
the initial off-state conditions.

To solve Eq. (7.67) with regard to the three unknown parameters, it
is necessary to use the two optimum conditions given by Eqs. (7.37) and
(7.38) and to add an additional equation defining the supply voltage Vcc
from a Fourier-series expansion as

Vcc = 1
2π

2π∫
0

v(ωt)dωt (7.68)

As a result, the following exact values can be obtained numerically
for the unknown parameters:

q = 1.412 (7.69)

ϕ = 15.155◦ (7.70)

ωLIR = 1.21 Vcc (7.71)

The dc supply current I0 can be found using the Fourier formula by

I0 = 1
2π

2π∫
0

i(ωt)d(ωt)

= IR

2π

(
Vcc

ωLIR

π2

2
+ 2 cosϕ − π sin ϕ

)
= 0.826IR (7.72)

Figure 7.34 shows the normalized (a) load current and collector (b)
voltage and (c) current waveforms for idealized optimum parallel-circuit
Class E operation. From the collector voltage and current waveforms it
follows that, when the transistor is turned on, there is no voltage across
the switch and current i—consisting of the load sinusoidal and induc-
tive currents—flows through the device. However, when the transistor
is turned off, this current now flows through the parallel capacitance C.
As a result, there is no nonzero voltage and current simultaneously.
When this happens, no power loss occurs and an idealized collector ef-
ficiency of 100 percent is achieved. The normalized currents flowing
through the load network parallel (a) capacitance C and (b) inductance
L for idealized optimum parallel-circuit Class E operation mode are
shown in Fig. 7.35.
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The fundamental-frequency current i1(ωt) flowing through the switch
consists of the two quadrature components shown in Fig. 7.36, the am-
plitudes of which can be found using Fourier formulas and Eq. (7.64)
by

IR = 1
π

2π∫
0

i(ωt) sin(ωt + ϕ)d(ωt)

= IR

π

[
Vcc

ωLIR
(πcos ϕ − 2 sin ϕ) + π

2
− sin 2ϕ

]
(7.73)

IX = − 1
π

2π∫
0

i(ωt) cos(ωt + ϕ)d(ωt)

= IR

π

[
Vcc

ωLIR
(πsin ϕ + 2 cos ϕ) − 2 sin2

ϕ

]
(7.74)
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Figure 7.36 Phasor diagram corresponding to Class E
power amplifier with parallel circuit.

Consequently, the phase angle φ between the fundamental-frequency
voltage v1(ωt) and current i1(ωt) applied to the switch terminal is
equal to

φ = tan−1
(

IX

IR

)
= 34.244◦ (7.75)

Alternatively, the phase angle φ can be represented as a function of
load network elements as

tan φ = R
ωL

− ωRC (7.76)

Hence, the normalized load network parameters can be obtained by

ωL
R

= q2 − 1
q2 tan φ

(7.77)

ωRC = tan φ

q2 − 1
(7.78)



High Efficiency Power Amplifier Design 285

As a result, using Eqs. (7.69) and (7.75) the optimum parallel induc-
tance L and parallel capacitance C can be determined by

L = 0.732
R
ω

(7.79)

C = 0.685
ωR

(7.80)

The optimum load resistance R for the specified values of supply
voltage Vcc and output power Pout can be obtained from Eq. (7.71), taking
into account that R = V2

R/2Pout, by

R = 1.365
V 2

cc

Pout
(7.81)

The parameters of the series resonant circuit as functions of the
loaded quality factor QL (whose value should be as high as possible)
are calculated by

C0 = 1
ωRQL

(7.82)

L0 = 1
ω2C0

(7.83)

If the calculated value of the resistance R for the optimum Class E
power amplifier is too small or differs significantly from the required
load impedance, it is necessary to use an additional matching circuit to
deliver maximum output power to the load. In this case, the first series
element of such matching circuits should be the inductance to provide
high impedance conditions for harmonics, as shown in Fig. 7.37.

The peak collector current Is and peak collector voltage Vs can be
determined from Eqs. (7.64) and (7.67) as

Is = 2.647I0 (7.84)

Vs = 3.647Vcc (7.85)

Figure 7.37 Parallel-circuit Class E power amplifier with lumped
matching circuit.
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When realizing the optimum Class E operation mode, it is important
to know the maximum frequency that such an efficient operation mode
can achieve. In this case, it is advisable to establish a relationship be-
tween the maximum frequency fmax, device output capacitance Cout and
supply voltage Vcc. The device output capacitance Cout gives the main
limitation of the maximum operation frequency, as it is an intrinsic
device parameter and cannot be reduced for a given active device. So,
using Eqs. (7.80) and (7.81) when C = Cout gives the value of maximum
operation frequency of

fmax = 0.0798
Pout

CoutV 2
cc

(7.86)

which is 1.4 times higher than maximum operation frequency for an
optimum Class E power amplifier with shunt capacitance [19].

Class E with Transmission Lines

At microwave frequencies, to minimize the insertion losses, the trans-
mission lines should replace any lumped inductances in the output
matching circuit. For example, the matching circuit can be composed
of any type of transmission lines—including open-circuited or short-
circuited stubs—to provide the required matching and harmonic sup-
pression conditions. As a result, to approximate the idealized Class E
with shunt capacitance, it is necessary to design the transmission-line
load network to satisfy the required idealized optimum impedance at
the fundamental given by

Znet1 = R (1 + j tan 49.052◦) (7.87)

which can be obtained from Eqs. (7.58) and (7.59) [11]. At the same
time, the open-circuited conditions should be realized for all higher-
order harmonics. However, as it turned out from the Fourier analysis,
a good approximation to Class E mode may be obtained with only two
harmonics (fundamental and second) of the voltage waveform across
the switch [20]. In Fig. 7.38(a), the voltage waveform containing these
two harmonic components (dotted line) is plotted along with the ideal
one (solid line). In this case, the load network for Class E with shunt
capacitance designed for microwave applications includes the series
microstrip line l1 and open-circuited stub l2, as shown in Fig. 7.38(b).
The electrical lengths of lines l1 and l2 are chosen to be of about 45◦

at the fundamental to provide an open circuit condition at the second
harmonic, whereas their characteristic impedances are calculated to
satisfy the required inductive impedance condition at the fundamental.
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Figure 7.38 Two-harmonic voltage waveform and equivalent circuits of Class E power
amplifiers with transmission lines.

The output lead inductance of the packaged device can be accounted for
by shortening the length of l1.

An additional increase of the collector efficiency can be provided by
the load impedance control at both the second and third harmonics [21].
Such a harmonic control network consists of the open-circuited quar-
terwave stubs both at the second harmonic and third one separately,
as shown in Fig. 7.38(c), where the third harmonic quarterwave stub
is located before the second harmonic one. It is possible to achieve very
high collector efficiency even with values of the device output capaci-
tance higher than is conventionally required, as long as the load at the
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second and third harmonics is kept strictly inductive. As a result, max-
imum collector efficiency over 90 percent for a power amplifier with an
output power of 1.5 W can be realized at 900 MHz.

The same Fourier analysis can be applied to the parallel-circuit Class
E power amplifier, when a good approximation to the idealized voltage
and current collector waveforms can also be obtained with only the first
and second harmonics. Here, as a first step, the parallel inductance L
at microwaves should be replaced by the short-length short-circuited
transmission line TL, as shown in Fig. 7.39(a), according to

Z0tan θ = ωL (7.88)

where Z0 and θ are the characteristic impedance and electrical length
of the transmission line TL, respectively. To approximate the idealized
parallel-circuit Class E operation conditions for a microwave power am-
plifier, it is necessary to design the transmission-line load network to
satisfy the required idealized optimum impedance at the fundamental
given by

Znet1 = R/(1 − j tan 34.244◦) (7.89)

which can be obtained using Eqs. (7.79) and (7.80).

Figure 7.39 Schematics of parallel-circuit Class E power amplifier
with transmission line.
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As a result, using Eq. (7.79) to determine the parallel inductance L for
optimum switched-mode operation, the ratio between the transmission
line parameters and the load resistance for idealized 50 percent duty
cycle switched-mode operation can be obtained by [22]

tan θ = 0.732
R
Z0

(7.90)

In a practical circuit, the L0C0-filter should be replaced by the output
matching circuit, the input impedance of which needs to be sufficiently
high at the harmonics. This means that, for the T-type matching cir-
cuit shown in Fig. 7.39(b), the length of the parallel open-circuited stub
TL2 should be chosen as 45◦ to realize a short circuit condition for the
second harmonic across the load. Then, the values of the character-
istic impedances and the electrical lengths of all transmission lines
using Eq. (7.90) are analytically calculated to provide the required in-
ductive impedance at the fundamental and capacitive reactance at the
second harmonic. However, to simplify the matching procedure, it is
easier to simply realize the conjugate matching with the load using the
transmission-line output matching circuit, whereas the length of the
parallel transmission line is chosen to realize the required phase angle
for the given device output capacitance.

Another possible transmission-line load network—shown in
Fig. 7.40(a)—was developed for a monolithic cellular handset power
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Figure 7.40 Schematics of parallel-circuit Class E power amplifier with transmission
line.
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amplifier, and includes a series transmission line with parallel capac-
itances. However, because of the finite electrical length of the trans-
mission line, it is impossible to realize simultaneously the required
inductive impedance at the fundamental with the purely capacitive re-
actance at the higher-order harmonics. For example, at the second har-
monic, the real part of the load network input impedance is too high, as
shown in Fig. 7.40(b). However, even for this approximation the results
of circuit simulation for the handset two-stage InGaP/GaAs HBT power
amplifier demonstrates a collector efficiency of 71 percent, power-added
efficiency of 61 percent at a frequency of 1.75 GHz with a supply voltage
Vcc = 3.5 V and output power of Pout = 34 dBm [17].

These transmission-line load networks cannot provide 100 percent
efficiency, even ideally, as the optimum conditions are realized only for
the fundamental and a few higher-order harmonic components. There-
fore, a special case is a load network with a quarterwave transmis-
sion line, when the lossless dc-to-RF power transformation can be real-
ized for particular values of the load network parameters. In practice,
the idealized rectangular collector voltage and half-sinusoidal current
waveforms corresponding to Class F operation, provided by using a
quarterwave transmission line in the load network, can be realized at
low frequencies when the effect of the device collector capacitance is
negligibly small. At higher frequencies, the effect of the device collector
capacitance contributes to a finite switching time, which results in the
time periods when the collector voltage and collector current exist at
the same time, i.e., v > 0 and i > 0 simultaneously. As a result, such
a load network with the quarterwave transmission line and shunt ca-
pacitance cannot provide the switched-mode operation with an instan-
taneous transition from the device pinch-off mode to saturation mode
and vice versa. Therefore, during a finite time interval, the device op-
erates in the active region as a current source with a reverse-biased
collector-base junction and the collector current is provided by this cur-
rent source.

However, the collector efficiency can be increased, and the effect of
the collector capacitance can be compensated, by including a series in-
ductance between the shunt capacitance and quarterwave transmission
line, realizing Class E operation conditions. The possibility of includ-
ing a quarterwave transmission line into the Class E load network (see
Fig. 7.29) instead of an RF choke was first considered in [23]. However,
such a location for a quarterwave transmission line with a straight con-
nection to the device collector violates the required capacitive reactance
conditions at even harmonics by providing simply their shortening. As a
result, an optimum Class E operation mode—when the shapes of the col-
lector current and voltage waveforms provide a condition at which the
high current and high voltage do not overlap simultaneously—cannot
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Figure 7.41 Equivalent circuit of Class E power amplifier with quarterwave
transmission line.

be realized. Moreover, the larger the value of the shunt capacitance, the
smaller the collector efficiency that can be achieved.

Consider the idealized Class E load network with a shunt capaci-
tance where a quarterwave transmission line is connected between the
series inductance and the fundamentally tuned series L0C0-circuit, as
shown in Fig. 7.41. Let the output current flowing into the load be si-
nusoidal given by Eq. (7.39) where the phase shift ϕ is due to the shunt
capacitance and series inductance.

When the switch is on for 0 ≤ ωt < π , the current flowing through
the shunt capacitance iC(ωt) = 0 and, consequently,

i(ωt) = iL(ωt) = iT(ωt) + iR(ωt) (7.91)

When the switch is off for π ≤ ωt < 2π , there is no current flowing
through the switch, i.e., i(ωt) = 0, and the current flowing through the
shunt capacitance C is

iC(ωt) = iL(ωt) = iT(ωt) + iR(ωt) (7.92)

Using Eqs. (2.58) and (7.39) for currents flowing into the transmission
line and load, an important expression can be derived from Eqs. (7.91)
and (7.92):

iL(ωt) − iL(ωt + π ) = 2iR(ωt) (7.93)
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The current iL(ωt + π ) can be expressed through the voltages vT and
vL(ωt) = ωLdiL(ωt)

d(ωt) as

iL(ωt + π ) = ωC
d

d(ωt)

[
vT(ωt + π ) − ωL

diL(ωt + π )
d(ωt)

]
(7.94)

Hence, using Eq. (2.57) for the switch-on condition when it yields

vT(ωt + π ) = 2Vcc − ωL
diL(ωt)
d(ωt)

(7.95)

the resulting second-order differential equation can be obtained from
Eqs. (7.93) and (7.94) when switch is turned off for π ≤ ωt < 2π and
iL = iC:

d2iC(ωt)
d(ωt)2 + q2

2
iC(ωt) + IR sin(ωt + ϕ) = 0 (7.96)

the general solution for which can be obtained in the form of

iC(ωt) = C1 cos
(

q√
2

ωt
)

+ C2 sin
(

q√
2

ωt
)

+ 2IR

2 − q2 sin(ωt + ϕ)

(7.97)

where q = 1/ω
√

LC and the coefficients C1 and C2 are calculated using
the following initial off-state conditions:

iC(ωt)|ωt=π = 2iR(π ) (7.98)

diC(ωt)
d(ωt)

∣∣∣∣
ωt=π

= Vcc

ωL
− IR cos(ϕ) (7.99)

The voltage across the switch during off-state operation is produced
by the charging of the shunt capacitance C according to

v(ωt) = 1
ωC

ωt∫
π

iC(ωt)dωt (7.100)

As a result, the three unknown parameters q, p = ωLIR/Vcc and ϕ can
be found from Eq. (7.100) using Eq. (7.97), the two optimum conditions
given by Eqs. (7.37) and (7.38) and an additional equation defining the
supply voltage Vcc from Fourier-series expansion as

q = 1.649 (7.101)

p = 1.302 (7.102)

ϕ = −40.8◦ (7.103)
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Figure 7.42 Voltage and current waveforms of a Class E power ampli-
fier with quarterwave transmission line.

Figure 7.42 shows the normalized (a) load current, (b) collector volt-
age and (c) current waveforms for idealized optimum Class E mode with
a quarterwave transmission line. From the collector voltage and current
waveforms it follows that, when the transistor is turned on, there is no
voltage across the switch and the current i—consisting of the load sinu-
soidal current and transmission line current (see Fig. 7.43(b))—flows
through the switch. However, when the transistor is turned off, this
current flows through the shunt capacitance C (see Fig. 7.43(a)).
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Figure 7.43 Current waveforms of a Class E power amplifier with
quarterwave transmission line.

The optimum series inductance L, shunt capacitance C and load re-
sistance R can be obtained by

L = 1.349
R
ω

(7.104)

C = 0.2725
ωR

(7.105)

R = 0.465
V2

cc

Pout
(7.106)

The peak collector current Is, peak collector voltage Vs and maximum
operation frequency fmax can be determined directly from numerical
calculation and Eq. (7.105), respectively, giving

Is = 2.714I0 (7.107)

Vs = 3.589Vcc (7.108)

fmax = 0.093
Pout

CoutV2
cc

(7.109)

which is 1.63 times higher than maximum operation frequency for the
optimum Class E power amplifier with a shunt capacitance [19].

In Table 7.2, the optimum impedances seen from the device collec-
tor at the fundamental and higher-order harmonic components are
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TABLE 7.2 Optimum Impedances at Fundamental and Harmonics for Different
Class E Load Networks

Class E with 
shunt capacitance 

Class E with 
parallel circuit 

Class E 
with quarterwave 
transmission line 

f0 
(fundamental) 

Class E load network 
2nf0 

(even harmonics) 
(2n+1)f0 

(odd harmonics) 

C 

L 

R 

C 

L 

R 

C L R 

C C 

C L C L 

C L C 

illustrated by the appropriate circuit configurations. It can be seen
that Class E mode with a quarterwave transmission line shows dif-
ferent impedance properties at even and odd harmonics. At odd har-
monics, the optimum impedances can be established by the shunt ca-
pacitance as it is required for all harmonics in Class E with a shunt
capacitance. At even harmonics, the optimum impedances are realized
using a parallel LC-circuit as it is required for all harmonics in Class E
with a parallel circuit. Thus, the frequency properties of a grounded
quarterwave transmission line with its open-circuit conditions at odd
harmonics and short-circuit conditions at even harmonics allow Class E
with a quarterwave transmission line to combine simultaneously the
harmonic impedance conditions typical for both Class E with a shunt
capacitance and Class E with a parallel circuit.

The theoretical results obtained for Class E mode with a quarter-
wave transmission line show that it is enough to use a very simple load
network to realize the optimum impedance conditions even for four har-
monics. In this case, as the shunt capacitance C and series inductance
L provide optimum inductive impedance at the fundamental, and the
quarterwave transmission line realizes the shortening of even harmon-
ics, it is only necessary to provide an open-circuit condition at the third
harmonic component. In addition, as follows from Fig. 7.43(b), the cur-
rent flowing into the transmission line is very closed to the sinusoidal
second harmonic current, which means that the level of fourth and
higher-order harmonics is negligible because of the significant shunt-
ing effect of the capacitance C. Consequently, when the ideal series
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Figure 7.44 Schematic of Class E power amplifier with lumped load network.

L0C0-circuit is replaced by the output matching circuit, the optimum
impedance conditions for Class E load network with a quarterwave
transmission line can be practically fully realized by simply providing
an open-circuit condition at the third harmonic component.

Figure 7.44 shows the circuit schematic of a lumped Class E power
amplifier with a quarterwave transmission line, where the parallel res-
onant L1C1-circuit tuned on the third harmonic is used and Cb is the
blocking capacitance. Since at the fundamental the reactance of this
circuit is inductive, it is enough to use the shunt capacitance C2 to com-
pose the L-type matching circuit that provides the required impedance
matching of optimum Class E load resistance R with the standard load
impedance of RL = 50 �. To calculate the parameters of the circuit ele-
ments, consider the loaded quality factor QL = ωC2 RL, which also can
be written as

QL =
√(

RL

R

)
− 1 (7.110)

As a result, the matching circuit parameters can be calculated from

C2 = QL

ωRL
(7.111)

L1 = 8
9

QL R
ω

(7.112)

C1 = 1
9ω2L1

(7.113)
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Figure 7.45 Schematic of a transmission-line Class E power amplifier.

At microwaves, the series lumped inductance L should be replaced
by the short-length series transmission line. In this case, when the
shunt capacitance C represents a fully internal active device output
capacitance, the bondwire and lead inductances can also be taken into
account, to provide the required inductive reactance and make the se-
ries transmission line shorter. Figure 7.45 shows the circuit schematic
of a transmission-line Class E power amplifier with a quarterwave
transmission line.

Usually the transmission line characteristic impedance Z0 (in most
cases equal to 50 �) is much higher than the required optimum load
network resistance R. Consequently, the input impedance of the se-
ries transmission line with characteristic impedance Z0 and electrical
length θ0 under the condition of (Rtan θ0/Z0) � 1, and having a suf-
ficiently short transmission line with an electrical length of less than
45◦, is determined by

Zin = Z0
R+ jZ0 tan θ0

Z0 + j Rtan θ0
= Z0

R
Z0

+ j tan θ0

1 + j R
Z0

tan θ0

∼= R+ jZ0 tan θ0 (7.114)

Using Eq. (7.114), the required optimum value of θ0 for Class E mode
using Eq. (7.104) is obtained from

θ0 = tan−1
(

1.349
R
Z0

)
(7.115)

The output matching circuit is necessary to match the required op-
timum resistance R calculated in accordance with Eq. (7.106) to the
50 � load and also to provide an open-circuit condition at the third har-
monic component. This can be easily done using the output matching
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topology in the form of an L-type transformer with a series transmis-
sion line and open-circuit stub. In this case, the electrical lengths of the
series transmission line and open-circuit stub should be chosen to be
30◦ each. The load impedance ZL seen by a quarterwave transmission
line can be written by

ZL = Z1
RL(Z2 − Z1 tan2 θ ) + jZ1 Z2 tan θ

Z1 Z2 + j (Z1 + Z2) RL tan θ
(7.116)

where θ = θ1 = θ2 = 30◦, Z1 and θ1 are the characteristic impedance
and electrical length of the series transmission line, and Z2 and θ2 are
the characteristic impedance and electrical length of the open-circuit
stub.

Hence, the conjugate matching with the load can be provided by
proper choice of the characteristic impedances Z1 and Z2. Separating
Eq. (7.116) into real and imaginary parts, the following system of two
equations with two unknown parameters is obtained:{

Z 2
1 Z 2

2 − R2
L (Z1 + Z2) (Z2 − Z1 tan2 θ ) = 0

(Z1 + Z2)2 R2
L Rtan2 θ − Z 2

1 Z 2
2 [RL(1 + tan2 θ ) − R] = 0

(7.117)

which allows calculation of the characteristic impedances Z1 and Z2.
This system of two equations can be explicitly solved as a function of
the parameter r = RL/R resulting in

Z1

RL
=

√
4r − 3

r
(7.118)

Z1

Z2
= 3

(
r − 1

r

)
(7.119)

Consequently, for the specified value of the parameter r with the re-
quired Class E optimum load resistance Rand standard load RL = 50 �,
the characteristic impedance Z1 is calculated from Eq. (7.118) and the
characteristic impedance Z2 is calculated from Eq. (7.119). For example,
if the required optimum load resistance is equal to R = 12.5 � resulting
in r = 4, the characteristic impedance of the series transmission line is
equal to Z1 = 45 � and the characteristic impedance of the open-circuit
stub is equal to Z2 = 20 �.

Unlike the transmission-line Class E load networks shown in
Fig. 7.41(b) with two-harmonic control [20] and in Fig. 7.41(c) with
three-harmonic control [21], the Class E load network with a quar-
terwave transmission line, which can provide the optimum impedance
conditions for at least four harmonics, is very simple in circuit imple-
mentation and doesn’t require an additional lumped RF choke element.
In addition, there is no need to use the special computer simulation
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tools required to calculate the parameters of the existing Class E
transmission-line load-network topologies [21, 24, 25], since all param-
eters of the Class E load network with a quarterwave transmission line,
as well as the output matching circuit parameters, are easily calculated
explicitly from simple analytical equations. Besides, such a Class E load
network with a quarterwave transmission line is very useful in practi-
cal design providing simultaneously significant higher-order harmonic
suppression.

Broadband Class E Circuit Design

The conventional design of a high-efficiency switched-mode tuned
Class E power amplifier requires a high QL-factor to satisfy the nec-
essary harmonic impedance conditions at the output device terminal.
However, if a sufficiently small value of the quality factor QL can be
chosen, a high-efficiency broadband operation of the Class E power am-
plifier can be realized. For example, a simple network consisting of a se-
ries resonant LC-circuit tuned to the fundamental and a parallel induc-
tance provides a constant load phase angle of 50◦ in a frequency range of
about 50 percent [26]. For the first time, such a reactance compensation
technique using single-resonant circuit has been applied to the varac-
tor tuned Gunn oscillator and parametric amplifier [27]. Moreover, it
is possible to increase the tuning range of an oscillator by adding more
stages of reactance compensation. So, for circuit having a 50 � load,
an improvement of 4 percent in the tuning range can theoretically be
achieved as a result of applying double-resonant circuit reactance com-
pensation, whereas for a circuit operating into 100 � load the increase
in tuning range is 17 percent [28]. This reactance compensation cir-
cuit technique can also be applied to microwave transistor amplifier
design because the input and output transistor impedances generally
are simulated by series or shunt RLC-circuits. For compensating the
reactive part and transforming the active part of the output transis-
tor impedance to the conventional load impedance, quarter- or half-
wavelength transmission lines can be used successfully. Transmission-
line matching technique achieves for GaAs MESFET amplifiers a fre-
quency range of 3.7 to 4.2 GHz with a gain ripple in limits of ±0.1 dB
and return loss of about 20 dB [29].

Computer-aided design of broadband microwave transistor amplifiers
normally requires considerable time and can be quite tedious. There-
fore the analytical approach, which can define common regularities and
express in explicit and simple form the ratios between circuit elements,
can be useful in substantially reducing the calculation required. Com-
bined with this analytical approach, computer optimization technique
yields the fastest and most accurate results.
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Figure 7.46 Single reactance compensation circuit.

The reactance compensation circuit technique will be demonstrated
using the simplified equivalent load network with a series resonant
L0C0-circuit tuned on the fundamental and a shunt LC-circuit providing
a constant load phase angle relative to the device output terminals, as
shown in Fig. 7.46. The reactances of the series and shunt resonant
circuits vary with frequency, increasing in the case of the series circuit
and reducing in the case of the loaded parallel circuit near the resonant
frequency ω0, as shown in Fig. 7.47 by curve 1 and curve 2, respectively.
Near the resonant frequency ω0 of the series circuit with positive slope
of its reactance, the slope of the shunt circuit reactance is negative.
This reduces the overall reactance slope of the load network (dotted
line). With a proper choice of the circuit elements, a constant load angle
over a very large frequency bandwidth is established.

This technique can be easily applied to the switched-mode Class E
power amplifier with a parallel circuit because its circuit configuration
is exactly the same. The parallel circuit configuration is directly applied

ω0 

ω 

2 1 

Xin 

Figure 7.47 Reactance compensation principle.
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for broadband operation conditions, unlike the Class E circuit configu-
ration with shunt capacitance and series inductance. In this case, the
optimum phase angle φ and load resistance R of the load network can
be obtained from Eqs. (7.75) and (7.81), respectively.

The load network input admittance Yin = 1/Zin can be written by

Yin =
(

jωC + 1
jωL

+ 1
R+ jω′L0

)
(7.120)

where ω′ = ω(1 − ω2
0

ω2 ), and ω0 = 1/
√

L0C0 is the resonant frequency.
At the resonant frequency the normalized input admittance can be

rewritten by

Yin =
(

jωC + 1
jωL

+ 1
R

)
(7.121)

The parallel inductance L and capacitance C required for optimum
switched-mode operation are calculated as the functions of the load
resistance R and frequency ω from Eqs. (7.79) and (7.80), respectively.
The parameters of the series resonant L0C0-circuit must be chosen to
provide a constant phase angle of the load network over broadband
frequency bandwidth.

The frequency bandwidth will be maximized if at resonant fre-
quency ω0

dB(ω)
dω

∣∣∣∣
ω=ω0

= 0 (7.122)

where B(ω) = ImYin = −(1 − ω2LC)/ωL is the load network suscep-
tance. In this case, the concept of the susceptance compensation tech-
nique, which is similar to the reactance compensation technique, is used
to simplify the calculation. An additional equation can be written:

C + 1
ω2L

− 2L0

R2 = 0 (7.123)

As a result, the series capacitance C0 and inductance L0 can be cal-
culated by

L0 = 1.026
R
ω

(7.124)

C0 = 1/ω2L0 (7.125)

Wider frequency bandwidth can be achieved using the double-
resonant reactance compensation circuit shown in Fig. 7.48, where
L0C0 and L1C1 are the series and parallel resonant circuit, respectively.
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Figure 7.48 Double reactance compensation circuit.

In this case, a system of two equations can be solved according to

dB
dω

∣∣∣∣
ω=ω0

= d3 B
dω3

∣∣∣∣
ω=ω0

= 0 (7.126)

as the second derivative cannot provide an appropriate analytical
expression.

To determine the circuit parameters for double-resonant circuit re-
actance compensation with overall circuit susceptance given by

B(ω′) = ωC − 1
ωL

+ ω′ C1 R2[1 − (ω′)2L0C1] − L0

R2[1 − (ω′)2L0C1]2 + (ω′L0)2 (7.127)

it is necessary to solve simultaneously the following two equations:

C + 1
ω2L

− 2
C1 R2 − L0

R2 = 0 (7.128)

1
ω2L

+ C1 R2 − L0

R2 − 8ω2L0

[
C2

1 + (C1 R2 − L0)(L0 − 2C1 R2)
R4

]
= 0

(7.129)

As a result, the parameters of the series and shunt resonant circuits
with quality factors Q0 = ωL0/R and Q1 = ωC1 R close to unity and
greater—as a starting point for circuit optimization—can be calculated
from

L0 = R
ω

2√
5 − 1

C0 = 1
ω2L0

(7.130)

C1 = L0

R2

3 − √
5

2
L1 = 1

ω2C1
(7.131)

The circuit simulation for these two types of reactance compensation
load networks was performed at resonant frequency f0 = 150 MHz for
load R = 50 �. In Fig. 7.49, the frequency dependencies of the load
network phase angle φ for the single reactance (curve 1) and double
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Figure 7.49 Reactance compensation load network broadband
performance.

reactance (curve 2) compensation circuits are plotted. It is apparent
that the reactance compensation technique realizes the very broad-
band operation conditions. Using just a single reactance load network
yields a significant widening of the operating frequency bandwidth with
minimum deviation of the magnitude and phase of load network in-
put impedance. A double reactance compensation load network obtains
maximum deviation from the optimum value of about 34◦ by only 3◦ in
a frequency range of 120 to 180 MHz.

To achieve the high efficiency broadband operation mode with high
power gain, it is best to design the power amplifier based on LDMOS
transistors. It is easy to provide a very broadband input matching us-
ing a lossy matching circuit, especially at frequencies about ten times
lower than the device transition frequency fT. For example, using a
high voltage LDMOSFET device for a Class E power amplifier a drain
efficiency of 88 percent at 144 MHz with an output power level of 14 W
was achieved with high-Q inductor in the output series resonant cir-
cuit [30]. In Fig. 7.50, the schematic of the LDMOSFET power amplifier,
designed for operation in a frequency bandwidth of 100 to 200 MHz and
using a double resonant load network, is shown. The input matching
circuit includes a simple L-transformer connected in parallel to a se-
ries circuit with the inductance and 50 � resistance. This provides a
minimum return loss at 200 MHz of about 15 dB and VSWR less than
1.4 over all frequency bandwidth. Figure 7.51 shows that, for such an
octave-band power amplifier with the input power of 1 W, the power
gain of 10 dB with deviation of only ±0.5 dB (curve 2) can be achieved
with a drain efficiency of about 70 percent and higher (curve 1).

An analysis of the drain voltage and current waveforms at the center
bandwidth frequency of 150 MHz, shown in Fig. 7.52, demonstrates that
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Figure 7.50 Simulated broadband switched-mode LDMOSFET power
amplifier.

the operating broadband mode is very close to optimum parallel-circuit
Class E operation mode, although the impedance conditions at higher
harmonics are not controlled properly. As seen from the plot, when the
transistor is turned on, there is practically no voltage when the drain
current achieves its maximum value. On the other hand, when the
transistor is turned off, the drain current continues to flow, but instead
through the device drain-source capacitance Cds.
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Figure 7.51 Broadband switched-mode LDMOSFET power
amplifier performance.



High Efficiency Power Amplifier Design 305

20 

40

60 

80 

vd, V 

0 3 6 9 t, nsec 
0 

1.0 

1.5 

0.5 

0 

−0.5 

id, A 

Figure 7.52 Drain voltage and current waveforms.

Practical High-Efficiency RF and Microwave
Power Amplifiers

Figure 7.53 shows a typical VHF high-efficiency bipolar power ampli-
fier that can provide output power of about 10 W with power-added
efficiency of about 60 percent in a zero-bias Class C operation. Using
T-type output matching transformer with the series inductance creates
high impedance conditions for the second and higher-order harmonic
components at the collector terminal, thereby improving the collector
efficiency. In this case, the collector current waveform is close to sinu-
soidal, whereas the collector voltage waveform is characterized by a
high value in the peak factor. To provide a reliable transistor operation
when the maximum collector voltage amplitude should be less than

Vcc

L1

Pout

C1 

Pin

L2

L4

L3C2 
C4 

C3 

Cb 

Figure 7.53 Typical VHF high-efficiency bipolar power amplifier.
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the collector-emitter breakdown voltage, it is necessary to reduce the
collector supply voltage. Due to the small value of the transistor input
impedance of about 1 �, the frequency bandwidth of such an amplifier
is sufficiently narrow and does not exceed several percents at the −3-dB
output power level. The inductance L3 is required to provide zero base-
emitter biasing, whereas the inductance L1 is necessary to protect the
dc power supply from the RF signal. Their values are sufficiently large
to influence the amplifier matching conditions. So, for example, such
an amplifier in slightly overdriven Class B operation can provide 10-W
output power with a power gain of 8 dB and a power-added efficiency
close to 70 percent at an operating frequency of 250 MHz [1].

However, to improve the power amplifier reliability by reducing a
peak factor to a theoretical maximum value of 2, it is best to use the
quarterwave transmission line instead of the RF choke. This method
realizes short circuit conditions for even collector voltage harmonics,
resulting in the square voltage and half-sinusoidal current waveform
approximations typical for Class F operation mode. To increase the
impedance conditions for higher harmonic components, use the series
high-Q resonant circuit tuned to the fundamental together with an
output matching circuit. The typical electrical schematic of such a high-
efficiency Class F VHF power amplifier is shown in Fig. 7.54. This de-
sign offers the possibility of achieving a collector efficiency approaching
90 percent for a 10-W hybrid power amplifier at 250 MHz.

A Class F operation mode can also be realized with a monolithic
power amplifier design. Figure 7.55 shows a circuit configuration for
a 1 W one-chip GaAs MESFET power amplifier that operates at the
low supply voltage of 3.3 V in a frequency range of 925 to 990 MHz
[31]. To increase power amplifier drain efficiency, the drain bias circuit
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C3 

Cb 

Figure 7.54 High-efficiency Class F VHF power amplifier with trans-
mission line.
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Figure 7.55 Monolithic Class F power amplifier with second harmonic control.

is realized in the form of the parallel resonant circuit (dotted box). This
provides the required reflection coefficient for the second harmonic and
also achieves high impedance at the fundamental frequency. Simple L-
and T-transformers are used as input, interstage and output match-
ing circuits, respectively. Using a resistor with low value in the inter-
stage matching circuit contributes to a stable operation condition. To
minimize the chip size, all circuit elements are lumped elements con-
sisting of spiral inductors, metal-insulator-metal (MIM) capacitors and
epitaxial layered resistors. The spiral inductors in the output circuit
are 100 µm wide and 9 µm thick to reduce dc and RF losses. As a re-
sult, using a MESFET device for the second stage with geometry of
0.5 µm ×7.56 mm achieves a power-added efficiency of 43 percent with
chip size of 2.5 mm ×3.48 mm.

However, a hybrid or multichip power amplifier achieves substan-
tially higher efficiency than a monolithic one because using a microstrip
line may provide minimal dc and RF losses. The simplified circuit topol-
ogy of a microstrip two-stage 900 MHz band GaAs MESFET power
amplifier is shown in Fig. 7.56 [32]. The microstrip line between the
MESFET and open-circuit stub of λ2/4 electrical length, where λ2 is
a second harmonic wavelength, is a compensation line for the equiv-
alent device output reactance. The T-transformer—which consists of
the series microstrip line, open-circuit microstrip stub and series
capacitance—provides an output matching with load. The input and

Pin Pout

50 Ω50 Ω λ2/4

C1 C2 C3

Figure 7.56 Simplified schematic of microstrip Class F power amplifier.
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interstage matching circuits at the fundamental frequency were de-
signed using microstrip lines. As a result, with second harmonic con-
trol by series microstrip line and microstrip stub (dotted box), such a
power amplifier demonstrates a drain efficiency of more than 80 per-
cent, power-added efficiency of 71 percent and output power of 2 W at
the supply voltage of 6 V.

One of the most important factors for high-efficiency operation mode
is the value of the device saturation resistance rsat (or on-resistance
ron), especially for low supply voltage. Here, ron is the ratio of the drain-
source voltage at the saturated drain current to the saturated drain
current itself. It is difficult to improve the efficiency of a small-scale
MESFET with a narrow gate width when, in low voltage operation, the
ratio ron/Rout (where Rout is the device output resistance) is not small
enough. To realize a high-efficiency operation mode for the power ampli-
fier, this ratio must be increased as much as possible. So, by decreasing
ron by half, the efficiency can be improved by about 10 percent. A MES-
FET, which has an on-resistance ron of about 1 �, can demonstrate a
drain efficiency of 90 percent at a supply voltage of 6 V in a 900-MHz
frequency bandwidth in Class F power amplifiers [32].

By inputting a quasisquare voltage wave into the MESFET gate, the
efficiency of the Class F power amplifier can be increased. This qua-
sisquare gate voltage contributes to the reduction of the voltage/current
switching time at the drain and reduces power dissipation. Dissipa-
tion occurs when the drain voltage and current exist simultaneously.
Figure 7.57 shows the circuit diagram of a single-stage power ampli-
fier with optimally terminated source and drain second harmonic

Pin

50 Ω

R1

l1 Pout

50 Ω

Cb Cb

Vg Vdd

C2

L1

l2

C4

C5

ZS2 ZL2

Figure 7.57 Circuit diagram of Class F power amplifier with optimally terminated
source and drain second harmonic impedances.



High Efficiency Power Amplifier Design 309

Pin T1

125 V

25 Ω
75-380 pF

210 nH

Pout

30 nF

0.1 µF

75-380 pF

RFC

ARF448A

6 µH

10 nF10 nF 0.1 µF

Figure 7.58 High-power Class E MOSFET power amplifier [34].

impedances ZS2 and ZL2, each of which is provided by a series 50-� mi-
crostrip line and a shunt capacitor [33]. This approach achieves power-
added efficiency of 74 percent with output power of 31.4 dBm (1.4 W) at
the operating frequency of 930 MHz and supply voltage of 3.5 V using
a GaAs MESFET device of 12-mm gate width. In this case, applying
the input second harmonic control circuit improves the power-added
efficiency by 5 percent.

High output power can be achieved in Class E operation by using
high voltage MOSFET devices. Such an amplifier, with 500 W out-
put power and 83 percent efficiency for the operating frequency of
27.12 MHz, is shown in Fig. 7.58 [34]. The input ferrite transformer pro-
vides the 2:1 transformation voltage ratio to match the gate impedance,
which is represented by the parallel equivalent circuit of 2200-pF ca-
pacitance and 210-� resistance. Use of the external parallel resistor
of 25 � simplifies the matching procedure and improves the amplifier
stability conditions. The transformer secondary winding provides an
inductance of 19 nH, which is required to compensate the device input
capacitance at the operating frequency. High quality passive compo-
nents are necessary to use in the L-type output network. The quality
factor of the bare copper wire inductance was 375. The series blocking
capacitor consists of three parallel disc ceramic capacitors. To realize
Class E operation with shunt capacitance, it is sufficient to be limited
to only the output device capacitance with a value of 125 pF. This is
just slightly larger than that required for optimum drain voltage and
current waveforms.

Silicon LDMOSFET devices made it possible in Class E operation to
achieve a high output power level with sufficiently high efficiency at
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Pin

12 nH 24 nH
Pout

50 Ω

120 pF

55 pF

MRF183

100 nH

20 V

4:1

100 pF

Figure 7.59 High-power Class E LDMOSFET power amplifier [30].

higher frequencies. Using a Motorola MRF183 device, it is possible to
achieve a drain efficiency of 70 percent for maximum output power of
54 W, at operating frequency of 144 MHz when the input power is set to
5 W [30]. The drain efficiency can be increased to 88 percent if the output
power level is reduced to 14 W by an appropriate increase of the series
inductance in the output network. The simplified circuit schematic of
such a high-power LDMOSFET amplifier is shown in Fig. 7.59. The
input device impedance is quite low; therefore a ferrite transformer
and a series inductance are used at the input. At the output, the 50-�
load impedance is transformed to the 1.5-� device output resistance by
a lumped L-transformer with a series inductance and a series capaci-
tance. The series inductance is included with the output series resonant
LC-circuit. The required value of a parallel switching capacitance is pro-
vided by the values of the intrinsic device output capacitance of 38 pF
and external capacitance of 55 pF. The quality factor—of about 5—of
the resonant circuit was chosen to be sufficiently low to provide some
frequency bandwidth operation and to reduce the sensitivity of ampli-
fier performance to the value of resonant circuit elements. To reduce
the loss in the output network, the inductor was fabricated by using a
5-mm copper ribbon that provides the inductor quality factor of 150 to
250, depending on the distance to the ground plane. By inserting a piece
of conductor between the ribbon and the ground plane the inductance
can be tuned at least twice.

The transmission-line Class E power amplifier topology is shown in
Fig. 7.60. The electrical lengths of microstrip line l3 and l4 should be
close to 45◦ so that an approximate open circuit at the second harmonic
will be presented to the switch capacitor, which is the equivalent out-
put device capacitance. The characteristic impedances of all microstrip
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Pout

50 Ω

λ/4
l1 

l2 l3 Cb Cb 

λ/4

Vg 

l4 

λ/4 λ/4

Vdd 

Cb Cb 

Pin 
50 Ω 

Figure 7.60 Transmission-line Class E power amplifier topology.

lines are 50 �, and the substrate is 2.54-mm-thick Duroid with dielec-
tric permittivity εr = 10.5. For the Siemens CLY5 MESFET device,
with the drain-source capacitance Cds = 2.4 pF, a power-added effi-
ciency of 80 percent was achieved at 0.5 GHz with the output power of
0.55 W [24]. In this case, the electrical lengths of the microstrip lines are
l1 = 73◦, l2 = 79◦, l3 = 58◦, and l4 = 46◦. The power-added efficiency re-
mains above 75 percent over a 10 percent bandwidth, and above 50 per-
cent over a 26 percent bandwidth. Moreover, the power-added efficiency
of 73 percent can be realized at 1.0 GHz with the output power of 0.94 W.
Using the Fujitsu FLK052WG MESFET device makes possible a Class
E power amplifier for higher frequencies [20]. Such a power ampli-
fier demonstrates an output power of 0.61 W, 1-dB compressed gain
of 7.6 dB, drain efficiency of 81 percent and power-added efficiency of
72 percent at 5 GHz. The power amplifier was fabricated on Duroid
substrate with thickness of 0.508 mm and εr = 2.2. As a result, the
lengths of 50-� (1.6-mm wide) microstrip lines are 9 mm for l1, 1.8 mm
for l2, 5.3 mm for l3, and 6.2 mm for l4, respectively. The power-added
efficiency is greater than 70 percent over a 5 percent bandwidth and
greater than 60 percent over a 10 percent bandwidth.

Figure 7.61 shows a fully integrated high-efficiency low voltage two-
stage Class E power amplifier for mobile communications [35]. In this
amplifier, to avoid long transition times from one switching state to the
other, the first driver stage is operated in Class F mode with harmonic
control from two parallel-tuned resonant circuits. These LC-resonant
circuits are connected to the drain terminal of the first device, one
tuned to the fundamental harmonic and the other one tuned to the
third harmonic. These circuits generate a drain voltage waveform, with
the necessary first and third harmonic content, approximate to the re-
quired square waveform in ideal Class F operation. The final stage is
designed to operate in Class E mode when the device output capaci-
tance is accounted for in the required parallel switching capacitance
to turn the transistor from on-state to off-state operation conditions.
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Pin

Pout

2.5 V

3.7 nH

50 Ω

5 nH

10 pF

1.2 nH

3.9 nH

1.5 pF

7.9 pF

3.7 nH

3.1 pF 6.2 nH 8.1 pF

7.7 pF3.7 nH40 pF

−0.7 V−1 V

10 kΩ50 Ω

40 pF 9.4 nH

Figure 7.61 Fully integrated high efficiency low voltage Class E power amplifier.

The series resonant circuit is included with the T-type output match-
ing circuit. As a result, by using two 0.8-µm GaAs MESFETs with gate
widths of 400 µm and 4000 µm, respectively, the power amplifier pro-
vides an output power of 24 dBm with a power-added efficiency greater
than 50 percent at a supply voltage of 2.5 V over frequency range of 800
to 870 MHz.

References

1. D. M. Snider, “A Theoretical Analysis and Experimental Confirmation of the Opti-
mally Loaded and Overdriven RF Power Amplifier,” IEEE Trans. Electron Devices,
vol. ED-14, pp. 851–857, Dec. 1967.

2. H. L. Krauss, C. W. Bostian, and F. H.Raab, Solid State Radio Engineering, New
York: Wiley, 1980.

3. F. H. Raab, “Class-F Power Amplifiers with Maximally Flat Waveforms,” IEEE Trans.
Microwave Theory Tech., vol. MTT-45, pp. 2007–2012, Nov. 1997.

4. A. V. Grebennikov, “Circuit Design Technique for High Efficiency Class F Amplifiers,”
2000 IEEE MTT-S Int. Microwave Symp. Dig., pp. 771–774.

5. A. V. Grebennikov, “Effective Circuit Design Techniques to Increase MOSFET Power
Amplifier Efficiency,” Microwave J., vol. 43, pp. 64–72, July 2000.

6. C. Trask, “Class-F Amplifier Loading Networks: A Unified Design Approach,” 1999
IEEE MTT-S Int. Microwave Symp. Dig., pp. 351–354.

7. B. Ingruber, J. Baumgartner, D. Smely, M. Wachutka, G. Magerd, and F. A. Petz, “Rect-
angularly Driven Class-A Harmonic-Control Amplifier,” IEEE Trans. Microwave
Theory Tech., vol. MTT-46, pp. 1667–1671, Nov. 1998.

8. C. J. Wei, P. DiCarlo, Y.A. Tkachenko, R. McMorrow, and D. Bartle, “Analysis and
Experimental Waveform Study on Inverse Class-F Mode of Microwave Power FETs,”
2000 IEEE MTT-S Int. Microwave Symp. Dig., pp. 525–528.

9. A. V. Grebennikov, “Class E High-Efficiency Power Amplifiers: Historical Aspect
and Future Prospect,” Applied Microwave & Wireless, vol. 14, pp. 64–71, July 2002,
pp. 64–72, Aug. 2002.

10. N. O. Sokal and A. D. Sokal, “Class E—A New Class of High-Efficiency
Tuned Single-Ended Switching Power Amplifiers,” IEEE J. Solid-State Circuits,
vol. SC-10, pp. 168–176, June 1975.

11. F. H. Raab, “Idealized Operation of the Class E Tuned Power Amplifier,” IEEE Trans.
Circuits and Systems, vol. CAS-24, pp. 725–735, Dec. 1977.



High Efficiency Power Amplifier Design 313

12. M. Kazimierczuk and K. Puczko, “Exact Analysis of Class E Tuned Power Amplifier
at any Q and Switch Duty Cycle,” IEEE Trans. Circuits and Systems, vol. CAS-34,
pp. 149–158, Feb. 1987.

13. C. P. Avratoglou, N. C. Voulgaris, and F. I. Ioannidou, “Analysis and Design of a
Generalized Class E Tuned Power Amplifier,” IEEE Trans. Circuits and Systems,
vol. CAS-36, pp. 1068–1079, Aug. 1989.

14. R. E. Zulinski and J. W. Steadman, “Class E Power Amplifiers and Frequency Multi-
pliers with Finite DC-Feed Inductance,” IEEE Trans. Circuits and Systems, vol. CAS-
34, pp. 1074–1087, Sept. 1987.

15. N. O. Sokal, “Class-E High-Efficiency RF/Microwave Power Amplifiers: Principles of
Operation, Design Procedure, and Experimental Verification,” Analog Circuit Design:
Scalable Analog Circuit Design, High Speed D/A Converters, RF Power Amplifiers,
J. H. Huijsing, M. Steyaert, and A. van Roermund, ed., The Netherlands: Kluwer
Academic Publishers, 2002, pp. 269–301.

16. M. J. Chudobiak, “The Use of Parasitic Nonlinear Capacitors in Class E Amplifiers,”
IEEE Trans. Circuits and Systems—I: Fundamental Theories and Appl., vol. CAS-I-
41, pp. 941–944, Dec. 1994.

17. A. V. Grebennikov and H. Jaeger, “Class E with Parallel Circuit—A New Challenge
for High-Efficiency RF and Microwave Power Amplifiers,” 2002 IEEE MTT-S Int.
Microwave Symp. Dig., vol. 3, pp. 1627–1630.

18. A. V. Grebennikov, “Switched-Mode RF and Microwave Parallel-Circuit Class E
Power Amplifiers,” Int. J. RF and Microwave Computer-Aided Eng., vol. 14, pp. 21–35,
Jan. 2004.

19. M. K. Kazimierczuk and W. A. Tabisz, “Class C-E High-Efficiency Tuned Power
Amplifier,” IEEE Trans. Circuits and Systems, vol. CAS-36, pp. 421–428, March
1989.

20. T. B. Mader, E. W. Bryerton, M. Marcovic, M. Forman, and Z. Popovic, “Switched-
Mode High-Efficiency Microwave Power Amplifiers in a Free-Space Power-Combiner
Array,” IEEE Trans. Microwave Theory Tech., vol. MTT-46, pp. 1391–1398, Oct. 1998.

21. F. J. Ortega-Gonzalez, J. L. Jimenez-Martin, A. Asensio-Lopez, and G. Torregrosa-
Penalva, “High-Efficiency Load-Pull Harmonic Controlled Class-E Power Amplifier,”
IEEE Microwave and Guided Wave Lett., vol. 8, pp. 348–350, Oct. 1998.

22. A. V. Grebennikov and H. Jaeger, “High Efficiency Transmission Line Tuned Power
Amplifier,” U.S. Patent 6,552,610, April 2003.

23. N. O. Sokal and A. D. Sokal, “High-Efficiency Tuned Switching Power Amplifier,” U.S.
Patent 3,919,656, Nov. 1975.

24. T. B. Mader and Z. B. Popovic, “The Transmission-Line High-Efficiency Class-E Am-
plifier,” IEEE Microwave and Guided Wave Lett., vol. 5, pp. 290–292, Sept. 1995.

25. A. J. Wilkinson and J. K. A. Everard, “Transmission-Line Load-Network Topology
for Class-E Power Amplifiers,” IEEE Trans. Microwave Theory Tech., vol. MTT-49,
pp. 1202–1210, June 2001.

26. J. K. A. Everard and A. J. King, “Broadband Power Efficient Class E Amplifiers with
A Non-Linear CAD Model of the Active MOS Device,” J. IERE, vol. 57, pp. 52–58,
March 1987.

27. C. S. Aitchison and R. V. Gelsthorpe, “A Circuit Technique for Broadbanding the
Electronic Tuning Range of Gunn Oscillators,” IEEE J. Solid-State Circuits, vol. SC-
12, pp. 21–28, Feb. 1977.

28. R. V. Gelsthorpe and C. S. Aitchison, “Analytical Evaluation of the Components Nec-
essary for Double Reactance Compensation of an Oscillator,” Electronics Lett., vol. 12,
pp. 485–486, Sept. 1976.

29. R. Soares, GaAs MESFET Circuit Design, Boston: Artech House, 1988.
30. H. Zirath and D. Rutledge, “An LDMOS VHF Class E Power Amplifier Using a High Q

Novel Variable Inductor,” 1999 IEEE MTT-S Int. Microwave Symp. Dig., pp. 367–370.
31. K. Yamamoto, K. Maemura, M. Komaru, N. Kasai, T. Oku, Y. Sasaki, and N. Tanino,

“A 3.3 V, 1 W GaAs One-Chip Power Amplifier MMIC for Cellular Phones,” Proc. 24th
European Microwave Conf., pp. 1066–1071, 1994.

32. K. Chiba and N. Kanmuri, “GaAs FET Power Amplifier Module with High Efficiency,”
Electronics Lett., vol. 19, pp. 1025–1026, Nov. 1983.



314 Chapter Seven

33. M. Maeda, H. Masato, H. Takehara, M. Nakamura, S. Morimoto, H. Fujimoto, Y. Ota,
and O. Ishikawa, “Source Second-Harmonic Control for High Efficiency Power Ampli-
fiers,” IEEE Trans. Microwave Theory Tech., vol. MTT-43, pp. 2952–2958, Dec. 1995.

34. R. Frey, “500 W, Class E 27.12 MHz Amplifier Using a Single Plastic MOSFET,”
Application Note APT9903, Advanced Power Technology, June 1999.

35. T. Sowlati, C. A. T. Salama, J. Sitch, G. Rabjohn, and D. Smith, “Low Voltage, High
Efficiency GaAs Class E Power Amplifiers for Wireless Transmitters,” IEEE Trans.
Solid-State Circuits, vol. SC-30, pp. 1074–1080, Oct. 1995.



Chapter

8
Broadband

Power Amplifiers

In many telecommunication, radar or testing systems, the transmit-
ters operate in a very wide frequency range, for example, 1.5 to 30 MHz
in high-frequency transceivers, 225 to 400 MHz in military frequency-
agility systems, 470 to 860 MHz in UHF TV transmitters, and 2 to
8 GHz or 6 to 18 GHz in microwave applications. The power amplifier
design based on a broadband concept provides some advantages when
there is no need to tune resonant circuits, and it is possible to realize
fast frequency agility or to transmit a wide multimode signal spectrum.
However, there are many factors that restrict the frequency bandwidth
depending on the active device parameters. So, it is quite easy to pro-
vide multioctave amplification from very low frequencies up to the ultra
high-frequency band using the power MOSFET devices when lossy gain
compensation is easily provided. This can be possible due to some mar-
gin in power gain at lower frequencies for these devices, since its value
decreases with frequency by approximately 6 dB per octave. Besides,
lossy gain-compensating networks can provide lower input reflection
coefficients, smaller gain ripple, more predictable amplifier design and
can contribute to amplifier stability factors that are superior to those of
lossless match networks. At higher frequencies when the device input
impedance is significantly smaller, and influence of its internal feed-
back and parasitic parameters is substantially higher, it is necessary
to use multisection matching networks with lumped and distributed
elements. Also it is advisable in some cases to apply the negative feed-
back technique, which improves the power amplifier linearity.

Generally, the matching design procedure is based on the methods of
circuit analysis and synthesis. According to the first method, the circuit

315
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parameters are calculated at one frequency chosen in advance (usually
the center or high bandwidth), and then the power amplifier proper-
ties are analyzed across the overall frequency bandwidth. In order to
synthesize the broadband-matching network, it is necessary to choose
the maximum attenuation level or reflection coefficient magnitude in
the operating frequency bandwidth and then to obtain the parameters
of the matching networks by using special tables and formulas to con-
vert the lumped elements into distributed ones. For push-pull power
amplifiers, it is very convenient to use both lumped and distributed
parameters when lumped capacitors are connected in parallel to the
microstrip lines due to the effect of virtual ground.

Bode-Fano Criterion

The design for a broadband matching circuit should solve a problem
with contradictory requirements: wider matching bandwidth with mini-
mum reflection coefficient, or how to minimize the number of the match-
ing network sections for a given wideband specification. The necessary
requirements are determined by the Bode-Fano criterion [1, 2], which
gives, for certain canonical types of load impedances, a theoretical limit
on the minimum reflection coefficient magnitude that can be obtained
with an arbitrary matching network. So, for the lossless network with
a parallel RC load impedance shown in Fig. 8.1(a) and with a series LR
load impedance shown in Fig. 8.1(b) the Bode-Fano criterion states that

∞∫
0

ln
1

|�(ω)|dω ≤ π

τ
(8.1)

R| Γ |

| Γ |

| Γ |

| Γ |
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Lossless
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(c) (d)
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L
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L

Figure 8.1 Loaded lossless matching circuits.
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Figure 8.2 Ideal filter flat responses.

where τ = RC = L/R, �(ω) is the reflection coefficient seen looking into
the arbitrary lossless matching network. For the lossless network with
a series RC load impedance shown in Fig. 8.1(c) and with a parallel LR
load impedance shown in Fig. 8.1(d), the Bode-Fano integral is

∞∫
0

ω−2 ln
1

|�(ω)|dω ≤ πτ (8.2)

The mathematical relationship expressed by Eq. (8.1) or Eq. (8.2) is
shown in Fig. 8.2 when two plots reflect an ideal filter with a flat re-
sponse over the required frequency bandwidth. For the same load, both
plots illustrate the important tradeoff: the wider the matching network
bandwidth, the worse the reflection coefficient magnitude. And apply-
ing Eq. (8.1) for this frequency bandwidth, with |�| constant within the
frequency bandwidth and |�| = 1 otherwise, yields

∞∫
0

ln
1

|�(ω)|dω =
ω2∫

ω1

ln
1

|�(ω)|dω = �ω ln
1

|�| ≤ π

τ
(8.3)

Then,

|�|min = exp
( −π

�ωτ

)
(8.4)

where �ω = ω2 − ω1.
Similarly, for the lossless network with a series RC load impedance

and with a parallel LR load impedance,

|�|min = exp

(
−πω2

0τ

�ω

)
(8.5)

where ω0 = √
ω1ω2 is the center bandwidth frequency. It should be noted

that the theoretical bandwidth limits can be realized only with an in-
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finite number of matching network sections. And the frequency band-
width with minimum reflection coefficient magnitude is determined by
a loaded quality factor QL = ω0τ for the series RL or parallel RC circuit
and QL = 1/ω0τ for the parallel RL or series RC circuits. The Chebyshev
matching transformer with a finite number of sections can be consid-
ered as a close approximation to the ideal passband network when the
ripple of the Chebyshev response is made equal to |�|min. Equations (8.4)
and (8.5) can be rewritten in a general simplified form of

|�|min = exp
(

−π
Q0

QL

)
(8.6)

where Q0 = ω0/�ω.

Matching Networks with Lumped Elements

When designing broadband matching circuits for power amplifiers it is
necessary to transform and to match the device complex impedances
with the source and load impedances, which are usually resistive and
equal to 50 �. For high-power or low-supply voltage cases, the device
impedances may be small enough, and it needs to include an ideal trans-
former IT together with a matching circuit, as shown in Fig. 8.3. Such
an ideal transformer provides only a transformation between the resis-
tances applied to its input and output, respectively, and does not have
any effect on the circuit frequency characteristics.

To implement such an ideal transformer to the impedance-
transforming circuit design, it is useful to apply the Norton transform.
An ideal transformer with two capacitors, C1 and C2 in Fig. 8.4(a), is re-
placed by three capacitances connected in the form of a π -transformer,
CI, CII and CIII (see Fig. 8.4(b)). Their values are determined by

CI = nT(nT − 1)C1 (8.7)

CII = nTC1 (8.8)

CIII = C2 − (nT − 1)C1 (8.9)

R

RS

VS

L

Matching
circuit

IT

Figure 8.3 Matching circuit with ideal transformer.
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C11 : nT

C2

(a) (b)

CIII

CII

CI

Figure 8.4 Capacitive impedance transforming circuits.

where nT is the transformation coefficient. In this case, all of the pa-
rameters of these two-port networks are identical at any frequency.
However, such a replacement is possible only if the capacitance CIII ob-
tained by Eq. (8.9) is positive and, consequently, physically realizable.

At the same time, an ideal transformer with two inductors, L1 and
L2 (see Fig. 8.5(a)) can be replaced by three inductors connected in
the form of a T-transformer, LI, LII and LIII in Fig. 8.5(b), with values
determined by

LI = nT(nT − 1)L2 (8.10)

LII = nTL2 (8.11)

LIII = L1 − (nT − 1)L2 (8.12)

Again, the replacement is possible only if the inductance LIII defined
by Eq. (8.12) is positive and, consequently, physically realizable.

The broadband impedance-transforming circuits represent the trans-
forming bandpass filters when the in-band matching requirements with
specified ripple must be satisfied. The out-of-band mismatching can
be very significant. One of the design methods for such matching cir-
cuits is based on the theory of transforming low-pass filters of a ladder

L1 1 : nT

L2

(a)

LII

LIII LI

(b)

Figure 8.5 Inductive impedance transforming circuits.
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C1, g1 C3, g3

L2, g2 L4, g4

R5, g5

VS

R0,
g0 = 1

Figure 8.6 Two-section impedance-transforming circuit.

configuration of series inductances alternating with shunt capacitances,
whose two-section equivalent representation is shown in Fig. 8.6. For a
large ratio of R0/R5, mismatching at zero frequency is too high and such
a matching circuit can be treated as a bandpass impedance-transfor-
ming filter.

Table 8.1 gives the maximum passband ripples and coefficients g1 and
g2 needed to calculate the parameters of a two-section low-pass Cheby-
shev filter for different transformation ratios r = R0/R5, and frequency
bandwidths w = 2 ( f2 − f1)/( f2 + f1), where f2 and f1 are the high- and
low-bandwidth frequencies, respectively [3]. The coefficients g3 and g4
are calculated according to g3 = rg2 and g4 = g1/r, respectively, and the
circuit elements can be obtained by

C1 = g1/ω0 R0 C3 = g3/ω0 R0 (8.13)

L2 = g2 R0/ω0 L4 = g4 R0/ω0 (8.14)

TABLE 8.1 Two-Section Low-Pass Chebyshev Filter Parameters [3]

r w ripple, dB g1 g2

5 0.1 0.000087 1.26113 0.709217
0.2 0.001389 1.27034 0.704050
0.3 0.007023 1.28561 0.695548
0.4 0.022109 1.30687 0.638859

10 0.1 0.000220 1.60350 0.591627
0.2 0.003516 1.62135 0.585091
0.3 0.017754 1.65115 0.574412
0.4 0.055746 1.69304 0.559894

25 0.1 0.000625 2.11734 0.462747
0.2 0.009993 2.15623 0.454380
0.3 0.050312 2.22189 0.440863
0.4 0.156725 2.31517 0.422868

50 0.1 0.001303 2.57580 0.384325
0.2 0.020801 2.64380 0.374422
0.3 0.104210 2.75961 0.358638
0.4 0.320490 2.92539 0.338129
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Figure 8.7 Lumped L-, π - and T-type impedance-transforming circuits.

Another approach is based on the transform from the low-pass pro-
totype filters, whose simple L-, T- and π -type equivalent circuits are
shown in Fig. 8.7, to the bandpass filters. Table 8.2 gives the parame-
ters of the low-pass Chebyshev filter prototypes for different maximum
in-band ripples and number of sections n = 1, 2, 3 [4]. The transfor-
mation from the low-pass to bandpass prototype filters can be obtained
using frequency substitution in the form of

ω → ω0

�ω

(
ω

ω0
− ω0

ω

)
(8.15)

where ω0 = √
ω1ω2, �ω = ω2 −ω1, ω1 and ω2 are the low and high edges

of the passband. As a result, a series inductance Lk is transformed into

TABLE 8.2 Parameters of Low-Pass Chebyshev Filters-Prototypes [4]

ripple, dB n g1 g2 g3 g4

0.01 1 0.0960 1.0000
2 0.4488 0.4077 1.1007
3 0.6291 0.9702 0.6291 1.0000

0.1 1 0.3052 1.0000
2 0.8430 0.6220 1.3554
3 1.0315 1.1474 1.0315 1.0000

0.2 1 0.4342 1.0000
2 1.0378 0.6745 1.5386
3 1.2275 1.1525 1.2275 1.0000

0.5 1 0.6986 1.0000
2 1.4029 0.7071 1.9841
3 1.5963 1.0967 1.5963 1.0000
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a series LC circuit according to

ωLk = ω0

�ω

(
ω

ω0
− ω0

ω

)
Lk = ωL′

k − 1
ωC′

k
(8.16)

where

L′
k = Lk

�ω
C′

k = �ω

ω2
0 Lk

Similarly, a shunt capacitance Ck is transformed into a shunt LC
circuit

ωCk = ω0

�ω

(
ω

ω0
− ω0

ω

)
Ck = ωC′

k − 1
ωL′

k
(8.17)

where

C′
k = Ck

�ω
L′

k = �ω

ω2
0Ck

The low-pass prototype filter will be transformed to the bandpass one
when all its series elements are replaced by series resonant circuits, all
its parallel elements are replaced by parallel resonant circuits, and
each of them is tuned on a resonant frequency ω0. The bandpass filter
elements can be calculated from

�ωCk = gk/R (8.18)

�ωLk = gk R (8.19)

where k is an element serial number for a low-pass prototype filter, and
gk are the appropriate coefficients given by Table 8.2.

Consider the design of the low-pass prototype filter for a given max-
imum ripple level, in a frequency range up to ω2(2) for a two-element
filter, and up to ω2(3) for three elements, as shown in Fig. 8.8(a). Then,
an arbitrary frequency ω0 is chosen and a series capacitance is added
to each inductance, and a parallel inductance is added to each capaci-
tance on the assumption that all these resonant circuits are tuned on
the arbitrary frequency ω0. As a result, a new bandpass filter will be
realized with the same ripple shown in Fig. 8.8(b) for n = 2 and n = 3
with the passbands �ω(2) and �ω(3), respectively. Their elements are
calculated according to Eqs. (8.18) and (8.19).

The maximum ripple level shown in Fig. 8.8 determines the insertion
loss IL or power loss ratio PLR through the magnitude of the reflection
coefficient � by

IL = 10 log10 PLR = −10 log10(1 − |�(ω)|2) (8.20)



Broadband Power Amplifiers 323

0

(a)

(b)

ωω2(3)ω2(2)

n = 2 3

0

PLR

ω

n = 2 3

1 + k2

1(2)ω1(3) ω2(2) ω2(3)

∆ω(3)

∆ω (2)

PLR

1 + k2

11 ω

Figure 8.8 Maximum ripple level versus frequency bandwidth.

For an n-order Chebyshev low-pass filter, PLR can be obtained from

PLR = 1 + k2T 2
n

(
ω

ωc

)
(8.21)

where ωc is the cutoff frequency. The passband response has equal rip-
ples of amplitude 1 + k2, and the n-order Chebyshev polynomials are

T1(x) = x (8.22)

T2(x) = 2x 2 − 1 (8.23)

T3(x) = 4x3 − 3x (8.24)

T4(x) = 8x4 − 8x 2 + 1 (8.25)

Higher-order polynomials can be found using recurrence in the form
of

Tn(x) = 2xTn−1 (x) − Tn−2 (x) (8.26)

where x = ω/ωc.
Generally, the low-pass prototype filters, as well as bandpass filters

obtained on their basis, do not perform an impedance transformation.
The input and output resistances are either equal for the symmetric
T- or π -type filters shown in Fig. 8.7(a, b) where g4 = 1 or their ratio
is too small for L-type filters as those shown in Fig. 8.7(c, d) where
g3 < 2. Therefore, in this case, it is necessary to use the concept of an
ideal transformer. This approach is also attractive due to the existence
of tables from which the parameters of such impedance-transforming
networks can be easily calculated for a given quality factor of device
input or output circuit.

Consider the design example of the matching transformer based on
the bandpass filter with a maximum in-band ripple of 0.5 dB, input
device impedance with Rin = 1 � and L in = 1 nH at the operating
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frequency of 1.5 GHz. For the two-section low-pass filter shown in
Fig. 8.6 with R0 = 50 � and r = 50, g1 = g4r = ω0L in r/R0 = 9.4,
which is too large to use Table 8.1. For n = 2, R = Rin and L1 = L in,
from Table 8.2 and Eq. (8.19), we can obtain the coefficients g1 = 1.4029,
g2 = 0.7071 and g3 = 1.9841 for the relative frequency bandwidth de-
termined by

�ω

ω0
= g1

R
ω0L1

(8.27)

which yields �ω/ω0 ∼= 0.17 and the frequency bandwidth of 223 MHz.
Equation (8.27) is a function of the coefficient g1 and the quality fac-
tor Q1 = ω0L1/R, and allows us to evaluate the frequency bandwidth

1 : nT

(a)

R,
1 Ω

50 Ω

L1, 1 nH

C2,
504 pF

0.554 nH

C1, 11.3 pF

1 : nT

(b)

R,
1 Ω

50 Ω

L1, 1 nH

L2 nT
2

C1/ nT
2

C2/ nT
2

(c)

1 Ω 50 Ω

1 nH

9.1 pF 18.2 pF

2.3 pF

L2,
0.022 nH

Figure 8.9 Matching transformer design procedure using passband filter.
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with a specified maximum ripple when the number of filter sections
is increased. For our case, increasing the number of filter sections up
to n = 10 when g1 = 1.7543 yields a wider frequency bandwidth of
1.7543/1.4029 = 1.2505 or approximately 25 percent. However, the
circuit realization becomes too complicated. The capacitance C2 is de-
termined from Eq. (8.18) as equal to C2 = g2/R�ω = 504 pF. To
convert the low-pass filter to its bandpass prototype, it is necessary
to connect the capacitance C1 in series with the inductance L1, and
the inductance L2 in parallel with the capacitance C2, as shown in
Fig. 8.9(a). The resonant frequency of these series and parallel circuits
should be equal to ω0 = 1/

√
L1C1 = 1/

√
L2C2. Such a bandpass fil-

ter has the required bandwidth properties for the source resistance of
Rg3 = 1.9841 � that it requires the connection of an ideal transformer
IT with nT =√50/1.9841 = 5.02. To exclude this transformer in accor-
dance with Fig. 8.4, move the elements C1, C2 and L2 to the right from
IT, as shown in Fig. 8.9(b). Then, by taking into account Eqs. (8.7) to
(8.9), we can obtain the circuit shown in Fig. 8.9(c).

When designing an interstage impedance-transforming circuit, it is
necessary to take into account the parasitic capacitance and inductance
of the device output, together with the parasitic inductance of the de-
vice input, as shown in Fig. 8.10(a). Consider the design procedure for
an impedance-transforming circuit described in [5], at the center oper-
ating frequency of 1 GHz for a T-type low-pass prototype filter shown in
Fig. 8.7(a). Initially, the parallel connection of the device output resis-
tance Rout and capacitance Cout should be converted to the appropriate
series one at the center frequency ω0 according to

R′
out = Rout

1 + (ω0 RoutCout)2 (8.28)

C′
out = 1 + (ω0 RoutCout)2

(ω0 Rout)2 Cout
(8.29)

as shown in Fig. 8.10(b).
Suppose the maximum ripple is equal to 0.1 dB; from Table 8.2

we then can obtain g1 = g3 = 1.0315, g2 = 1.1474, g4 = 1 and IT
transformation coefficient nT = √

9.8/1.5, which give the impedance-
transforming circuit in the form shown in Fig. 8.10(c). Here, the re-
actances for each series element are equal to 9.42 �. The reactances
for each parallel element are 0.215 �. Moving the ideal transformer
IT to the right part in order to apply a Norton transform gives the
circuit shown in Fig. 8.10(d), where the required series elements with
reactances of 9.42n2

T � are realized by the existing device output ca-
pacitance C′

out and inductance Lout and additional elements L′ and C′.
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Figure 8.10 Matching transformer design procedure using low-pass filter-
prototype.
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According to Eq. (8.27) the relative frequency bandwidth in this case is
�ω/ω0 = g1 Rin/ω0L in = 16.5 percent. Using a Norton transform for an
ideal transformer and two capacitances leads to the final circuit shown
in Fig. 8.10(e).

Matching Networks with Mixed Lumped
and Distributed Elements

The matching circuits, which incorporate mixed lumped and transmis-
sion line elements, are widely used both in hybrid and monolithic design
technique. Such matching circuits are very convenient when design-
ing the push-pull power amplifiers, where the parallel capacitances are
simply connected between two series microstrip lines. A basic two-stage
design procedure consists of an appropriate topology resulting in near-
maximum gain, which is chosen by calculating the parameters, and
then the application of an optimization technique to minimize power
ripple over the operation frequency bandwidth [6].

A periodic LC structure in the form of the low-pass ladder π -network
is used as a basis for the lumped matching prototype. Then, the lumped
prototype should be split up into individual π -type sections with equal
capacitances—by the consecutive step-by-step process—and replaced
by their equivalent distributed network counterparts. Finally, the com-
plete mixed matching structure is optimized to improve the overall per-
formance by employing standard nonlinear optimization routines on
the element values.

For a single frequency equivalence between lumped and distributed
elements, the low-pass lumped π -type ladder section can be made equiv-
alent to a symmetrically loaded transmission line at the single fre-
quency, as shown in Fig. 8.11(a). The transfer ABCD-matrices of these
lumped and distributed ladder sections can be given by

[ABCD]L =
[

1 − ω2
0 LC jω0L

jω0C (2 − ω2
0 LC) 1 − ω2

0 LC

]
(8.30)

[ABCD]T =

 cos θ0 − ω0CT Z0 sin θ0

j
Z0

(
2ω0CT Z0 cos θ0 + sin θ0 − ω2

0C2
T Z2

0 sin θ0
)

jZ0 sin θ0

cos θ0 − ω0CT Z0 sin θ0

]
(8.31)

where θ0 is the electrical length of a transmission line at the center
bandwidth frequency ω0.
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C CT
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CT
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L1
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Z0, θ

CBC1

L1

C C ≡C2′ ′

Figure 8.11 Transforming design procedure for lumped and distributed matching circuits.

Consequently, as these two circuits are equivalent, having equal ma-
trix elements of AL = AT and BL = BT, one can obtain

1 − ω2
0 LC = cos θ0 − ω0CT Z0 sin θ0 (8.32)

jω0L = jZ0 sin θ0 (8.33)

After solving Eqs. (8.32) and (8.33), the characteristic impedance Z0
and parallel capacitance CT can be directly calculated as

Z0 = ω0L
sin θ0

(8.34)

CT = cos θ0 + ω2
0 LC − 1

ω2
0 L

(8.35)

To provide a design method using a single frequency equivalent tech-
nique, the following consecutive design steps are performed [6]:

� Designate the lumped π -type C1-L1-C2 section to be replaced.
� From the chosen π -type C1-L1-C2 section, form the symmetrical C-L-

C ladder section with equal capacitances C (shown in Fig. 8.11(b)).
The choice is arbitrary but the values cannot exceed the minimum of
(C1, C2).

� Calculate the parameters of the symmetrical CT-TL-CT using the pa-
rameters of the lumped equivalent π -section by setting the electrical
length θ0 of a transmission line according to Eqs. (8.34) and (8.35).
Here, it is presumed that the minimum of the capacitances C1 and
C2 should be greater or equal than CT so that CT can be readily em-
bedded in the new CT-TL-CT section.
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Figure 8.12 Circuit schematic of broadband LDMOSFET power amplifier.

� Finally, replace the π -type C1-L1-C2 ladder section by the equivalent
symmetrical CT-TL-CT section as shown in Fig. 8.11(b) where the
loaded parallel capacitances CA and CB are given as CA = C′

1 + CT
and CB = C′

2 + CT.

Figure 8.12 shows the electrical schematic of a broadband RF high-
power LDMOSFET amplifier intended for wireless applications. To pro-
vide about 15 W output power with power gain of more than 10 dB in
a frequency range of 225 to 400 MHz, a device with a gate geometry of
1.25 µm × 40 mm and supply voltage of 28 V was chosen. In this case,
the matching design technique is based on using multisection low-pass
networks, two π -type sections for input matching circuit, and one π -
type section for output matching circuit, with series microstrip lines
and parallel capacitances. The sections adjacent to the device input
and output terminals incorporate the corresponding internal input and
output device capacitances. Since a ratio between the device output re-
sistance for several tens of watts of output power and load resistance
of 50 � is not significant, it is sufficient to be limited to only one section
for the output matching network. Once a matching network structure
is chosen, based on the requirements for the electrical performance and
frequency bandwidth, the simplest and fastest way is to apply an op-
timization procedure using CAD simulators to satisfy certain criteria.
For such a broadband power amplifier, these criteria can be the mini-
mum output power ripple and input return loss with maximum power
gain and efficiency. To minimize the overall dimensions of the amplifier
circuit realization, the parallel microstrip line in the drain circuit was
treated as an element of the output matching circuit and its electrical
length was considered as a variable to be optimized. Applying a non-
linear broadband optimization technique (incorporated, for example,
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Figure 8.13 Output power versus bandwidth frequency.

into the circuit simulator Ansoft’s Serenade or ADS) and setting the
ranges of electrical length of the transmission lines between 0◦ and
90◦ and parallel capacitances from 0 to 100 pF, we obtain the param-
eters of the input and output matching circuits. However, to speed up
this procedure, it is best to optimize circuit parameters separately for
the input and output matching circuits with the device equivalent in-
put and output impedances: a series RC circuit for the device input
and a parallel RC circuit for the device output. It is sufficient to use
a fast linear optimization process, which will take only a few minutes
to complete the matching circuit design. Then, the resulting optimized
values are incorporated into the overall power amplifier circuit for each
element and final optimization is performed using a large-signal ac-
tive device model. In this case, the optimization process is finalized by
choosing the nominal level of input power with optimizing elements
in narrower ranges of their values of about 10 to 20 percent for most
critical elements. For practical convenience, all transmission lines have
the characteristic impedances of 50 �. Figure 8.13 illustrates the simu-
lated broadband power amplifier performance where the output power
is in the range 42.5 to 44.5 dBm, with a power gain of 13.5 ± 1 dB, in a
frequency bandwidth of 225 to 400 MHz.

Matching Networks with Transmission Lines

The lumped or mixed matching networks generally work well at suffi-
ciently low frequencies (up to several gigahertz). However, the lumped
elements such as inductors and capacitors are difficult to implement
at microwave frequencies where they can be treated as distributed el-
ements. In addition, the quality factors for inductors are sufficiently
small that they contribute to additional losses. To convert lumped
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elements to transmission line sections, a Richards’s transformation is
used, which is written as

s = j tan θ (8.36)
where s = jω is the frequency variable, θ = 2πl/λ is the electrical
length of transmission line, and l is its length [7]. This transforma-
tion is necessary to synthesize an LC network using open-circuited and
short-circuited transmission lines. For inductive short-circuited stub
impedance

ZL = sL = jωL = jL tan θ (8.37)

For the capacitive open-circuited stub admittance,

YC = sC = jωC = jC tan θ (8.38)

Cutoff occurs at unit frequency for a low-pass filter prototype, which
yields the result when an inductor can be replaced with a short-circuited
stub of l = λ/8, while a capacitor can be replaced with an open-circuited
stub of the same length, as shown in Fig. 8.14.

As an example, consider the design of the broadband input matching
circuit in the form of a two-section low-pass transforming filter shown in
Fig. 8.6, with a center bandwidth frequency of ω0 = 3 GHz to match 50-�
source impedance with the device input impedance Z in = Rin + jω0L in,
where Rin = 2 � and L in = 0.223 nH. The value of the series input
device inductance is chosen to satisfy Table 8.1 when, for n = 4, w = 0.4,
maximum ripple of 0.156725, r = 25 and g1 = 2.31517, from Eq. (8.14)
it follows that

L4 = g4 R0

ω0
= g1 R0

ω0r
= 0.223 nH

(a)

(b)

BC ⇒

Z0 = 1/C

θ = π /4 at ω c 
BC 

XL ⇒

Z0 = L

θ = π /4 at ωc 
XL 

C

L

Figure 8.14 Single frequency equivalence between lumped elements
and transmission lines.
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Figure 8.15 Two-section broadband matching circuit.

From Table 8.1, we obtain g2 = 0.422868, which gives (using
Eqs. (8.13) and (8.14)) the circuit parameters shown in Fig. 8.15. The
inductance value is chosen for design convenience. If this value differs
from the required value, it means that it is necessary to change the max-
imum frequency bandwidth, the power ripple or the number of ladder
sections.

The application of a Richards’s transformation provides a sequence of
short-circuited and open-circuited stubs, which are converted to a more
practical circuit implementation. This can be done using four Kuroda
identities, which allows these stubs to be physically separated, transfor-
ming the series stub into the shunt and changing impractical character-
istic impedances into more realizable ones [8]. The Kuroda identities use
redundant transmission line sections, which are called unit elements
and are λ/8 long at ωc. These unit elements are thus commensurate with
the stubs used to implement inductors and the capacitors of the proto-
type design. The unit elements should connect only the transforming
two-port network and the load. In this case, connecting the unit element
with characteristic impedance of Z0 to the same load impedance Z0 does
not change the input impedance. The four Kuroda identities are illus-
trated in Fig. 8.16, where the combinations of unit elements with the
characteristic impedance Z0 and length l = λ/8, the reactive elements,
and the relationships between them are given. To prove the equiva-
lence, consider two circuits of identity at the first row in Fig. 8.16(a)
when the ABCD-matrix for the entire left circuit can be written as

[
A B
C D

]
L

= 1√
1 − s2

[
1 0

sC 1

]
 1 sZ1

s
Z1

1




= 1√
1 − s2




1 sZ1

s
(

C + 1
Z1

)
1 + s2 Z1C


 (8.39)
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L
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n = 1 + Z0/L

Z1 = Z0 Z2 = Z0/n

Z0/(n − 1)n

L

n : 1

≡4.

n = 1 + 1/Z0C

Z1 = Z0 Z2 = nZ0

1/Z0(n − 1)nC

Figure 8.16 Four Kuroda identities.

For the right circuit

[
A B
C D

]
R

= 1√
1 − s2


 1 sZ2

s
Z2

1



[

1 sL

0 1

]

= 1√
1 − s2




1 s (Z2 + L)

s
Z2

1 + s2L
Z2


 (8.40)

where Z1 and Z2 are the characteristic impedances of the left unit ele-
ment and right one, respectively. The results in Eqs. (8.39) and (8.40)
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are identical if

Z1 = Z2 + L
1
Z1

+ C = 1
Z2

L
Z2

= Z1C

or

Z2 = Z1

n
L = n − 1

n
Z1 (8.41)

where n = 1 + Z1C.
Figure 8.17 shows the design transformation of a lumped low-pass

transforming filter to a microstrip one using the Kuroda identities.
The first step (shown in Fig. 8.17(a)) is to add a 50-� unit element
at the end of the circuit and convert a shunt capacitor to a series
inductor—as shown in Fig. 8.17(b)—using the first Kuroda identity.
Then, adding another unit element and applying the second Kuroda
identity (see Fig. 8.17(c)) leads to the circuit with two unit elements
and three parallel capacitors shown in Fig. 8.17(d). To keep the same
physical dimensions during the calculation of the circuit parameters,
the inductance should be taken in nanohenri. The capacitance is mea-
sured in nanofarad if the operating frequency is measured in gigahertz.
Finally, a Richards’s transformation is used to convert the parallel ca-
pacitors to shunt stubs. According to Eq. (8.38), the normalized char-
acteristic impedance of a shunt stub is 1/C, which it is necessary to
multiply by 50 �.

Figure 8.17(e) shows the microstrip layout of the final low-pass trans-
forming circuit. The lengths of the shunt stubs are λ/8 at the cutoff fre-
quency fc, as well as the length of each unit element representing the
series stubs. If the normalized frequency bandwidth and center band-
width frequency are chosen to be w = 0.4 and f0 = 3 GHz, the cutoff
frequency is

fc = f0

(
1 + w

2

)
= 3.6 GHz

An alternative impedance matching technique depends on using
the multisection matching transformers consisting of stepped
transmission-line sections with different characteristic impedances.
These transformers, in contrast to the continuously tapered
transmission-line transformers, are significantly shorter and find
broader performance. Figure 8.18(a) shows a stepped transmission-line
transformer, which consists of a cascaded connection of n uniform sec-
tions of equal lengths l = λ0/4, where λ0 is the wavelength correspond-
ing to the central bandwidth frequency ω0. Such a transformer may be
constructed using any type of transmission lines. In Fig. 8.19, as an
example, the minimum possible VSWR is plotted as a function of the
step spacing for a five-step transformer having a total characteristic
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Figure 8.17 Design transform from lumped low-pass to microstrip transforming
filter.

impedance change ratio of 8:1 designed for maximum VSWR of 1.021
in an octave frequency bandwidth where each section is of quarterwave
electrical length [9].

The stepped transmission-line transformer shown in Fig. 8.18(a) rep-
resents an antimetric structure, for which the relationship between the
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Figure 8.18 Schematic structures of different stepped transmission-line
transformers.



Broadband Power Amplifiers 337

1.1

1.2

70 θ, degree60

VSWR

8050 90 100 110
1.0

120

Figure 8.19 Theoretical frequency bandwidth of five-step transformer [9].

characteristic impedances of its sections may be written in the form
of [10]

Zi Zn+1−i = ZS ZL i = 1, 2, . . . , n (8.42)

The main drawback of such transformers is their significant total
length of L = nλ0/4. However, it is possible to reduce the transformer
length by applying other profiles of its structure. The stepped trans-
formers using n cascaded uniform transmission line sections of various
lengths with alternating impedances are shorter by 1.5 to 2 [11]. In
this case, the number of sections n is always an even number and the
section impedances may be equal to the source and load impedances to
be matched, as shown in Fig. 8.18(b). To define the unknown section
lengths, the optimization approach to achieve the global minimum of
the objective function |� (θ , A)| was used, written in the form of

min
A

max
θ∈[θ1,θ2]

|� (θ , A)| (8.43)

where θ1 and θ2 are the electrical lengths at the low- and high-frequency
bandwidth edges, respectively, and the vector A = ( A1, A2, . . . , An) con-
sists of the normalized section lengths Li = li/λ0 as components. Solving
Eq. (8.43) numerically, we find that the optimum Chebyshev character-
istics can be provided by the transmission line structure with [11]

li = ln+1−i i = 1, 2, . . . , n/2 (8.44)

The total length of such a stepped transmission-line transformer can
be further reduced by using the structure representing the cascade con-
nection of n transmission line sections (where n is an even number) of
the same length l < λ0/4 with [12]

Z1 < Z3 < · · · < Zn−1
Z2 < Z4 < · · · < Zn

(Z1 > Zn when ZS < ZL) (8.45)

In Fig. 8.18(c), the total transformer length is shorter by a factor of 2
to 4 compared to the basic structure with quarterwave sections shown
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in Fig. 8.18(a). However, it requires the use of a high impedance ratio
for its sections reaching 30 to 50.

To reduce the high impedance ratio of transformers with a short
total length, it is advisable to use the generalized structure shown in
Fig. 8.18(d), representing cascaded even n sections of different lengths
li and impedances Zi. The optimum Chebyshev characteristics for this
structure can be provided with the relationships between the lengths
and characteristic impedances of its sections, in the form of [11]

li = ln+1−i

Zi Zn+1−i = ZS ZL
i = 1, 2, . . . , n/2 (8.46)

and

Zn−1 > Zn−3 > · · · > Z1 > Zn > Zn−2 > · · · > Z2 (8.47)

where, in the direction from higher impedance ZL to lower impedance
ZS, the impedances of both even and odd sections decrease, with the
impedance of any odd section being always larger that that of any even
section. The lengths of even sections decrease in the direction from the
transmission line of smaller impedance, whereas the lengths of odd
sections increase in the same direction.

Another structure for the stepped transmission-line transformer is
shown in Fig. 8.18(e), for which Eq. (8.44) can be applied and for which

TABLE 8.3 Optimum Parameters for Different Four-Section Transformers

Generalized structure, Fig. 8.18(c)

|�|min L1,2,3,4 Z1, � Z2, � Z3, � Z4, � L

0.065 0.0833 42.38 19.80 63.13 29.49 0.3330
0.071 0.0625 55.75 13.58 92.03 22.42 0.2500
0.074 0.0418 82.58 8.45 148.01 12.14 0.1670
0.076 0.0313 109.64 6.17 202.48 11.40 0.1250

Equal-length structure, Fig. 8.18(d)

L1,2 L3,4 Z1, � Z2, � Z3, � Z4, � L

0.068 0.0625 0.0833 51.75 18.20 68.73 24.15 0.2916
0.070 0.0525 0.0725 62.00 15.28 81.85 20.15 0.2500
0.075 0.0320 0.0510 103.00 10.13 123.39 12.14 0.1660
0.076 0.0205 0.0420 152.90 7.78 160.95 8.18 0.1250

New structure, Fig. 8.18(e)

L1,2 L3,4 Z1, � Z2, � L

0.064 0.0479 0.1171 52.38 23.36 0.3330
0.070 0.0405 0.0841 72.91 17.14 0.2500
0.074 0.0282 0.0553 114.55 10.91 0.1670
0.075 0.0213 0.0412 155.67 8.03 0.1250
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the same characteristic impedances for odd and even sections differ
from the source and load impedances according to

Z1 = Z3 = · · · = Zn−1
Z2 = Z4 = · · · = Zn

(8.48)

where Z1 Z2 = ZS ZL, Zn < ZS, and Zn−1 > ZL can reduce the total
transformer length [11].

Table 8.3 gives the optimum parameters for different four-section
transformers (n = 4) designed to match the transmission lines with
impedances ZS = 25 � and ZL = 50 � in an octave frequency range,
where the section lengths Li and total length L are normalized to λ0.

Lossy Matching Circuits

Dissipativeorlossygaincompensation matching circuits can achieve the
important tradeoffs between gain, reflection coefficient and bandwidth.
Moreover, the resistive nature of such a matching circuit may also im-
prove amplifier stability, and reduce its size and cost because it has
a simple lossy matching circuit schematic. In many practical cases, to
provide broadband matching with minimum gain flatness and input
reflection coefficient, it is sufficient to use the resistive shunt element
at the transistor input. An additional matching improvement with ref-
erence to upper frequencies can be achieved by employing inductive
reactive elements in series to the resistor. For a broadband lossy match
MOSFET high-power amplifier, it is advisable to use a series lumped
inductance [13]; for the same type of a GaAs MESFET amplifier it is
very convenient to use a short-circuited transmission line [14]. In ad-
dition, at higher frequencies it is possible to provide a pure resistive
device input impedance with higher power gain by using an additional
capacitance in parallel with the lumped inductance for monolithic ap-
plication [15]. In this case, it is very important to optimize the elements
of the lossy matching circuit in order to achieve minimum gain flatness
over maximum frequency bandwidth. Consider such an approach for
the example of the silicon MOSFET high-power amplifier.

The small-signal silicon MOSFET equivalent circuit is shown in
Fig. 8.20. When the load resistance RL is connected to the drain and
source terminals, we can readily obtain an expression for the input
device impedance in the form of

Z in = Rg +
(

Rgs + 1
jωCgs

)/[
1 + Cgd

Cgs

× (1 + jωτg)(1 + jωCds RL0) + gm RL0

1 + jωRL0(Cds + Cgd)

]
(8.49)

where RL0 = (RL + Rd) /
[
1 + (RL + Rd)/Rds

]
, τg = RgsCgs.
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Figure 8.20 Small-signal silicon MOSFET equivalent circuit.

The circuit shown in Fig. 8.21(a) describes adequately the frequency
behavior of such an input impedance. In Eq. (8.49), the series source
resistance Rs and transit time τ are not taken into account due to
their too small values for high-power MOSFETs in a frequency range of
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Figure 8.21 Equivalent circuits characterizing device input impedance.
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ω ≤ 0.3ωT, where ωT = gm/Cgs. When ωτg ≤ 0.3 and the device output
capacitive impedance is inductively compensated, the input equivalent
circuit simplifies significantly and can represent a capacitance and a
resistance connected in series (see Fig. 8.21(b)) with values of

Rin ∼= Rg + Rgs (8.50)

C in ∼= Cgs + Cgd

[
1 + gm

RL + Rd

1 + RL/(Rds + Rd)

]
(8.51)

To provide a constant real part of input impedance in a frequency
range up to 0.1 fT, it is enough to use a simple lossy matching circuit.
Such a series compensating input circuit, consisting of an inductance
Lcorr and a resistance Rcorr, is shown in Fig. 8.21(c).

The total input impedance of both the lossy matching circuit and
device input circuit is written as

Z in = Rcorr − ω2C in RinLcorr + jω(Lcorr + C in Rin Rcorr)
1 − ω2LcorrC in + jωC in (Rcorr + Rin)

(8.52)

Under the condition R = Rcorr = Rin, the reactive part of the input
impedance Z in becomes zero, i.e., X in = 0, when

Lcorr = C in R2 (8.53)

This leads to a pure active input impedance Z in obtained by

Z in = R = Rin (8.54)

At microwaves, the short-circuited transmission line can be included
instead of the inductance Lcorr with the same input inductive reactance.

The low-frequency power gain GP in dB is calculated using

GP ∼= 20 log10

(
gm

√
Rcorr RL

1 + (RL + Rd) /Rds

)
(8.55)

However, when the frequency increases, the voltage amplitude ap-
plied to the input capacitance C in decreases. This leads to the appro-
priate decrease of the power gain GP at higher bandwidth frequencies.
Due to the rather small values of Rin for high-power MOSFETs, the
value of GP may not be high enough. Therefore, it should provide an
additional impedance matching with lossless matching circuits in or-
der to match with standard source impedance of 50 � or quite a high
output impedance of the active device of the previous power amplifier
stage.

Figure 8.22 shows the circuit schematic of the broadband LDMOS-
FET high-power amplifier with device geometry of 1.25 µm × 40 mm.
The optimized input three-element lossy matching circuit allows a very



342 Chapter Eight

27 Ω 

28 V 

300 Ω 

1.5 kΩ 

Pout 

Pin 

10 µF 

0.1 µF 

0.1 µF 

1:2 

20 pF 
25 nH 

1 kΩ 

0.1 µF 

Figure 8.22 Circuit schematic of broadband LDMOSFET high-power
amplifier.

broadband operation to be provided with minimum power gain flatness;
the 1:2 output transformer contributes to an increase in the output
power level. The capacitance of 20 pF connected in parallel with the re-
sistance of 27 � provides an additional increase of power gain at higher
bandwidth frequencies.

The simulation results are illustrated in Fig. 8.23, where the output
power of 22 to 25 W with power gain of 13.7 ± 0.3 dB in a frequency
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Figure 8.23 Output power and return losses versus bandwidth
frequency.
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range of 5 to 300 MHz can be realized (curve 1). The return losses are
greater than 8 dB up to 225 MHz (curve 2). The direct connection of the
standard 50-� load to the device drain terminal through the bypass
capacitance gives the output power level in the range 6 to 7 W.

Practical Design Aspect

Multisection bandpass networks for input and output matching circuits
provide wide frequency bandwidth with minimum power gain ripple
and better harmonic suppression. Such a matching circuit configura-
tion using lumped elements was applied for the design of a 60 W power
amplifier operating in the frequency bandwidth of 140 to 180 MHz
(see Fig. 8.24) [16]. To realize such technical requirements, the bipo-
lar transistor BM100-28 (an internally matched device for VHF ap-
plications, which provides a 100 W output power level at a supply
voltage of 28 V) was used. The input device impedance at the center
frequency fc = √

140 × 180 = 159 MHz is Z in = (0.9 + j1.8) �. There-
fore, the input matching circuit was designed as a three-section net-
work with two low-pass sections and one high-pass section to minimize
its quality factor Q. In this case, the device input lead inductance of
1.8/2π0.159 = 1.8 nH was considered as a series inductive element of
the first low-pass section.

A similar design philosophy was used to design the output matching
circuit when the three-section network maintains a value of the quality
factor close to unity or within the Q = 1 circle on a Smith chart. The
output device impedance is practically resistive of 1.65 � because the
output device capacitive reactance is compensated by the device lead
inductance. The series inductance of the first matching low-pass section
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Figure 8.24 Bipolar 140–180 MHz high-power amplifier [16].
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adjacent to the collector terminal, according to the Smith chart, can be
realized as a section of 50-� microstrip line with electrical length of
0.011λ, where λ is the wavelength on the center bandwidth frequency.
The physical length of this microstrip line for 1/16 inch Teflon fiberglass
with a dielectric permittivity εr = 2.55 must be 0.51 inch whereas its
width is 0.4 inch. As a result, the designed amplifier provides a power
gain of at least 8 dB, gain ripple of less than 3 dB, more than 50 percent
efficiency and input VSWR below 3:1.

At microwave frequencies, an increase of the number of transmission
line transformer sections also improves the amplifier bandwidth char-
acteristic. For example, with the use of a multisection transformer with
seven quarter-wavelength transmission lines of different characteristic
impedances, a power gain of 9±1 dB and power-added efficiency (PAE)
of 37.5 ± 7.5 percent over 5 to 10 GHz was achieved for a 15 W GaAs
MESFET power amplifier [17]. The simplified schematic diagram of
such an amplifier is shown in Fig. 8.25. To achieve minimum output
power flatness, the number of sections of the output matching circuit
is determined to compensate for the frequency-dependent device power
gain based on load-pull measurements. At the same time, the number
of sections of the input matching circuit compensates for the frequency-
dependent gain based on small-signal S-parameter measurements. For
the 5.25 mm GaAs MESFET device, the values of the input and output
impedances derived from its large-signal model were assumed resis-
tive and equal to Z in = 0.075 � and Zout = 1.32 �, respectively. To
achieve minimum gain flatness, the length of each microstrip section
was initially chosen as a quarter wavelength at the highest frequency of
10 GHz. However, because the input and output device impedances are
not pure resistive in reality, the final optimized length of each microstrip
section was reduced to be a quarter wavelength at around 15 GHz. The
microstrip transformer sections L1-L6 and L9-L14 were fabricated on
alumina substrate with dielectric permittivity εr = 9.8 and thickness of
0.635 mm for L1 and L2, 0.2 mm for L3-L6 and L10-L12, and 0.38 mm for
L13-L14. Microstrip section L7 was realized on high dielectric substrate
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Figure 8.25 Microstrip 5–10 GHz 15 W GaAs MESFET power amplifier.
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Figure 8.26 Circuit schematic of bipolar UHF power amplifier for TV applications.

with εr = 38 and a thickness of 0.18 mm, whereas microstrip sections
L8 and L9 were fabricated on the high dielectric substrate with εr = 89
and thickness of 0.15 mm. The final power amplifier represents a bal-
anced configuration of two 5.25 mm GaAs MESFETs with quadrature
couplers.

The broadband power amplifier shown in Fig. 8.26 is intended for TV
transponders with complex video and audio TV signal amplification in
the frequency bandwidth of 470 to 790 MHz. The power amplifier is
practically realized on copper-clad epoxy glass laminate with εr = 4.7
of 1.5 mm thickness. The lengths of the microstrip lines are given in
terms of their lengths on the high-bandwidth frequency, and the RFC
chokes represent three-wire air inductors. The device input and output
impedances measured at the base and collector terminals at 600 MHz
are Z in = (6 + j4) � and Zout = (15 + j17.5) �, respectively, which
allows the use of a two-section input matching circuit and single-section
output matching circuit. In Class A operation, such a power amplifier
using a balanced TPV-595A bipolar transistor provides a linear output
power of 7 W, and a power gain of about 12 dB for a quiescent collector
current of 1.3 A.

The high-power amplifier intended for applications in TV transmit-
ters, using the balanced bipolar transistor BLV861, is shown in Fig. 8.27
[18]. In Class AB operation with a quiescent current of 100 mA, it cov-
ers the frequency bandwidth of 470 to 860 MHz with an output power
of 100 W, a power gain of about 9.5 dB with a gain ripple of ±0.5 dB and
an efficiency of 55 percent. The device input and output impedances at
663 MHz are Z in = (4.4+ j7.9) � and Zout = (8.8− j3.65) �, respectively,
for the three-section input matching circuit and two-section output
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Figure 8.27 Bipolar high-power UHF amplifier intended for TV transmitters [18].

matching circuit that are used. The unbalanced-to-balanced transfor-
mation to 50 � is realized by 1:2 balun transformers, each of which is
represented by a 25-� semirigid coax cable with an electrical length of
45◦ at the midband and a diameter of 1.8 mm, soldered over the whole
length on top of the same length microstrip line. For low-frequency sta-
bility enhancements, the input balun stubs are connected to the bias
point by means of 1-� series resistors. Large value electrolytic capac-
itors are added at the input and output biasing points to improve the
amplifier video response. The amplifier is fabricated by using printed
circuit board laminate PTFE glass with εr = 2.55 and a thickness of
0.51 mm (20 mils).

Figure 8.28 presents the schematic diagram of a two-octave wideband
high-power amplifier covering both the civil and military airbands in a
frequency range of 100 to 450 MHz [19]. The BLF548 device is a bal-
anced n-channel enhancement mode VDMOS transistor designed for
use in broadband amplifiers with an output power of 150 W and a power
gain of more than 10 dB in a frequency range of up to 500 MHz. In a
frequency range of 100 to 500 MHz, the real part of the input impedance
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Figure 8.28 Schematical diagram of wideband high-power VHF MOSFET amplifier [19].
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is practically constant and equal to ReZ in = 0.43 �, whereas the imag-
inary part of the input impedance changes its capacitive impedance
ImZ in = −4.1 � at 100 MHz to the inductive impedance ImZ in = 0.5 �

at 500 MHz. The output impedance is capacitive and equal to Zout =
(1.1 − j0.8) � at the high bandwidth frequency of 500 MHz. Coaxial
semirigid baluns are used to transform the unbalanced 50 � source and
load into two opposite 180◦ phase 25 � sections, respectively, followed
by coaxial transformers, with the characteristic impedance of 10 � for
input matching and of 25 � for output matching. This yields the lower
impedance Rin = √

25 × 10/4 = 3.9 �, which is necessary to trans-
form to the device input resistance of 0.43 �, and the higher impedance
Rout = √

25 × 25/4 = 6.2 �, which is necessary to transform to the
device output resistance of 2.8 �. Final matching is provided by sim-
ple L-transformers with series microstrip lines and parallel variable
capacitors. The microstrip lines were realized on a double copper-clad
fiberglass PCB with dielectric permittivity εr = 2.2 and a thickness of
1/32 inch. In this case, the dimensions of each microstrip line with char-
acteristic impedance of 20 � are as follows: L1 and L3 are 5 × 8 mm, L2
and L4 are 2.5 × 8 mm, L5 and L7 are 11.5 × 8 mm, and L6 and L8 are
4 × 8 mm. In order to compensate for the 6 dB/octave slope, conjugate
matching is achieved at 450 MHz since at lower frequencies a mismatch
gives the required decrease of power gain necessary to provide an ac-
ceptable broadband power gain flatness. As a result, in the frequency
range of 100 to 450 MHz, the gain ripple is smaller than 1 dB at the
output power level of 150 W. At the same time the input return loss is
better than 12 dB.

Figure 8.29 shows the circuit schematic of a linear MOSFET power
amplifier designed for a multioctave frequency bandwidth of 1.5 to
60 MHz with a 50-W output power and a power gain within 23 ± 1 dB.
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Figure 8.29 Circuit schematic of multioctave linear MOSFET HF-VHF power amplifier.
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Using negative feedback resistors of 36 � in the final stage allows the
power amplifier nonlinearity to be improved and reduces the level of the
third-order intermodulation components down to −45 dBc. An asym-
metrical 3:1 transformer using a 17-� stripline and a ferrite core with
permeability µ = 400 provides the input impedance transformation. An
increased value of the ferrite core permeability is necessary to reduce
the cable length to about 10 to 15 cm, providing a significantly higher
inductive impedance of the transformer primary winding, of about 10
times the standard source 50-� impedance, at a low bandwidth fre-
quency. Due to the 36-� resistive feedback, the input impedance of
each device should be 6.25 �. In this case, it is sufficient to use an
unbalanced-to-balanced 1:1 transformer with a 12.5-� stripline char-
acteristic impedance, and provide a load for the driver stage MOSFET
device of 12.5 �. Using a transformer TL3 contributes to the effective
push-pull operation with even harmonic suppression. In addition, from
a viewpoint of the circuit simplicity, it is convenient to use its common
terminal for the drain voltage supply. The output transformation is
achieved by using a balanced-to-unbalanced 1:1 transformer TL4 that
converts an output impedance of each MOSFET device designed for
push-pull operation to 12.5 �, and an asymmetrical 1:2 transformer
TL5 to transform 12.5 � to the standard load 50-� impedance.

Figure 8.30 shows a bipolar VHF broadband high-power amplifier
designed for broadcast FM transmitters in a frequency range of 66 to
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Figure 8.30 Bipolar VHF broadband high-power amplifier for broadcast FM transmitters.
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108 MHz. When using the NEC 2SC3812 or Thomson SD1483 bipo-
lar balanced transistors in a Class C operation, an output power of
350 W with a power gain within 11 ± 1 dB and power-added efficiency
of about 60 percent can be realized in a whole frequency bandwidth.
An appropriate negative biasing in a Class C operation is achieved
by using the series resistors of 5.1 � in the base-emitter bias circuit
together with the series inductances of about 15 nH, which is neces-
sary to realize minimum gain ripple. The asymmetrical 2:1 input TL1
and 1:2 output TL8 transformers with the coaxial cable characteristic
impedance of 25 � are used to convert 12.5 � to standard source and
load 50-� impedance, respectively. The unbalanced-to-balanced trans-
formers TL3–TL6 with the stripline characteristic impedances of 6 �

are necessary to provide the 3-� source and load impedances for each
part of the balanced bipolar transistors. Due to the small value of the
device single-ended input impedance of about 1 � with the inductive
component, the additional input two-section L-type impedance match-
ing circuits are used. Here, the series microstrip lines l1–l4 are the in-
ductive elements for the fist section, and the device lead inductances
are the inductive elements for the second section. Power-dividing at
the input as well as power-combining at the output of the high-power
amplifier is realized by hybrid power splitters/combiners TL2 and TL7,
each with 12-� ballast resistors and striplines with the characteristic
impedances of 12.5 �. Such a hybrid power splitter/combiner provides
excellent device–device isolation isolation and contributes to stable am-
plifier operation.

The circuit schematic of the input, interstage and output networks
intended for microwave broadband power amplifiers are presented in
Fig. 8.31. The constant-resistance input network shown in Fig. 8.31(a)
provides the input device impedance pure resistive and equal to Z in =
Rin, when L1 = Cgs R2

in, C1 = Lg/R2
in and R1 = Rin, that makes wide-

band transformation of the input resistance to the source resistance
much easier. In the output network presented in Fig. 8.31(b), a value of
the drain inductance is chosen to compensate for the capacitive device
output reactance at the center bandwidth frequency. Then, a resonant
frequency of the parallel resonant circuit is set to be equal to the same
center bandwidth frequency. In this case, for the frequencies where de-
vice output impedance Zd is capacitive, the impedance of the parallel
resonant circuit is inductive. On the other hand, for the frequencies
where impedance Zd is inductive, the impedance of the parallel reso-
nant circuit is capacitive. As a result, the wideband reactance compen-
sation is realized when the reactive part of the impedance Zd becomes
smaller over a wide frequency bandwidth. For microwave applications,
such a parallel resonant circuit is fabricated by using a quarterwave
short-circuited stub. The interstage network, the schematic diagram
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Figure 8.31 Schematic of (a) input, (b) output, and (c) interstage broadband
matching circuits.

for which is shown in Fig. 8.31(c), is comprised of the input and output
networks described above and a quarterwave microstrip transformer
with the characteristic impedance Z0 =

√
RinLd/RoutCout.

A schematic diagram of the two-stage lossy match MESFET power
amplifier is shown in Fig. 8.32 [15]. By using a 1.05-mm device in the
driver stage and two 1.35-mm devices in the final stage, saturated out-
put power was 27.7±2.7 dBm, linear power gain was 8.3±2.8 dB and a
drain efficiency of 15.3 ± 8.3 percent was realized in a frequency range
of 4 to 25 GHz. The input and interstage constant-resistance networks
are each represented by the series connections of a resistance and an
inductance, which is fabricated by using a high-impedance microstrip
line. In Fig. 8.32, two such networks connected in parallel provide in-
put pure resistive impedance, where l4 and l5 are the series microstrip
lines, and R1 and R2 are the series resistances. The short-circuited mi-
crostrip lines—l7 and l8 in the interstage network and l19 and l21 in
the output network—with quarterwave electrical lengths at the center
frequency realize the parallel resonant circuits connected at the de-
vice output terminals. The microstrip lines l10 and l14 in the interstage
network are the quarterwave impedance transformers, which provide
matching between the output impedance of the driver-stage device and
the input impedance of the second-stage devices connected in parallel.
The input and output matching circuits are realized in the form of T-
transformers, where a series microstrip line and parallel open-circuited
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Figure 8.32 Microstrip two-stage lossy match MESFET power amplifier.

microstrip stub replace a series inductance and a parallel capacitance,
respectively.

The output matching circuit can be also represented as a series com-
bination of the impedance π -type matching network and a lossy gain
network, as shown in Fig. 8.33 [20]. For both bipolar and MESFET
broadband amplifiers, the parallel capacitances for a π -type network
are the device output capacitance and open-circuited microstrip stub,
which are connected to each side of a series lumped inductance, respec-
tively. The output network for lossy gain compensation is connected be-
tween the impedance matching circuit and the load. This configuration
is usually used for medium power, very broadband amplifiers. For ex-
ample, the two-stage cascade of the L-band broadband bipolar amplifier
shown in Fig. 8.33(a) was designed for a minimum input reflection co-
efficient with 1.78:1 VSWR and a maximum gain variation of ±1.2 dB,
around 16.5-dB power gain over the 1.0-to 2.0-GHz frequency range.
The two-stage cascade of the microwave MESFET amplifier shown in
Fig. 8.33(b) was designed for maximum flat gain in a frequency range of
4.0 to 6.0 GHz when the power gain varies within 15.4±0.5 dB. To pro-
vide minimum losses at high bandwidth frequency, the short-circuited
microstrip line in the output lossy gain circuit was chosen to be of a
quarter wavelength for each amplifier.

Figure 8.34 shows the circuit schematic of the broadband GaN HEMT
microwave power amplifier with the device geometry of 0.7 µm × 1 mm,
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Figure 8.33 Broadband microstrip lossy match (a) bipolar and (b) MESFET power
amplifiers [20].

transition frequency fT = 18 GHz and maximum frequency fmax =
35 Hz. The optimized input three-element lossy LCR matching circuit
provides a power gain up to 11.5 dB and low input reflection less than
–10 dB over a frequency range of 3 to 9 GHz [21]. As the impedance
at the input of the lossy matching circuit is only about 10 �, this
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50 Ω 0.4 pF

Pout

50 Ω
Tr1 0.06 nH

0.9 nH 

GaN HEMT 

0.44 nH

8 Ω

60 pF

3 pF

Figure 8.34 Schematic of 3 to 9 GHz GaN HEMT broadband power
amplifier [21].
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necessitates an additional 50 � to 10 � broadband impedance transfor-
mation (Tr1), which was realized using a few sections of quarterwave
coplanar transmission lines with decreasing impedance. The output
network incorporates an LC circuit to compensate the output device ca-
pacitance such that the intrinsic device sees approximately a real load
within the frequency bandwidth. As the optimum load for this 1-mm
device with supply voltage of 20 V is of about 50 �, no output impedance
transformation is needed. The output power was of about 1.6 W, with
the power-added efficiency within the range of 14 to 24 percent in a 4-to
8-GHz bandwidth.
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Chapter

9
Power Amplifier Design

for Communication
Systems

In modern telecommunication systems, it is very important to real-
ize both high-efficiency and linear operation of the power amplifiers.
This chapter describes a variety of techniques and approaches that
can improve the power amplifier performance. To increase efficiency,
the Kahn envelope elimination and restoration and envelope tracking
techniques, Doherty and outphasing power amplifier architectures as
well as switched-mode and dual-path power amplifier configurations
are discussed and analyzed. There are several linearization techniques
that provide linearization of both entire transmitter systems and hand-
set power amplifiers. Feedforward correction is a technology for satel-
lite and cellular base station applications to achieve the high linear-
ity levels of −75 dBc and better. The practical realization of such a
technique is quite complicated and very sensitive to the feedback loop
imbalance as well as to the parameters of its separate components.
Predistortion technique is the simplest form of power amplifier lin-
earization and can be used for handset application, although signifi-
cant linearity improvement is difficult to realize. The choice of a proper
high-efficiency approach or linearity correction scheme depends on per-
formance tradeoffs as well as manufacturing capabilities. Finally, the
design and implementation of the monolithic integrated circuits of HBT
and CMOS power amplifiers for handset application are considered and
illustrated.

355
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Kahn Envelope Elimination
and Restoration Technique

Modern wireless communication systems require that the signal is fed
with a nonconstant envelope through the power amplifier. In this case,
there is a tradeoff between power amplifier efficiency and linearity, with
improvement in one coming at the expense of the other. In a traditional
analog envelope elimination and restoration (EER) approach, where
special devices are required to separate the amplitude (envelope) and
RF phase-modulated signals, one type of power amplifier is responsible
for envelope signal amplification, while another type of power ampli-
fier is fed by a constant-envelope RF signal as shown in Fig. 9.1(a). The
constant-envelope RF signal can be amplified efficiently by a nonlinear
power amplifier (PA) using Class B, Class E or Class F operation mode.
Amplitude modulation of the final stage of the power amplifier restores
the envelope to the phase-modulated carrier signal creating an ampli-
tude replica of the input signal. This technique was first developed by
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Figure 9.1 Block diagrams of Kahn EER transmitters.
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Kahn in the 1950s to improve the efficiency of short-wave broadcast
transmitters [1]. In contrast to linear power amplifiers, a Kahn EER
transmitter operates with high efficiency over a wide dynamic range
of backoff output power levels and, therefore, produces an average effi-
ciency that is three to five times higher [2, 3]. To minimize misalignment
between phase and amplitude, a delay line is required. Adding the out-
put envelope feedback circuit allows the intermodulation distortion to
be reduced [4]. In modern transmitters for wireless applications, both
the envelope and phase-modulated signals can be easily generated sep-
arately using the digital signal processing (DSP) technique shown in
Fig. 9.1(b). Then, the phase-modulated signal with constant envelope
is upconverted to the desired output RF frequency using a direct or
double conversion scheme. For a direct conversion scheme, the base-
band signal containing the phase information directly modulates the
RF carrier.

A Class-S modulator is a high-efficiency low-frequency power am-
plifier based on pulse-width modulation, and its output is a baseband
envelope signal including a dc component [3, 4]. Such a modulator pro-
duces only positive output current and therefore requires only a single
transistor and a single diode, which is required to provide a suitable
reverse-direction path, as shown in Fig. 9.2. The output voltage can
have any value between nearly zero voltage and the supply voltage Vcc.
The low-pass filter (LPF) should have a high impedance to the switching
frequency and its harmonics to provide a high level of spectral purity of
the output RF signal. Usually, it is preferable to use a first-order LPF,
since further increasing the number of its elements improves the mod-
ulator performance insignificantly but significantly increases the size
and complexity of a Class-S modulator. When the transistor is open,
the supply voltage Vcc is connected to the input of the LPF and the
load current flows through the device. When the transistor is closed,
the load current flows through the diode and the voltage at the LPF

Vcc

RL 

LPF
DriveLevel shiftComparator

venv 

vr 

vs 

L

C

Figure 9.2 Schematic of class-S modulator.
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input is equal to the voltage across the open diode. For an ideal oper-
ation, the active device never experiences simultaneous nonzero volt-
age and nonzero current, resulting in 100 percent efficiency. However,
in practice the losses in the diode and transistor, due to the finite val-
ues of their on-saturation resistances and finite time between on- and
off-operation modes, degrade efficiency, especially at higher operation
frequencies. To minimize the intermodulation distortion of the envelope
signal, it is necessary to choose correctly the LPF parameters providing
a maximally flat frequency response, which can be calculated by

L = 0.7
RL

π fc
C = 1

2.8π fc RL
(9.1)

where fc is the cutoff frequency of the low-pass filter.
The pulse-width modulated (PWM) signal can be accomplished by

several techniques, the most popular of which is a comparator method
(see Fig. 9.2). Comparison of the envelope input to a triangular reference
wave shown in Fig. 9.3(b) by a comparator produces a PWM switching
signal, the width of which varies with envelope amplitude, as shown
in Fig. 9.3(c). The comparator produces maximum output when the
input signal is larger than the triangular wave and zero output when
the input signal is smaller than triangular wave. The triangular wave
can be supplied directly from a function-generator circuit or obtained
by integration of the output of a square-wave switching generator (see
Fig. 9.3(a)). The maximum modulation frequency depends strongly on
the switching (clock) frequency required for a PWM process. To keep the
spurious products in the output spectrum at least 30 or 40 dB below
the carrier, the switching frequency must four or five times exceed the
highest modulation frequency; in practice, to restore the input envelope
with the minimum level of intermodulation components using an LPF
(see Fig. 9.3(d)), it is better to use a factor of 10. An efficiency of about
90 percent can be achieved for a Class-S modulator with an envelope
bandwidth up to 150 kHz [4, 5]. However, a PWM is an inherently
nonlinear process that generates intermodulation components with as
higher level as wider RF signal bandwidth [6].

Therefore, for the EER systems with wider bandwidths and stronger
requirements for the intermodulation distortion levels, it is preferable
to use a Class-S modulator based on the delta-sigma modulation scheme.
For the same switching frequency (or oversampling ratio), a system
based on delta-sigma modulation can provide wider bandwidth and
lower distortion than a PWM system. The signal in a delta-sigma mod-
ulator is digitized by a quantizer (single-bit comparator), the output of
which is subtracted from the input signal through a digital feedback
loop acting as a bandpass filter, and quantization noise is forced out-
side the pass band. The degree of suppression of the quantization noise
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Figure 9.3 Waveforms of pulse-width modulation of envelope
signal.

depends on the oversampling ratio, which is the ratio of the digital
clock frequency to the RF bandwidth. Applying a 0.8-µm CMOS tech-
nology can provide a sufficiently high efficiency over a wide range of
backoff output powers, with overall efficiency of 33 percent at 28 dBm
of linear output power using an RF CMOS power amplifier (designed
for cellular handset applications) having a maximum power of 1 W and
power-added efficiency of 42 percent [7].

There are several limitations of a traditional Kahn EER architec-
ture for practical implementation. The transfer characteristic of the RF
power transistor should be linear enough to restore accurately the input
envelope. However, in practice this is not the case, especially for high-
power devices. Besides, the size of a Class-S modulator is sufficiently
large for microwave monolithic integrated circuit (MMIC) implemen-
tation, and it becomes too inefficient at high frequencies. Also, a high
degree of amplitude and phase tracking is required in order to achieve a
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Figure 9.4 Transmitter architecture with pulse-width carrier modulation.

high depth of modulation. For instance, a combination of 0.2 dB ampli-
tude and 3◦ of phase tracking error will result in a maximum modulation
dynamic range of 20 dB. To obtain the carrier-to-intermodulation ratio
of C/I ≥ 30 dBc, the differential time delay (�t) between the envelope
and phase-modulated paths, measured in seconds, must be small, as de-
fined by �t ≤ 0.1/BRF, where BRF is the bandwidth of the RF signal [6].
Finally, there should be a tradeoff between the switching frequency in
the Class-S modulator and the order of the low-pass filter in order to
minimize the intermodulation distortion.

Figure 9.4 shows an architecture with pulse-width carrier modula-
tion, which is an alternative to a conventional Kahn EER technique [8].
The phase-modulated input signal with a nonconstant envelope is split
by a coupler into separate envelope and phase-modulated components
that use an envelope detector and limiter. Then, the envelope is con-
verted to duty factor variations of pulse train, typically at a sampling
rate at least an order of magnitude higher in frequency than the max-
imum frequency of the envelope. The pulse train is applied as pulse-
width modulation onto a carrier RF phase-modulated signal using a
pulse modulator. The combined signal is transmitted to a high-efficiency
nonlinear power amplifier. Unwanted sidebands caused by the sam-
pling process are rejected by bandpass filter (BPF) at the amplifier
output to pass only the carrier and its modulated signal bandwidth
and hence recover a linear replica of the original source signal. Use of
a look-up table in the envelope to pulse modulation circuitry can be
useful to maximize the envelope dynamic range by proper adjustment
of the pulse width and the sampling period. Both the envelope and
phase-modulated signals can also be generated separately using the
DSP technique, and digitization of the envelope signal can be provided
by a delta-sigma modulator with a sampling rate of ten times the RF
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bandwidth [9]. The main disadvantage of such systems is the high level
of insertion losses of the narrow-band BPF, the quality factor of which
should be very high to minimize the switching frequency sidebands.
Nevertheless, in some particular cases, it is possible to realize a compro-
mise solution between BPF losses and switching frequency that results
in a higher average efficiency for signals with nonconstant envelope
than can be achieved by the systems at backoff output power levels
using linear power amplifiers.

Envelope Tracking

The collector (drain) efficiency of a power amplifier can be analytically
obtained from (see also Chap. 6)

η = P1

P0
= 1

2
I1

I0

V
Vcc

(9.2)

where P1 = I1V is the output power at the fundamental frequency,
P0 = I0Vcc is the dc power, I1 is the fundamental current amplitude, I0
is the dc current, V is the fundamental collector voltage amplitude and
Vcc is the collector supply voltage.

For the operation conditions with the same conduction angle (for ex-
ample, in Class B, the conduction angle is equal to 180◦ regardless of
the collector current amplitude I), the current ratio between the fun-
damental and dc components, I1/I0, keeps a constant value. Generally,
depending on the conduction angle, the current ratio I1/I0 varies from 1
in Class A with 360◦ conduction angle to 2 for the ideal limiting case
of Class C with 0◦ conduction angle. For Class B operation, the current
ratio I1/I0 is equal to 1.57. Consequently, for nearly Class B operation
when the value of the conduction angle deviates from 180◦ by not too
much, the current ratio I1/I0 varies within a small range of 10 to 20 per-
cent. Thus, as follows from Eq. (9.2), the main factor of collector effi-
ciency improvement at backoff output power levels is the voltage ratio
V/Vcc, which should be kept constant for different output power levels.
This can be achieved by reducing the supply voltage Vcc using envelope
tracking technique or increasing the load resistance (the stronger slope
of the load line in Fig. 9.30).

Since the collector efficiency is proportional to the ratio of the funda-
mental amplitude to the dc supply voltage, it becomes extremely small
already at output powers of 10 dB less than peak power, provided that
the load and dc supply voltage are kept constant. However, normally
for CDMA2000 or WCDMA transmitters, the output power can vary in
a wide dynamic range of about 80 dB with maximum statistically aver-
aged transmitting power required to deliver signal to the base station
of about 15 to 25 dB less than the peak output power. Therefore, the
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envelope-tracking technique can be very useful to increase power am-
plifier efficiency in a wide range of output powers by varying the dc
supply voltage according to the RF signal envelope.

Figure 9.5 shows the power amplifier envelope-tracking architecture
with analog control where the envelope detector is used at the input
to detect the signal envelope [10 to 12]. Here, a dc-dc converter is used
to provide the dynamically controlled supply voltage to a linear power
amplifier. The delay line is necessary to compensate the phase mis-
alignment between the envelope and the RF signal due to the envelope
feedback path. Unlike the Kahn EER technique, the envelope tracking
system has a linear power amplifier and no limiter.

The linearity of a power amplifier with envelope tracking is usually
worse than that of a power amplifier with a fixed supply voltage be-
cause of the variation of the power gain with the supply voltage. In this
case, it is possible to use a fixed predistortion to minimize the increased
nonlinearity to a considerable extent. However, it is best to use a digi-
tal control of the power amplifier with envelope tracking, a schematic
for which is shown in Fig. 9.6 [12]. In addition to providing a proper
control voltage for the dc-dc converter according to the signal envelope,
the DSP system also computes a predistorted input signal for both the
in-phase (I) and quadrature (Q) channels using amplifier amplitude
and phase characteristics. The practical results show that the output
frequency spectrum for a IS-95 CDMA input signal can be improved by
8 dB in adjacent channel power ratio (ACPR) having an output power
of 28 dBm. However, the ACPR is quite sensitive to the timing relation-
ships between a varying supply voltage and input signal.

Figure 9.7 shows the schematic of the boost dc-dc converter without
a feedback loop section implemented using the AlGaAs/GaAs HBT pro-
cess [10]. The inductor value is set to 300 nH, limiting the dc output
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power maximum to 1 W. The value of the output capacitance is chosen
to be 10 nF, consistent with low ripple and fast dynamic response. Such
a dc-dc boost converter with 10 MHz switching (clock) frequency can
provide 74 percent efficiency at maximum dc power. The ripple in the
dc-dc converter output results in the spurious output signal spectrum
of approximately 60 dB lower than the fundamental. For a GaAs MES-
FET power amplifier with boost converter operated at 950 MHz with
maximum output power of 1 W, the power usage efficiency calculated
in accordance with the probability distribution function (PDF) of its
output power is 1.64 times higher than the one for just battery opera-
tion [11]. However, to meet CDMA IS-95 specifications for ACPR, a fast
feedback loop regulation scheme and dynamic gate biasing are needed.

The Class-S modulator, which can provide a dynamically controlled
supply voltage, is similar in form to a buck dc-dc converter where the
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Figure 9.7 DC-to-DC converter schematic [10].
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width or duty cycle of the pulses is proportional to an input control volt-
age. The control voltage corresponds to the amplitude of the modulated
envelope signal. For most modern communication systems, the switch-
ing frequency should be as high as possible to allow rapid modulation
of the supply voltage. The high switching frequency provides several
advantages: reduced value and size of the low-pass filter, better sup-
pression of the switching frequency and fast dynamic response. Maxi-
mizing the quality factors of the LPF elements and minimizing the on-
resistances of the switching nMOS and pMOS transistors using larger
sizes for their gate channel widths can result in a Class-S modulator
efficiency of approximately 90 percent at the switching frequency of
5 MHz, and slightly less at 10 MHz [13].

Figure 9.8 shows the experimental results for 2-W envelope track-
ing power amplifier using a high-efficiency Class-S modulator intended
for CDMA cellular handset applications in a frequency range of 824
to 849 MHz [13]. The power amplifier was designed based on AlGaAs/
InGaAs heterostructure insulated-gate FET technology, which allows
single supply voltage operation. The phase deviations of the output
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signal across the dynamic range of the supply voltage were less than 3◦

up to the 2-dB gain compression point, resulting in adjacent and alter-
nate channel power ratios of −46 dBc and −56 dBc, respectively. Each
ACPR is measured as the ratio of power in a 30-kHz bandwidth offset
from the carrier by 885 kHz for the adjacent channel and 1.98 MHz for
the alternate channel. The supply voltage is dynamically stepped down
via the Class-S modulator to approximately 0.3 V in deep backoff with a
maximum voltage of about 3.3 V due to the small voltage drop from the
battery supply voltage of 3.5 V, as shown in Fig. 9.8(a). More than five
times improvement in power usage efficiency is obtained compared to
a power amplifier with fixed bias voltage where the significant amount
of the quiescent current is still kept over a wide range of output powers
(see Fig. 9.8(b)).

In handset wireless applications, the dc-dc converters should provide
high efficiency, small size, low cost, and low noise operation. One of the
possibilities is to use a deep submicron SiGe BiCMOS process technol-
ogy for fabrication of the monolithic supply modulated power amplifier,
where the power transistor can be implemented using the SiGe HBT
process [14]. The size of the passive elements can be reduced to practical
values for integration by increasing the switching frequencies to the or-
der of 100 MHz. Switches can be implemented using nMOS and pMOS
devices with optimum channel widths to minimize their power losses.
The filter capacitance is realized as a MOS capacitance having higher
specific capacitance compared with a metal-insulator-metal (MIM) ca-
pacitance. To increase the quality factor of the filter inductance, it is im-
plemented using a thick last metal layer far above the substrate. Such
a monolithic 900 MHz power amplifier with a high speed synchronous
buck dc-dc converter can provide substantially higher efficiency com-
pared with a similar power amplifier using a constant voltage supply,
especially at low power levels.

Outphasing Power Amplifiers

Outphasing power amplifier modulation technique was firstly devel-
oped in 1935 to improve both the efficiency and linearity of AM-
broadcast transmitters [15]. Substantially later, its application was
extended up to microwave frequencies under the name LINC (linear
amplification using nonlinear components) [16]. An outphasing
transmitter operates as a linear power amplifier system for amplitude-
modulated signals, having a linear transfer function over a wide range
of input signal levels by combining the outputs of two nonlinear power
amplifiers, which are driven with signals of constant amplitude but dif-
ferent time-varying phases corresponding to the envelope of the input
signal.



366 Chapter Nine

PA

SCS 

PA

RLVL

− φ(t)

 +φ(t)

v(t) = V(t)cos ω t

v1(t) = V1sin[ω t −

−

φ (t)]

v2(t) = V2sin[ω t + φ (t)]

I1

I2

IL

Vcc

Vcc

(a)

(b)

−sinω t
(+j)

sinωt
(−j)

−cosω t
(−1)

cosω t
(+1)VL(φ) VLPEP

V1

V2

φ(t)

φ (t)

Figure 9.9 Simple outphasing power amplifier system.

A simple outphasing power amplifier system is shown in Fig. 9.9(a)
[17]. The signal component separator (SCS) generates from the in-
put amplitude-modulated signal two sine-wave signals of constant en-
velopes with different phases, +φ(t) and −φ(t). These two signals are
then amplified by nonlinear power amplifiers and added together to pro-
duce the output amplitude-modulated signal. The peak output power is
obtained with φ = 90◦ when currents from power amplifiers with equal
amplitudes IL = I1 = I2 are added in phase, similar to push-pull oper-
ation. Zero output power corresponds to the signal with φ = 0◦ when
equal currents from power amplifiers cancel each other, i.e., IL = 0. In-
termediate values of phase 0◦ < φ < 90◦ produce intermediate values
of output voltage amplitude. As shown in Fig. 9.9(b), the time-varying
phase φ can be written using the vector sum of the output voltages V1
and V2 by

φ = arcsin(VL/VLPEP) (9.3)
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where VL = IL RL is the output voltage amplitude across the load resis-
tance RL, and VLPEP is the maximum output voltage amplitude at peak
envelope power.

The instantaneous collector efficiency of a simple outphasing system
with Class B power amplifiers can be calculated from

η = π

4
VL

VLPEP
(9.4)

having maximum value of 78.5 percent under saturation when VL =
VLPEP with φ = 90◦ and zero value when VL = 0 with φ = 0◦. Thus, the
efficiency of a simple power amplifier outphasing system is the same
as that of an ideal Class B power amplifier, reducing linearly with the
output voltage amplitude.

The efficiency at lower output voltages can be significantly impro-
ved using the Chireix outphasing power amplifier system shown in
Fig. 9.10(a), which includes additional quarterwave transmission lines
and shunt reactances. Phasor analysis of the load network results in the
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following equations for admittances Y3 and Y4 as functions of the time-
varying phase φ using the quarterwave transmission-line impedance
transformation of Z3 Z5 = Z4 Z6 = Z2

0 [17]:

Y3 = 2RL

Z2
0

VL

VLPEP
(sin φ + j cos φ) (9.5)

Y4 = 2RL

Z2
0

VL

VLPEP
(sin φ − j cos φ) (9.6)

where Z0 is the characteristic impedance of the transmission lines.
From Eqs. (9.5) and (9.6), it follows that the admittances Y3 and Y4

are purely resistive only for φ = 90◦ corresponding to the case of in-
phase output currents. However, for most values of phase φ, the power
amplifiers have highly reactive loads, which become completely reac-
tive when φ = 0◦ with out-of-phase output currents. The effect of the
reactive loads can be partially compensated by adding the shunt suscep-
tances −B and +B, respectively. The susceptances of the admittances
Y1 = Y3− jB and Y2 = Y4 + jB can be zeroed at one specific output
voltage amplitude by setting

B = 2RL

Z2
0

VL

VLPEP

√
1 −

(
VL

VLPEP

)2

(9.7)

which can be obtained by substituting Eq. (9.3) into Eqs. (9.5) and (9.6).
As a result, for the case of a purely resistive load, the instantaneous
collector efficiency of a Chireix outphasing system with ideal Class B
power amplifiers can reach the maximum value of

η = π

4
(9.8)

The instantaneous efficiencies of the Chireix outphasing system for
different values of the normalized shunt susceptance B′ = BZ2

0 /2RL
are shown in Fig. 9.10(b), from which it follows that the selection of a
proper value of B increases efficiency at a specified level of the output
voltage amplitude but it is degraded at low and high amplitudes. Using
a value of B′ = 0.2 can provide high efficiency over the upper 6 dB
of the output voltage range. The case of B′ = 0 corresponds to the
collector efficiency variations of an ideal Class B power amplifier. An
improvement in the average efficiency, calculated over a wide range
of output voltages for various amplitude-modulated signals, of up to
a factor of two over that of an ideal Class B power amplifier, can be
achieved by properly selecting the shunt susceptances in the outphasing
power amplifier system. On the whole, to design such an outphasing
system, it is necessary to consider simultaneously such factors as the
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Figure 9.11 Outphasing power amplifier system with hybrid combiner [18].

complexity of the SCS circuit and sensitivity of the power amplifiers to
the wide range of load impedances.

The outphasing power amplifier systems used at microwaves employ
hybrid combiners to isolate the two power amplifiers from each other,
allowing them to see resistive loads at all signal levels, as shown in
Fig. 9.11(a). Since both power amplifiers deliver full power all of the
time, the efficiency of such a hybrid-coupled microwave LINC trans-
mitter varies with the output power, resulting in a poor efficiency at
low power levels. This is because most of the output power is dissi-
pated in the ballast resistor R0 of the combining network when the two
power amplifiers are operated substantially out-of-phase. Figure 9.11(b)
shows the power recycling schematic where RF-to-dc converter is imple-
mented with high-speed Schottky diodes and optimized matching net-
works [18]. To achieve better efficiency, the diodes should be switched
fully having minimal series on-resistances. As a result, at the operating
frequency of 1.95 GHz, the measured power reuse efficiency, which is
defined as the ratio of the returned power Preturned to the power avail-
able from the hybrid Pavailable, was found to be approximately 63 percent
at power levels varied with supply voltage. The amount of the overall
system efficiency improvement depends on the modulation scheme and
could be compromised for modulation schemes that exhibit very deep
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variations in envelope power on a regular basis. In general, such a tech-
nique is very useful to improve the overall efficiency of the LINC power
amplifier architecture making it much more attractive for implemen-
tation in future generations of communication systems.

Using quarterwave transmission lines in microwave LINC power am-
plifier systems results in a sufficiently narrow-band operation, which
may not be acceptable for modern communication systems with wide-
band modulation techniques. At the same time, connecting the parallel
resonant L0C0-circuit tuned on the fundamental in parallel to the load
RL, as shown in Fig. 9.12(a), allows us to approximate the ideal Class F
operation mode for each power amplifier with rectangular drain voltage
and half-cosinusoidal drain current waveforms increasing the operation
efficiency of the power amplifiers (see Chap. 7). This is because such a
parallel L0C0-circuit has low impedances at any harmonics, resulting
in a proper shortening of the quarterwave transmission lines at their
ends and low impedances for even-order harmonics at their inputs.

(b)

(a)

Vdd

L0 C0 RL Zin Zin

Zout Zout
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Z0, λ0/4 Z0, λ0/4

L L

C C C /2C /2
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Z1, λ0/4 Z2, λ0/4 Z3, λ0/4

1st segment nth segment

Figure 9.12 LINC transmitter load network with quarterwave trans-
mission lines and their broadband realizations.
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To apply CMOS technology (realizing low cost and compact size), it is
best to replace the quarterwave transmission lines by their lumped LC
ladder low-pass network equivalent shown in Fig. 9.12(b). The values
of the series inductances L and shunt capacitances C can be obtained
by [19]

L = Z0

4nf0
(9.9)

C = 1
4nf0 Z0

(9.10)

where f0 is the center bandwidth frequency, Z0 is the characteristic
impedance of the transmission line, and n is the number of π -type
segments.

To achieve wideband operation, the single transmission line should
be replaced by cascades of transmission lines, having a smaller trans-
formation ratio for each line. For the antimetric structure of the stepped
transmission-line transformer with three quarterwave transmission
lines shown in Fig. 9.12(c), using the ratios between their character-
istic impedances Eq. (8.42) can be calculated by

Z0 = Z2 (9.11)

Z2
2 = Z1 Z3 (9.12)

where ZS = Zin, ZL = Zout, n = 3 and Zin < Z1 < Z2 < Z3 < Zout.
Finally, to provide wideband matching of the input impedance of Zin =

0.55 	 to the output impedance Zout = 100 	 in a 50 percent bandwidth
with the center bandwidth frequency of 8 GHz, the six π -type LC ladder
segments were used. The overall size of the combiner using 0.18-µm
CMOS technology to realize the six strip octagonal inductances and
seven MIM capacitances was 400 × 1400 µm2 providing a delivery of
1.5-W output power from both power amplifiers to the antenna [19].

However, the practical implementation of the entire LINC power am-
plifier system is quite difficult because of its inherent sensitivity to the
phase errors caused by the difference in electrical lengths between the
two power amplifier branches. A block diagram of the LINC power am-
plifier architecture, incorporating a feedback loop to compensate for
phase errors, is shown in Fig. 9.13 [20]. The phase difference between
the two branches is detected by a multiplier, which allows the phase con-
trol of one branch by adding or subtracting a certain phase increment.
At the operating frequency of 900 MHz, the output power of 7.5 W with
power amplifier efficiency of 21 percent (including hybrid and isolator
losses) was achieved. This method also allows the out-of-band spectral
components to be effectively suppressed. To provide a high amplitude
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and phase accuracy of the LINC system (0.5-dB amplitude and 0.3◦

phase), a DSP-based architecture can be developed where the compen-
sation of the amplitude and phase imbalances is accomplished using
calibration schemes [21].

Doherty Power Amplifier Architecture

The Doherty power amplifier technique was introduced in 1936 as a
more efficient alternative to the conventional amplitude-modulation
techniques having low average efficiency [22]. The classical two-stage
Doherty power amplifier architecture shown in Fig. 9.14 incorporates
two power amplifiers, normally called the main (carrier) and auxiliary
(peaking) amplifiers, separated by a quarterwave transmission line. The
quarterwave transmission line on the input is required to compensate
for the 90◦ phase shift caused by the quarterwave transmission line at
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Figure 9.14 Classical two-stage Doherty power amplifier architecture.
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the output of the main amplifier. The main amplifier is biased in Class B
mode, while the auxiliary amplifier is biased in Class C mode.

The condition of power conservation for a lossless output transmis-
sion line results in

I3 = I1

√
R1

R3
(9.13)

The current division ratio is defined by

S = I3

I2 + I3
(9.14)

As a result, the overall output power Pout is the sum of the main am-
plifier output power P1 = SPout and auxiliary amplifier output power
P2 = (1 − S)Pout. The impedance seen at the output of the 50 	 trans-
mission line is

R3 = I2 + I3

I3

Z2
1

RL
= Z2

1

SRL
(9.15)

whereas the impedance seen by the auxiliary power amplifier is

R2 = I2 + I3

I2

Z2
1

RL
= Z2

1

(1 − S)RL
(9.16)

The basic operation principle of the Doherty power amplifier archi-
tecture is analyzed for low, medium and peak output power regions [23].
At peak output power PPEP when both power amplifiers are saturated,
for ideal Class B operation, the resultant collector efficiency is equal
to the maximum achievable efficiency of η = π/4. For the classical Do-
herty power amplifier architecture shown in Fig. 9.14 with the current
and power division ratios of S = α = 0.5 when both the main and aux-
iliary amplifiers produce equal output powers, their load impedances
are equal to R1 = R3 = R2 = Z2 = 2Z2

1 /RL. If the characteristic imped-
ance of the output transmission line is chosen equal to Z1 = 35 	, then
R1 = R3 = R2 = Z2 = RL = 50 	.

At lower power levels, the auxiliary amplifier is turned off while
the main amplifier operates in the active region. In this case, the load
impedance seen by the main amplifier is

R1 =
(

Z2

Z1

)2
RL (9.17)

and equal to R1 = 2RL = 100 	 when Z1 = 35 	 and Z2 = RL = 50 	.
Because the output power of the main amplifier in saturation is four
times less than the peak output power PPEP, the collector efficiency of
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the main amplifier in an ideal Class B mode will be twice that of a
conventional Class B power amplifier, achieving a maximum of 78.5
percent at the backoff power level of −6 dB, as shown in Fig. 9.15.

At medium power levels, the main amplifier is saturated, whereas
the auxiliary amplifier is turned on and operates in the active region.
Since the output voltage of the main amplifier V1 = I1 R1 is constant un-
der saturation conditions, from Eq. (9.13) it follows that the current I3
is constant in the medium power region too. The collector efficiency of
the main amplifier remains at its maximum value. The collector effi-
ciency of the auxiliary amplifier increases to its maximum value for
Class B operation at peak output power PPEP. As a result, the Doherty
power amplifier architecture achieves maximum efficiency at both the
transition point and peak output power, and remains relatively high in
between (see Fig. 9.15).

There is a possibility to extend the collector efficiency over a wider
range of output powers if we choose the main and auxiliary amplifiers
with different output power capabilities, smaller for the main ampli-
fier and larger for the auxiliary amplifier. For example, for a power
ratio α = 0.25, the transition point with maximum collector efficiency
corresponds to the backoff power level of −12 dB from peak output
power [23]. At peak output power when the main and auxiliary ampli-
fiers are saturated, from consideration of their output powers it follows
that R1 = Z2 = R3 = 3R2. As a result, I2 = 3I3 and S = 0.25. The out-
put impedances R2 and R3 as functions of the load impedance RL and
characteristic impedance Z1 can be obtained from Eqs. (9.15) and (9.16).
For example, if we choose the characteristic impedance of the output
transmission line Z1 = 15 	 and RL = 50 	, then the characteristic
impedance of the quarterwave transformer and output impedance of
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the main amplifier are Z2 = R1 = 18 	 while the output impedance of
the auxiliary amplifier is R2 = R1/3 = 6 	.

From Eqs. (9.15) and (9.17) it follows that

R1 = Z2
2

SR3
(9.18)

Hence, at lower power levels when the auxiliary amplifier is turned
off, the output impedance R1 is four times higher than that at the peak
output power where R1 = Z2 = R3.

Implementation of the extended Doherty technique into the InGaP/
GaAs HBT power amplifier developed for CDMA handset applications
increased the efficiency at the backoff power levels, satisfying the linear-
ity requirements at the same time. The scaling ratio of 4:1 was used for
HBT devices with total emitter areas of 3360 and 840 µm2 for the aux-
iliary and main amplifiers, respectively. As a result, the power-added
efficiency of 45 percent was measured at a highest maximum output
power of 25 dBm with the adjacent and alternate channel power ratios
of −42 dBc and −54 dBc, respectively [24]. At the 10-dB backoff level,
the power-added efficiency remains high enough, at 23 percent, while
the conventional Class AB power amplifiers designed for the same ap-
plication normally have power-added efficiencies about four times lower.

An asymmetrical Doherty architecture exhibits a significant drop in
efficiency in the region between the power at the transition point and
the peak output power. However, it is possible to use more than two
power amplifiers in order to maintain the efficiency without significant
dropping at the backoff output power levels. The multistage Doherty
power amplifier architecture shown in Fig. 9.16 uses more than one
auxiliary amplifier, with quarterwave transmission lines to combine
their output powers [25].

Figure 9.17 shows the instantaneous collector efficiencies of the mul-
tistage Doherty power amplifer (DPA) architectures for two, three and
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Figure 9.16 Multistage Doherty power amplifier architecture.
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four stages having maximum efficiency at the transition points of −6 dB,
−12 dB and −18 dB backoff output power levels, respectively. As follows
from Fig. 9.17, the multistage architecture provides higher efficiencies
at backoff levels in between the efficiency peaking points compared
with asymmetrical Doherty architecture and significantly higher effi-
ciency at all backoff output power levels compared with the conven-
tional Class B power amplifiers. For 1.95-GHz WCDMA application,
such a three-stage Doherty power amplifier structure—using GaAs
MESFET devices and microstrip-based power combining elements on
FR-4 substrate—provides the power-added efficiency of 46 percent and
power gain of 8.5 dB at P1dB = 29.7 dBm. The peak power-added effi-
ciencies of 34.5 percent and 16.9 percent were measured at −6 dBc and
−12 dBc backoff conditions. The WCDMA linearity requirements were
met at all output power levels up to 28.6 dBm [25].

It is difficult to apply directly the Doherty technique to the design
of the power amplifier integrated circuits with a high level of integra-
tion, since the physical size of the quarterwave transmission lines is too
large. For example, for a FR-4 substrate with effective dielectric permit-
tivity of εr = 3.48, the geometrical lengths of the quarterwave transmis-
sion lines are 48 mm, 19 mm and 8.7 mm at the operating frequencies of
900 MHz, 2.4 GHz and 5.2 GHz, respectively [26]. Therefore, the best
solution in this situation is to replace the quarterwave transmission
lines with lumped elements using a single-frequency equivalence.

Consider the transmission matrix [ABCDa] for a quarterwave trans-
mission line (see Fig. 9.18(a)) and transmission matrix [ABCDb] for a
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π -type lumped circuit, consisting of the series inductance and two shunt
capacitances (see Fig. 9.18(b)) given by

[ABCDa] =

 cos θ jZ0 sin θ

j
sin θ

Z0
cos θ



∣∣∣∣∣∣
θ=π/2

=

0 jZ0

j
Z0

0


 (9.19)

[ABCDb] =
[

1 0
jωC 1

][
1 jωL
0 1

][
1 0
jωC 1

]

=

1 − ω2LC jωL

jωL
(

2 − 1
ω2LC

)
1 − ω2LC


 (9.20)

Equating the corresponding elements of both matrices obtained by
Eqs. (9.19) and (9.20) yields the following relationships between the
circuit elements:

Z0ωC = Z0/ωL = 1 (9.21)

The same relationships can be established between the characteristic
impedance of the quarterwave transmission line and π -type lumped
circuit consisting of the series capacitance and two shunt inductances
shown in Fig. 9.18(c) using Eqs. (5.44) and (5.45) (see Chap. 5).

Figure 9.19 shows a 900-MHz GaAs MESFET lumped two-stage
Doherty power amplifier architecture where the output quarterwave
transmission line connected to the main amplifier is replaced by a low-
pass π -type lumped circuit and the input quarterwave transmission
line (providing phase shifting) connected to the auxiliary amplifier is
replaced by a high-pass π -type lumped circuit [26]. In addition, the
output quarterwave transformer connected to the load is replaced by
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Figure 9.19 A 900-MHz Doherty amplifier implemented with lumped elements [26].

a high-pass L-type matching circuit, whereas the two low-pass L-type
matching circuits are used to provide the input matching of the main
and auxiliary amplifiers. In the case of the auxiliary amplifier, the par-
allel inductance corresponding to the equivalent quarterwave phase
shifter, and parallel capacitance corresponding to the input matching
circuit, can be combined into a single parallel inductance.

As a result, the size reduction achieved by using lumped elements
is dramatic, and such a lumped Doherty power amplifier can be im-
plemented in a hybrid module. The overall performance of the lumped
and transmission-line architectures is similar, with slightly narrower
bandwidth (of about 15 percent) for the lumped Doherty power ampli-
fier. Using such a lumped Doherty power amplifier with a power-added
efficiency of about 52 percent at peak output power, the power usage ef-
ficiency according to a PDF for the CDMA signal is 14.1 percent, which
is more than three times higher than the conventional Class AB power
amplifier having an efficiency of 4.4 percent.

However, the nonideal power gain and phase in a high-power region
can cause a linearity problem when, for a CDMA signal, the ACPR may
not be good enough to satisfy the IS-95 specification requirements. To
solve this problem, an improved Doherty power amplifier architecture
can be used, which employs an envelope-tracking technique to control
the gate bias voltage of the auxiliary amplifier in accordance with the
input signal envelope. Such an approach can provide also higher ef-
ficiency, realizing a lower bias voltage for higher output power. This
compromises both high efficiency and good linearity requirements over
a wide range of output powers.
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Figure 9.20 shows a block diagram of a 2.14-GHz LDMOSFET mi-
crostrip Doherty power amplifier with adaptive gate bias control [27].
The electrical lengths of the 50-	 offset microstrip lines of 0.535 λ were
used for both the main and auxiliary amplifiers. The output impedance
transformed by the bottom offset line becomes high enough to block the
output power leakage of the auxiliary amplifier at low-power operation.
Having the same output powers of 32.7 dBm, such a Doherty power
amplifier demonstrates an improvement in power-added efficiency of
15.2 percent compared with the Class AB power amplifier, which is
achieved using Class AB biasing for both the main and auxiliary am-
plifiers with quiescent current of 20 mA each. In the case of the Doherty
power amplifier, the same quiescent current is kept only for the main
amplifier, while the bias point of the auxiliary amplifier is changed ac-
cording to the input signal envelope.

The linearity of the power amplifier can be improved by using DSP
to provide more accurate gate bias control, combined with digital pre-
distortion to correct simultaneously the gain and phase characteristics
in a high-power region. Figure 9.21 shows an 840-MHz MESFET Do-
herty power amplifier architecture realized using hybrid technology
with DSP implemented externally via a board controlled by a personal
computer [28]. The DSP generates the baseband I and Q signals (which
are then up-converted to an RF signal using the quadrature modula-
tor), as well as another voltage signal Vg2, which is applied to the gate
bias of the auxiliary amplifier. DSP control results in an efficiency im-
provement because of the dynamic gate biasing of the auxiliary ampli-
fier according to the instantaneous envelope of the input signal. At the
same time, the phase performance is corrected by phase predistortion
at baseband level based on the dynamic gate bias voltage values from
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Figure 9.21 Doherty power amplifier architecture with DSP control.

the gain correction, resulting in a linearity improvement. An overall
improvement in PAE of 3–5 percent and in ACPR of about 10 dB at an
average output power of 23 dBm can be achieved by utilizing such a
DSP technique [26, 28].

To further increase the efficiency of the Doherty amplifier at backoff
output power levels for the signals with nonconstant amplitude, it is
necessary to provide the proper variations of the supply bias voltage.
By modulating the main amplifier supply voltage using the output of
the envelope amplifier as shown in Fig. 9.22, the high-efficiency range
of the Doherty power amplifier is greatly enhanced [29]. As well as
in the Kahn EER approach, the envelope amplifier includes a Class-
S modulator with low-pass filter to obtain high efficiency. The supply
bias voltage of the main amplifier varies in such a way as to maintain
continuous operation near saturation, while the auxiliary amplifier op-
erates at fixed supply voltage. The envelope amplifier can be turned on
for high-efficiency low-power level operation, or it can be turned off for
a conventional Doherty power amplifier.
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detector

Pin
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Figure 9.22 Doherty power amplifier architecture with supply voltage
control.
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Switched-Mode and Dual-Path
Power Amplifiers

The power amplifiers in communications systems like GSM/EDGE,
WCDMA or CDMA2000 are required to cover linearly a dynamic range
of the transmitter output powers up to 80 dB. As a result, being de-
signed for the highest power level with maximum achievable efficiency,
the power amplifier tends to operate less efficiently at lower power
levels, which leads to shortening the life of a battery. In Fig. 9.23, a
transmitter architecture, including a variable gain amplifier, a power
amplifier to provide a high output power level, a bypass line for by-
passing the smaller output power level, and a switch between the two
signal paths is shown [30]. Normally, the power amplifiers for wireless
handset transmitters are designed to achieve the power gain of about
25 to 30 dB. Therefore, it is very important to provide an efficient opera-
tion condition for the maximum probable transmitting power required
to deliver a signal to the base station, which is of about 15 to 25 dB
less than the maximum peak power. The output power of the widely
used variable gain amplifiers is usually less than 10 dBm, otherwise
it is difficult to realize their linear operation. The variable gain ampli-
fiers usually have a sufficiently high value for their noise figure. This
contributes to the degradation in distortion and excessive noise level in
the receiver bandwidth, which can only be improved by additional fil-
tering, that increases the cost and size of the transmitter. Besides, it is
difficult to provide an 80-dB dynamic range using a single variable gain
amplifier because it can provide typically a linear gain control range of
about 30 to 40 dB.

A possible solution to improve the performance of the wireless hand-
set transmitter is to use two power amplifier paths with different output
power levels and a variable gain amplifier in the low power path. This
can result in a significant reduction of power consumption, because
the low-power amplifier provides higher efficiency at the output power
level corresponding to maximum PDF. The block schematic of such a
transmitter architecture with a dual-path power amplifier is shown in
Fig. 9.24. When it is required to transmit the signal with an output
power between the maximum level Pmax and the statistically averaged
power Pavg, the low-power amplifier with variable gain is turned off.

Modulator
Variable Gain 

Amplifier

Power
Amplifier

Antenna
Duplexer

Tx

Rx

Figure 9.23 Transmitter architecture with bypass line.
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Figure 9.24 Transmitter architecture with dual-path power amplifier.

When it is sufficient to transmit a signal with output power equal or
less than Pavg, the high-power amplifier is turned off. So, at any moment
only one power amplifier is switched on. To further improve the effi-
ciency of the transmitter, it is necessary to provide more than two power
amplifier sections with different output power levels (with a variable
gain amplifier for each section) connected in parallel to the multipole
switch.

The variable gain amplifier can be realized in the form of the cascode
amplifier, a typical circuit schematic for which is shown in Fig. 9.25.
Such a cascode amplifier can operate as an attenuator with a linear
power dynamic range of about 20 to 25 dB. Its current consumption
is sufficiently small (less than 8 mA at maximum output power for
Vcontr = 2.2 V) as only the voltage supply is required for both transistors.
Maximum output power with good linearity can be realized when the
values of resistors R are chosen within the range of 500 to 1000 	.

The variable gain divider shown in Fig. 9.26 can be realized in the
form of a differential amplifier with two output terminals transmitting
the signal to both power amplifier paths simultaneously. The control
signal, applied simultaneously to the bases of the differential pair de-
vices, provides a sufficiently linear power dynamic range of about 15 dB.
Better linearity is realized when the values of the resistors R are suffi-
ciently high, of about 1500 to 2000 	. Such a differential amplifier has
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Figure 9.25 Variable gain amplifier circuit schematic and power tuning curve.
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Figure 9.26 Variable gain divider circuit schematic and power tuning curve.

a good isolation between its input terminal and output terminals with
equal signal levels at both output terminals.

In another approach, a mechanism for switching the output path be-
tween two or several power devices is used [31]. In this switchable path
power amplifier (see Fig. 9.27), a combining network with a Schottky
diode is used to switch the output path between the first active
device (designed for maximum output power level) and the second
active device (designed for the specified output power level with
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Figure 9.27 Switchable path power amplifier circuit.
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Figure 9.28 Switched-stage power amplifier configurations.

increased efficiency). As a result, the combining network is operable
such that either the first power device or the second power device drives
the power amplifier output.

An efficiency improvement can also be achieved by bypassing the
power amplifier stages. For example, the power amplifier topology
shown in Fig. 9.28(a) provides the possibility of bypassing the second
stage [32]. At lower output power levels, the signal amplification can
be achieved using only the first stage PA1 with switch S1 being turned
on, whereas the maximum output power level is achieved using the
two-stage power amplifier configuration with switches S2 and S3 be-
ing turned on. To eliminate any additional impedance matching, both
stages should be designed to operate in a 50-	 environment at the in-
put and output. An improvement in average efficiency of greater than
four times at backoff output power levels, compared with the conven-
tional two-stage architecture, is realized for a CDMA power amplifier
operating at 825 to 849 MHz with 29-dBm maximum output power [33].

The power amplifier schematic shown in Fig. 9.28(b) includes three
amplifier stages with each stage having its own configuration so that
a selected number of desired output power levels may be obtained di-
rectly from a selected power amplifier stage [34]. The amplifier stages
also can be configured in tandem to deliver maximum output power
when the output of the first stage PA1 provides an input to the ampli-
fier stage PA2 and the output of the amplifier stage PA2 provides an
input to the amplifier stage PA3. As a result, a three-stage power am-
plifier can provide three output power levels with maximum achievable
efficiency.
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Figure 9.29 Diode-switched load network circuit configurations.

As an alternative to switching the power amplifier paths, it is pos-
sible to improve efficiency of the power amplifier operation at a fixed
low output power level by providing the impedance transformation be-
tween the load and active device using switched circuit arrangements
of the load network shown in Fig. 9.29 [35]. The load network shown in
Fig. 9.29(a) includes the transmission line TL1, the parallel capacitor C1
and the series capacitor C2 for impedance matching at the highest out-
put power level when the p-i-n diode is switched off, and an additional
transmission line TL2 for impedance matching at the specified reduced
power level when the p-i-n diode is switched on. In the latter case,
the composite transmission line, consisting of two transmission lines
connected in parallel, has a reduced value of characteristic impedance
that contributes to an increase of the matching circuit input impedance
seen by the device collector. Another circuit configuration of the load
network is shown in Fig. 9.29(b). This load network includes the trans-
mission line TL1, the parallel capacitor C1 and the series capacitor C2
for impedance matching at the specified reduced output power level
when the p-i-n diode is switched off, and an additional capacitor C3 for
impedance matching at the highest power level when the p-i-n diode
is switched on. For practical implementation, it is necessary to choose
p-i-n diodes with minimal series resistance and minimize the influence
of the diode biasing circuitry on RF performance.

The operational principle of the diode-switched or variable load net-
work configuration is illustrated in Fig. 9.30. To maximize efficiency of
the power amplifier operation, the load resistance for different output
power levels should be different, so as to provide a collector voltage am-
plitude close to the value of the supply voltage Vcc (see Eq. (9.2)). This
means that the load line angle at lower output power levels becomes
smaller, so that the smaller collector current amplitude corresponds to
approximately the same collector voltage amplitude as for the higher
output power level. Moreover, for lower power levels, the saturation
voltage becomes smaller (see collector voltage amplitude corresponding
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Figure 9.30 Collector voltage and current waveforms for different load lines.

to collector current amplitude I ′′ in Fig. 9.30) and peak collector voltage
is even higher. This smaller load line angle corresponds to the higher
value of the load resistance seen from the device collector.

To provide higher efficiency over a wide range of output power lev-
els, the load network configurations with variable circuit elements can
be used [36]. In Fig. 9.31(a), a load network topology with variable
inductances is shown. The variable inductance can be practically im-
plemented by means of the series connection of a quarterwave trans-
mission line and a varactor diode, as shown in Fig. 9.31(b). The
characteristic impedance of a quarterwave transmission line must be
sufficiently low, so that the voltage swing across the varactor capaci-
tance is substantially reduced. Using commercially available varactor
diodes, it is possible to achieve an approximately constant value of max-
imum power-added efficiency over the 5-dB dynamic range and more
than double improvement in efficiency at the −15 dB backoff output
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Figure 9.31 Load network configurations with variable circuit elements.
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power level. The reverse-bias voltage applied to the varactor diodes
should be high enough to minimize the insertion losses and parasitic
phase distortion.

Using the diode switches in the load network results in increased size,
cost, and circuit complexity, and additional power losses. To improve
the performance of the wireless handset transmitter, it is preferable to
use two power amplifier paths with different output power levels and
a single three-port nonswitchable output load network [37]. Such an
approach provides high-efficiency operation at low and medium out-
put power levels with a significant reduction of the overall transmit-
ter power consumption. The basic dual-path two-stage power ampli-
fier schematic with a three-port output matching circuit is shown in
Fig. 9.32(a), which also includes a common first stage, a common three-
port interstage matching circuit and a dual-path second stage. When it
is necessary to transmit a signal with output power between maximum
output power Pmax and some averaged backoff output power Pavg, the
low-power amplifier stage with active device Q3 is turned off. When it
is enough to transmit a signal with output power equal to or less than
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Figure 9.32 Three-port load network configurations of a dual-path power amplifier.
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Pavg, the high-power amplifier stage with active device Q2 is turned
off. Both transistors are biased in Class AB with a small quiescent
current to provide a linear operation. The area of the smaller device
Q3 corresponds to the output power Pavr needed by the antenna. The
three-port output matching circuit should be configured so that it pro-
vides a lower load impedance seen from the collector of the transistor
Q2 to deliver maximum output power Pmax with maximum achievable
collector efficiency and higher load impedance seen from the collector of
the transistor Q3 to maximize collector efficiency at the most probable
output power Pavr. Since such a dual-path configuration with a single
three-port load network does not require additional components other
than transistors, it is very practical for single-chip integration without
seriously increasing manufacturing cost and size.

Figure 9.32(b) shows the circuit schematic of a two-stage InGaP/GaAs
HBT MMIC power amplifier [37]. The emitter areas of the transistors
for driver stage Q1, power stage Q2 and dual stage Q3 were chosen as
480 µm2, 1920 µm2 and 480 µm2, respectively. The output impedance-
transforming circuit is constructed with a series capacitance C. Current
mirror circuits located within the integrated circuit were used for tran-
sistor biasing. As a result, using Class AB operation with quiescent
currents of 10 mA for the devices Q1 and Q3 and 40 mA for the de-
vice Q2 and supply voltage of Vcc = 3.3 V, the power-added efficiency of
16.4 percent was obtained in low power mode with P1dB = 16.7 dBm.
In high-power mode with P1dB = 27.6 dBm, the power-added efficiency
was 34.2 percent. Generally, an overall efficiency improvement of at
least 1.81 times over a wide power range was provided, compared with
a conventional two-stage Class AB power amplifier.

Figure 9.33 shows an alternative approach to realize the dual-path
power amplifier using a chain configuration of the output impedance-
transforming circuit [38]. The dual-chain two-stage InGaP/GaAs HBT
MMIC power amplifier with a single common input and output match-
ing circuits intended for WCDMA handset applications is implemented
by parallel integration of two amplifying chains having different out-
put powers. Either the low-power amplifying chain with P1dB = 16 dBm
or the high-power amplifying chain with P1dB = 28 dBm is activated
through the bias selection. The matching circuit between the collectors
of the output transistors, with series inductance and shunt capaci-
tance composing a simple low-pass L-type matching circuit, allows the
power-added efficiency at backoff output powers to be increased by more
accurate impedance matching of the higher output impedance of the low-
power device and the 50-	 load resistance. Using such a chain power
amplifier configuration, it is possible to obtain the PAE of 21 percent
at P1dB = 16 dBm in low-power mode and the PAE of 40 percent at
P1dB = 28 dBm in high-power mode.
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Feedforward Linearizing Technique

Figure 9.34 shows the basic form and principle of operation of the feed-
forward amplifier [39]. The feedforward system (except the main ampli-
fier) includes three couplers, two phase shifters and an auxiliary error
amplifier. The operation of the feedforward linearization circuit is based
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Figure 9.34 Basic operation principle of feedforward amplifier.
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on the subtraction of two equal signals with subsequent cancellation of
the error signal in the amplifier output spectrum. Its operation princi-
ple can be seen clearly from the two-tone test spectra at various points
of the block diagram. The input signal is split to form two identical
parts, although in a common case the ratio used in the splitting pro-
cess does not need to be equal. The input directional coupler splits in
phase the original input linear signal, which is necessary to amplify
without or with minimum additional nonlinear distortion, one part of
which forwards to the main amplifier input. Then, one part of the main
amplifier’s output signal is coupled by the coupler-subtracter, which is
usually a 180◦ hybrid, and a time-delayed and opposite-phase portion
of the origin signal are subtracted. The result of this subtraction is an
error signal that essentially contains ideally only the nonlinear distor-
tion provided by the main amplifier. The error signal is then amplified
linearly to the required level in order to cancel the distortion in the
main part, and is fed to the output directional coupler-combiner, on
the other input of which a time-delayed and opposite-phase main-path
signal is forwarded. The resultant signal at the feedforward lineariza-
tion system output is error-free in the ideal case, or essentially an am-
plified version of the original input signal in real practice.

For an analytical evaluation of such a feedforward linearization sys-
tem, define the cancellation that is achieved by each independent feed-
forward loop as the power ratio of the suppressed signal over the refer-
ence signal corresponding to the open loop configuration. Then, assume
that the signal in each upper and lower path of the first loop is pure
cosinusoidal and can be written as

V1 = V1mcos ωt (9.22)

V2 = V2mcos (ωt + φ1) (9.23)

where V2m = V1m ± �V1m, φ1 = 2π+ θ1, �V1m is the amplitude deviation,
and θ1 is the phase imbalance.

An averaged normalized suppressed signal power at the loop output
can be calculated from

Pavg = V 2
1m

2
+ (V1m ± �V1m)2

2
+ 2V1m(V1m ± �V1m) cos θ1 (9.24)

Thus, the cancellation performance when the reference normalized
signal is defined as

P1avg = V2
1m

2
(9.25)
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can be written in decibels for the first loop in the form of

CANC1 = 10 log10
(
1 + α2

1 − 2α1 cos θ1
)

(9.26)

where α1 = (V1m ± �V1m) /V1m is the amplitude imbalance in the first
loop.

Similarly, the cancellation in decibels achieved by the second loop can
be calculated by

CANC2 = 10 log10
(
1 + α2

2 − 2α2 cos θ2
)

(9.27)

where α2 and θ2 are the amplitude and phase imbalance in the second
loop, respectively.

Let us evaluate the cancellation provided by both the first and sec-
ond loop through the parameters of the feedforward system, as shown
in [40]. As a result, at the output of the second coupler with suppressed
carrier Psupp, the cancellation of the first loop can be written as

CANC1 = Psupp

C2 Pmain
(9.28)

where C2 is the coupling coefficient of the second coupler-subtracter,
and Pmain is the carrier power level of the main amplifier. On the other
hand, the cancellation achieved in the second loop is

CANC2 = PIM3supp

PIM3main

1
T2L2T3

(9.29)

where PIM3main is the power level of the third-order intermodulation
component, PIM3supp is the power level of the third-order intermodu-
lation component of the main amplifier (suppressed at the linearizer
output due to the corrective action of the second loop), L2 is the delay
line losses in the second loop, and T2 and T3 are the transmission losses
in the second and output couplers, respectively.

The effective cancellation of the overall feedforward linearization sys-
tem is the ratio of the power level of all intermodulation components
at the system output over the power level of the intermodulation prod-
ucts for open-loop configuration. As a result, for in-phase addition of
the intermodulation components of the main and error amplifiers, the
effective cancellation in decibels can be expressed by

CANCeff = 20 log10


√CANC2 +

√
CANC3

1

(
IP3main

IP3error

)2 T 2
2 L2

2

α3
2

(
T3

C3

)2



(9.30)
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where the amplitude imbalance α2 is defined as the ratio of the power
gain of the two paths in the form of

α2 = T2L2T3

C2G2C3
(9.31)

where G2 is the gain of the error amplifier, C3 is the coupling coeffi-
cient of the output coupler, and IP3main and IP3error are the third-order
intercept points of the main and error amplifiers, respectively.

The first term in Eq. (9.30) depends on the balance level achieved in
the second loop, whereas the second term defines the possible imbalance
created by the first loop and some other feedforward circuit parameters.
In particular, an error amplifier with too low power capabilities, with
an insufficiently small value of IP3error, or having too big a coupling
coefficient C3 of the output coupler and losses (T2L2T3) through the
main path, increases the effect of the amplitude and phase imbalances.

The relationship between the overall feedforward system efficiency η

and the efficiencies of the two amplifiers, ηmain for the main amplifier
and ηerror for the error amplifier, when the losses (T2L2T3) through the
main path are considered as negligible, can be written as [41]

η = ηmainηerrorC3(1 − C3)
ηerrorC3 + ηmain fmain(1 − C3)

(9.32)

where log10 fmain = −(C/I)main/10, (C/I)main is the carrier-to-inter-
modulation ratio of the main amplifier. Provided the optimum value
of C3, which maximizes the overall efficiency η when the other param-
eters are fixed, maximum ηmax can be given by

ηmax = ηmain/

(
1 +

√
ηmain

ηerror
fmain

)2

(9.33)

As an example, the feedforward linearization technique was applied
to the 1.855 GHz power amplifier with 37-dBm output power, 37-dB
power gain with 1-dB flatness and phase variations within 5◦ in the
operating frequency bandwidth of 30 MHz [42]. Using MRF6404 de-
vice, the level of the third-order intermodulation components of the
power amplifier was only –24 dBc under a two-tone test signal measure-
ment. As a result, with cancellation performance of the first lineariza-
tion loop of 45 dB, the third-order intermodulation components of the
implemented feedforward power amplifier were reduced to −61 dBc.

Predistortion Linearization

To achieve simultaneously high efficiency and low distortion operation,
it is possible to use a predistortion linearizer, which provides positive
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Figure 9.35 Block diagram of power amplifier with predistortion linearizer.

amplitude and negative phase deviations for the RF input signal to com-
pensate the intrinsic active device nonlinearity. The block diagram of a
power amplifier with a predistortion linearizer, with indication of the
appropriate amplitude and phase performances, is shown in Fig. 9.35.
A linearized power amplifier usually includes two isolators for stable
operation conditions and an attenuator for adjusting the input signal
level.

One of the possible configurations of the predistortion linearizer is
based on splitting the input signal into two paths using a directional
coupler or hybrid divider: the nonlinear path through the nonlinear ac-
tive circuit and linear one with subsequent subtraction in the output
coupler-subtracter [43]. A block diagram of such a predistortion lin-
earizer is presented in Fig. 9.36. The nonlinear path contains a power
amplifier that allows for the required positive shift of the phase charac-
teristic. The appropriate length of microstrip line compensates for the
additional phase shift provided by the active device, whereas the re-
quired amplitude conditions are realized by the coupling coefficient of
the output coupler-subtracter to be chosen. As a result, for an X-band
multicarrier 4.5-W power amplifier, the phase deviation of a 12-dBm
signal at the linearizer output up to −10◦ was realized with a 22-dBm
signal at the linearizer input.

Delay50 Ω
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Figure 9.36 Block diagram of power amplifier with input power splitting.
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Positive amplitude deviation with negative phase deviation can also
be achieved using a series feedback amplifier with a large source in-
ductance Ls, a block diagram of which (including matching circuits) is
shown in Fig. 9.37 [44]. The required amplitude and phase deviations
are due to the nonlinearity of the GaAs MESFET transconductance gm,
gate-source capacitance Cgs and drain-source conductance Gds. For the
device with a gate width of 1.2 mm, a nonlinearity of gm contributes to
the positive amplitude deviation for Ls = 20 nH. At the same time, the
nonlinearities of gm and Gds contribute to a negative phase deviation
for Ls ≥ 3 nH. A nonlinearity of Cgs has a negligibly small effect on both
the amplitude and phase deviations. As a result, for a linearizer with
Ls = 16 nH at an operating frequency of 1.9 GHz, the positive ampli-
tude and negative phase deviations were obtained for the input power
dynamic range from 5 to 18 dBm, with amplitude deviation of 2.5 dB
and phase deviation of 30◦ at 18-dBm input power. The GaAs MES-
FET device was biased under Class AB operation with drain-source
supply voltage of 2 V and a quiescent current of 78 mA. Applying this
technique to a 1.9 GHz MMIC power amplifier with 1-dB compressed
power of 17 dBm can achieve an improvement in ACPR of up to 7 dB
when it is used for π/4-shift quadrature phase-shift keying (QPSK)
signal.

However, it is possible to achieve positive amplitude and negative
phase deviations using only a source-grounded MESFET device with
zero drain-source bias voltage [45]. The schematic diagram of such a
linearizer is presented in Fig. 9.38. In this case, for the device with a
gate width of 240 µm and saturation power of 20 mW under gate bias
condition of Vg = −0.4 V, a 3-dB increased gain and about 30◦ negative
phase performance were achieved due to the drain-source resistance
variation. Because of its simplicity, a linearizer can operate from 2 to
12 GHz with good thermal stability. This linearizer has been adopted
into a 50-W solid-state power amplifier system at 7 GHz, which allows
its noise-power ratio to be improved over the 15-dB dynamic range, in
particular in the 2 dB at 3-dB output backoff point.
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A simple diode linearizer can be used to improve the intermodula-
tion distortion. Being composed of a series Schottky diode VD1 and a
parallel capacitor Cp with two bias chokes for dc feed and two block-
ing capacitors, as shown in Fig. 9.39(a), it provides positive amplitude
and negative phase deviations with the increase of input power [46].
An equivalent circuit of the series diode is presented in Fig. 9.39(b),
where R is the diode equivalent resistance and Cj is the junction capac-
itance. With the increase of incident input signal power, the forward
diode current increases, which leads to a decrease of the diode resis-
tance R. In this case, the positive amplitude and negative phase de-
viations can be achieved under low forward bias conditions when the
diode current ranges from 0.1 to 1.0 mA; in the latter case, the phase
deviations can reach a deviation of −30◦. Applying such a linearizer
to a 1.9-GHz MMIC power amplifier, an improvement of ACPR up to
5 dB was achieved for the QPSK modulated signal. The MMIC power
amplifier has a linear gain of 35 dB and saturation power of 22.5 dBm.
When the output power is less than 15 dBm, a 5-dB improvement can
be realized.
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Figure 9.39 Simple diode-based linearizers.
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Figure 9.40 Circuit diagram of gate-bias compensation technique.

A similar improvement of ACPR can be achieved by a linearizer us-
ing a parallel Schottky diode VD1 with a bias feed resistor Rb (see the
simplified circuit in Fig. 9.39(c)) [47]. With the increase of input power,
the bias point of a diode is changed due to the voltage drop across the
resistor Rb caused in turn by the increased diode forward current. As a
result, due to the decreased diode resistance R, the linearizer achieves
positive gain and negative phase deviations. By applying such a lin-
earizer to a 2.7-GHz power amplifier, a maximum improvement of 5 dB
was achieved for low quiescent current conditions at output power of
34.1 dBm.

Another approach for improving the intermodulation distortion is
based on using a transistor gate-bias compensation controlled by the
input signal level of the power amplifier [48]. Figure 9.40 shows a circuit
diagram of the gate-bias compensation technique for a 6-GHz MESFET
amplifier including an active device with matching circuits. The de-
tected portion of input signal from the diode detector is amplified and
subtracted from the gate-bias voltage so that, when the input power
increases, the gate bias becomes more negative. This results in the de-
crease of both the amplifier gain and the third-order intermodulation
product, which reduces more rapidly than the gain. As a result, such
an improvement can achieve 10 dB for large input signals in Class AB
operation when the optimum bias point is chosen.

Figure 9.41 shows a power amplifier module with adaptive predis-
tortion developed for CDMA handset application in a frequency range
of 887 to 925 MHz [49]. The block diagram of the power amplifier mod-
ule includes additionally a gain-controlling block, a phase-controlling
block, two signal-envelope detectors and a CMOS integrated circuit
that incorporates two look-up tables to linearize the amplitude-
amplitude modulation (AM/AM) and amplitude-phase modulation
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Figure 9.41 Block diagram of a power amplifier with digital adaptive
predistortion.

(AM/PM) characteristics. A dual-gate MOSFET is used to linearize the
AM/AM characteristic, which can easily vary the power gain by con-
trolling its second gate-bias voltage in a range of more than 10 dB. In
the phase-controlling block, a varactor diode with the phase range of
more than 10◦ was used. By producing appropriate AM/PM predistor-
tion data, including the phase characteristics of the dual-gate MOSFET
and the following PA block, the total AM/PM can be linearized. Because
the variations of phase with supply voltage and temperature were in-
significant (according to the measurement results), it was sufficient to
use the look-up table with modified initial data to minimize the phase
variations against input power that were predictable in advance. To
linearize the AM/AM characteristic, adaptive predistortion was used
by modifying the data in the look-up table during the linearization pro-
cess. It was found that the allowable time delay must be less than 40 ns
for a CDMA signal. As a result, using the adaptive predistortion mech-
anism for only the AM/AM characteristic, the PAE was increased up to
48 percent for the output power of 27.5 dBm and ACPR of −49 dBc. The
CMOS integrated circuit, of size 2.5×2.5 mm2, consumed about 15 mA.

Monolithic CMOS and HBT Power Amplifiers
for Handset Application

In monolithic integrated circuit design, it is very important to mini-
mize the area in order to reduce cost. However, the design for high-
power monolithic power amplifiers can take advantage of the large de-
vice area, for a large gate width for FETs or emitter area for bipolar
transistors, available on a monolithic integrated circuit. The required
high output power level is realized by the combination of elementary
cells: for example the use of the simple parallel connection shown in
Fig. 9.42(a), which requires too much entire geometry width, or the
use of a transmission-line divider and combiner shown in Fig. 9.42(b),
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where it is necessary to keep the same length to provide an in-phase
operation of all device cells requiring additional MMIC space. The in-
phase operation is very important for a high-power device, to prevent
excessive heating of any device cell, provide maximum output power
delivery to the load, and to realize the high-efficiency operation mode.
The last issue is very important when designing the wireless handset
transmitter, where the main requirement is to provide long-term opera-
tion and low cost. Such an efficient operation condition can be achieved
using HBT transistors having minimum on-saturation resistance rsat
and high transition frequency fT. However, in this case, it is necessary
to take care about equal current distribution through each HBT cell.
Even small differences in cells or their placement can cause a heating
imbalance, which can lead to the cell failure causing at the same time
a chain reaction failure of the other cells.

For the parallel connection of the device cells shown in Fig. 9.43(a),
this problem can be eliminated by using a segmented capacitor with
one layer connected to the RF input, and a segmented layer where
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Figure 9.43 Parallel on-chip connection of device cells.
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Figure 9.44 Two-stage InGaP/GaAs HBT power amplifier MMIC.

individual segments are dc isolated and connected to each HBT cell base
terminal, as shown in Fig 9.43(b) [50]. To provide an identical dc current
density for each cell, the series base resistances, the values for which
are optimized over a wide temperature range, are connected to each cell.

However, when it is necessary to design a power amplifier with two
or more stages, it is necessary to arrange at least additional input and
interstage matching circuits, which can include, in a common case,
several capacitances and inductances. Figure 9.44 shows the electri-
cal schematic of a two-stage InGaP/GaAs HBT power amplifier MMIC
designed to operate in a frequency bandwidth of 1.71 to 1.98 MHz [51].
Without any tuning, this power amplifier can provide PAE ≥ 51 percent
and Pout ≥ 30 dBm over the entire frequency range for saturated mode
as well as PAE ≥ 38 percent and adjacent channel leakage power ratio
(ACLR) ≤ −37dBc at Pout = 27 dBm for WCDMA application in a fre-
quency range of 1920 to 1980 MHz. The series resistors R1 and R2 are
required to provide the stable (without parasitic oscillations) operation
conditions. The input matching circuit, in the form of a high-pass LC-
transformer, provides VSWR better than 2:1 over the entire frequency
range. Using two sections of a low-pass LC-transformer in the inter-
stage matching circuit provides broadband operation by minimizing
the impedance sensitivity to its parameter variations. In this case, the
first shunt inductance represents a series connection of the bondwire
and short-length transmission line TL1, whereas the second shunt in-
ductance can fully be represented by the bondwire inductance shorted
outside of the chip. The load network approximates the parallel-circuit
Class E mode (see Fig. 7.40) including the shunt inductance consist-
ing of the bondwire and short-length transmission line TL2 and two-
section low-pass LC-transformer using a series microstrip line TL3. All
microstrip lines are implemented by using FR-4 substrate.
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The emitter area of the HBT transistor is too large for output powers
equal to or more than 1 W. In order to minimize the MMIC size, it is
advisable to split the overall device into several segments (rows) and
then to combine them. Usually the input and output terminals of the
segments are connected in parallel, as shown in Fig. 9.45. However,
in this case, the distances from the segment terminals to the input or
output are different, which causes some phase imbalance. For output
terminals, this problem is easily solved by using several bondwires con-
nected in parallel from different points of the output transmission line
TLout to off-chip element of the matching circuit. But, for input segment
connection, it is difficult to provide the same phase lengths, because it is
necessary to incorporate the additional equal length transmission lines
directly on the MMIC. Besides, in a common case, it is impossible to
use the segmented realization of the interstage capacitor (capacitor C3
in Fig. 9.44) without extending the MMIC size, as it should provide the
equal segments connected to each device base. However, the capacitor
profile may differ from rectangular form and the output terminal of the
device from the previous stage can be located sufficiently far from the
device of the output stage.

Therefore, an alternative approach (shown in Fig. 9.46) is to connect
all bases of the output device directly to the second layer of the inter-
stage capacitor Cint without segmentation (capacitor C3 in Fig. 9.44).
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Figure 9.46 Monolithic implementation of two-stage HBT power amplifier.

This approach allows the additional transmission lines to be eliminated
(the phase difference between the most far-off cells is less than 5◦), to
provide the equal input powers flowing into the output device cells and
significantly minimize the overall MMIC size. The interstage induc-
tance Lint represented by the bondwire (inductance L2 in Fig. 9.44) can
be connected to any point of the first layer of the capacitor Cint. The
input shunt inductance Lin is a typical spiral inductance of square ge-
ometry having 3.5 turns. The overall die size of the two-stage power
amplifier MMIC shown in Fig. 9.44 was less than 1 mm2 with emitter
areas of the first and second stage of 540 µm2 and 3600 µm2, respec-
tively. Such an approach can be applied to any type of MMIC power
amplifier.

The MMIC of the three-stage InGaP/GaAs HBT power amplifier
shown in Fig. 9.47 contains the RF devices, input matching ciruit, two
interstage matching circuits and three bias circuits on a 1.1 mm2 die.
The emitter areas of the first, second and third devices are 180 µm2,
900 µm2 and 5760 µm2. The MMIC implemeted into a 3×3 mm2 package
was mounted on a FR-4 substrate, which contains the output matching
circuit and short microstrip transmission lines connected to the 3.5 V
voltage supply from each device collector. Standard ceramic chip ca-
pacitors were used without additional tuning under the measurement
procedure. As a result, in a frequency range of 1.71 to 1.91 GHz the mini-
mum power gain of 33 dB, output power of minimum 32.5 dBm, collector
efficiency of 57 percent and PAE of 47 percent were obtained. Using a ce-
ramic substrate with high-Q capacitances allowed the power amplifier
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Figure 9.47 Three-stage InGaP/GaAs HBT power amplifier MMIC.

performance to be improved with the collector efficiency of 67 percent
and PAE of 55 percent, respectively. Under a CDMA2000 test signal at
the operating frequency of 1.88 GHz, the power amplifier demonstrated
PAE of 42 percent and ACPR of −46 dBc at Pout = 28.5 dBm. An analysis
of the simulated collector voltage and current waveforms demonstrates
a close proximity to the idealized switched-mode parallel-circuit Class E
mode. The collector voltage waveform is very similar to the ideal one
with peak factor of about 3. The high value of the saturation voltage
of about 0.5 to 0.8 V, resulting in 15 to 20 percent efficiency reduc-
tion, is the main reason for the significant efficiency degradation from
the ideal 100 percent. Further decrease in efficiency can be explained
by violation of the required optimum impedance conditions due to the
transmission-line effect at the second and higher-order harmonics and
device finite switching time and parasitics.

Implementation into a multichip module (MCM) can reduce signif-
icantly the overall size of the power amplifier. For example, using a
multilayer substrate consisting of three resin and four conductor layers
having thermal via holes results in the MCM size of 7×7×1.9 mm3 [53].
All chip elements and RF lines were located on the top resin layer with
a dielectric constant of 10.5. The dc bias voltage was supplied through
the third conductor layer. An HBT cell with a 3 × 20 µm2 emitter area
showed a dc current gain of about 150 at a collector current density of
104 A/cm2 and a high collector-emitter breakdown voltage of 20 V. A
two-stage InGaP/GaAs HBT power amplifier with emitter areas of the
first and second devices of 480 µm2 and 2880 µm2 respectively exhib-
ited WCDMA power performance with PAE of 46 percent and ACLR of
−37 dBc at a measured Pout of 26 dBm.

Recent progress in CMOS technology has shown their promising fu-
ture for RF power applications. Much progress has been achieved at the
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research level, and the obvious possibility to minimize the cost and size
of the integrated circuits for RF handset transmitters, especially power
amplifier MMICs, makes CMOS technology very feasible and brings
considerable economic benefits. However, realizing high-efficiency op-
eration of power amplifiers is limited by some technology issues, such
as the high value of the device saturation resistance, low value of the
breakdown voltage, and lossy silicon substrate. Therefore, it is vital to
apply a high-efficiency technique into the design of the CMOS power
amplifiers. For example, a 900-MHz power amplifier based on 0.25-µm
CMOS technology with active die area of 2 × 2 mm2 can provide an
output power of 0.9 W and a power-added efficiency of 41 percent using
a Class E load network with shunt capacitance and finite dc-feed induc-
tance, the circuit schematic for which is shown in Fig. 9.48 [54]. To min-
imize the voltage stress on the switching transistor and maximize the
allowable supply voltage, the cascode connection of two nMOS devices
is used, which allows the supply voltage to be as high as 1.8 V. Since
a cascode switch has higher on-resistance per unit channel width than
a single common-source switch during on-state mode, wider devices of
15-mm gate widths are used. The interstage bondwire inductance of
2 nH and external capacitance is used to resonate out the gate capaci-
tance of the cascode device. Since the quality factor of the on-chip spiral
inductors in a typical CMOS device is low because of a large loss in the
silicon substrate and metal layers, the bonding wires can be successfully
used, having less than 5 percent inductance variation and less than 6
percent Q-factor variation as a result of the machine-bonding process.
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So, the complete power amplifier load network consists of two aluminum
bondwire inductors and one on-chip (37 pF) and two off-chip (20 pF and
14 pF) capacitors. The implemented power amplifier is differential and
baluns were used at both input and output to combine the two single-
ended paths. Using an injection-locked oscillator technique and differ-
ential circuit topology implemented in 0.35-µm CMOS technology, the
Class E power amplifier is capable of providing PAE of 41 percent and
Pout of 1 W at the operating frequency of 1.98 GHz [55].

Figure 9.49 shows an inverse Class F CMOS power amplifier with
second harmonic peaking implemented in a 0.6-µm CMOS standard
double-poly double-metal technology [56]. The MOSFET device has a
gate length of 0.6 µm and a gate width of 1200 µm. The load network
consists of the shunt on-chip capacitance C1, the series bondwire in-
ductance L0 and the shunt off-ship surface-mount device (SMD) ca-
pacitance C2. At the second harmonic, the capacitance C2 acts as a
short circuit because of the self-resonance condition with series para-
sitic inductance. At the same time, the capacitance C1 and bondwire
inductance L0 are tuned on the second harmonic providing a second
harmonic peaking at the device drain. To stabilize the power ampli-
fier operation, the feedback resistance R2 is connected. As a result, at
1.9 GHz with 3-V supply voltage, the small-signal gain of 10.5 dB, sat-
urated output power of 22.8 dBm and maximum PAE of 42 percent
were achieved. However, the level of the third-order intermodulation
component IM3 at high output powers is sufficiently high, being ap-
proximately −20 dBc at Pout = 18 dBm. A theoretical analysis and
measurements of the intermodulation distortion for Class AB opera-
tion show that, at the small-signal conditions, IM3 follows a well-known
3-dB/dB slope. However, because of the different contribution of the de-
vice transfer function components, there are two sweet spots where IM3
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Figure 9.50 Schematic of Class F power amplifier with quarterwave transmission line.

is minimal [57]. The first sweet spot appears because of the turn-on
knee region contribution, whereas the second sweet spot close to the
output power compression point is due to the combined effects of the
quadratic-to-linear and compression transitions of the device transfer
function.

Figure 9.50 shows the circuit schematic of a Class F power amplifier
implemented in a deep submicron 0.2-µm CMOS technology [58]. The
advantage of using Class F operation mode is a substantially smaller
drain voltage peak factor compared with Class E mode. This helps to
overcome the problem of low oxide breakdown voltage limiting the max-
imum output power and efficiency of the CMOS power amplifier because
of the lower supply voltage required for the device protection. A Class
F operation is achieved by using a quarterwave transmission line to-
gether with a series resonant circuit in the load network having high
impedance at the second and higher-order harmonics. In cascode con-
figuration of the final stage, the thin gate device M1 is protected by a
thick oxide (80 Å) device M2 with no threat to oxide breakdown under
the supply voltage of 3 V. Using a pCMOS device M4 as an inverter in
the driver stage eliminates the problem of the negative voltage swing
across the gate of the cascode nMOS device M1 preventing the forward
biasing of its drain junction diode. Operating at 900 MHz, such a CMOS
Class F power amplifier can deliver a maximum Pout of 1.5 W with PAE
of 43 percent.

Figure 9.51 shows the simplified schematic of the parallel-amplifier
architecture implemented in a 0.25-µm CMOS technology and inten-
ded to provide high efficiency at backoff output power levels [59].
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This architecture employs three binary weighted Class F power am-
plifiers, the output powers of which are combined in a network based
on the use of quarterwave transmission lines loaded on the parallel
resonant circuit tuned on the fundamental. The capability to turn off
completely each individual power amplifier without interfering with
the operation of other individual power amplifiers is provided by the
addition of pMOS shorting switches, which result in high impedance at
the end of the corresponding transmission line. The power amplifier ar-
chitecture operating at 1.4 GHz from a 1.5-V supply occupies an active
die size of 0.43 mm2 and achieves PAE of 49 percent at maximum Pout
of 300 mW maintaining a PAE of greater than 43 percent over a lower
output power range down to 100 mW. The transmission lines are im-
plemented using PCB microstrip lines. On-chip transmission line can
be fabricated in CMOS technology using LC ladders, making them sig-
nificantly shorter. For example, the frequency response of ten sections
containing a series inductance and a shunt capacitance each can ap-
proximate that of the transmission line within 5 percent occupying an
area about 14 times smaller. In this case, it is enough to use a spiral
inductor to implement both series inductance and shunt capacitance,
which can be obtained with the bottom-plate parasitic capacitance of
the spiral. However, the maximum PAE of the parallel on-chip power
amplifier architecture degrades by 10 to 15 percent.
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When implementing CMOS power amplifiers in communication
systems like GSM/EDGE, WCDMA or CDMA2000 with nonconstant
envelope signal when high linearity requirements need to be satisfied,
some linearization techniques can be used to obtain simultaneously
high efficiency and linear operation. The two main sources of CMOS
device nonlinearity are the nonlinear behaviors of its gate-source ca-
pacitance and drain current source. For example, for a 0.6-µm CMOS
technology, when the transistor turns on and off, the gate-source capac-
itance Cgs changes from approximately 1 pF/mm to almost 0 pF/mm,
while the variation of the gate-drain capacitance Cgd is negligible [60].
This nonlinearity can be reduced by introducing a parallel inverse non-
linearity at the final stage of the CMOS power amplifier through the
use of a pMOS device connected in parallel to the nMOS device, as
shown in Fig. 9.52. In this case, no matter what state the transistor
is in, the overall input capacitance is always approximately constant.
By connecting the drain and source of the pMOS device together, only
capacitive current flows into the pMOS device. To minimize intermod-
ulation distortion due to the nonlinear current source, it is necessary to
apply a gate bias voltage corresponding to the sweet spot where IM3 is
minimal. To keep good linearity, the driver stage can be used in Class
A operation mode. As a result, this technique is capable of improving
IM3 by 10 dB and ACPR by 6 dB for the Class AB power amplifier
implemented in a 0.6-µm CMOS technology achieving the maximum
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Figure 9.52 Schematic of a two-stage Class AB power amplifier.
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output power of 20 dBm and drain efficiency of 40 percent at operating
frequency of 1.9 GHz [60].

The gate oxide breakdown and hot-carrier effect are the two most
critical issues of deep submicron CMOS device reliability. For exam-
ple, for 0.18-µm and 0.25-µm CMOS technologies, the breakdown volt-
ages are 5.7 V and 6 V respectively [61, 62]. For a thermally grown
silicon dioxide (SiO2) layer, a field of 7 × 106 V/cm generally leads to
irreversible breakdown [63]; therefore, a safety margin should corre-
spond to approximately 6 V across a 30-nm oxide. The electrical field
near the corner of the silicon-silicon dioxide (Si-SiO2) interface, where
the drain junction is directly under the gate, is the largest in the de-
vice and results in hot-carrier effects: electron injection into the SiO2
layer producing a gate current; an avalanche hole-electron pair pro-
duction process, increasing the substrate potential and resulting in the
built-in bipolar transistor and current source between the drain and
substrate; or punchthrough for shortened channel lengths of less than
1 µm contributing to a drain-source leakage current [63, 64]. So, for
high-efficiency operation modes with a large drain voltage peak factor,
the device is liable to a hot carrier effect when it is turned off. On the
other hand, the device is under significant gate oxide stress when it is
turned on having a zero drain voltage. The results of the accelerated
stress condition with Vg = Vdd = 5 V applied to a 0.18-µm nCMOS device
demonstrate the significant degradation in the transition frequency fT,
transconductance gm, third-order intermodulation distortion IM3 and
drift the gate-source capacitance Cgs [61]. If the gate breakdown is a
catastrophic phenomenon, then the hot carrier effect contributes to a
long-term power amplifier performance. Due to this hot carrier effect,
the output power of the CMOS power amplifier decreases exponentially
and the slope of this decrease becomes sufficiently small after about 70
to 80 h of its operation, suggesting that most of the created trap sites
at the Si-SiO2 interface have been filled by electrons. The recovery of
the overall degradation in the output power of about 0.7 dB from its
nominal value of 23.1 dBm can be achieved by increasing the gate-bias
voltage by 0.2 V [62]. This indicates that the performance degradation
is mainly due to the increase in threshold voltage.
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feedforward, 389–392, 389f
harmonic peaking of, 252–256,

254–255f, 257t
with input power splitting, 393f
inverse Class F, 264–271, 264–271f
linearity of, 212–219
load line of, 224–226, 226f
matched bipolar, 194f
matched FET, 194, 194f
microwave (see MESFETs)

MMIC, 388–389, 389f, 399, 399f
narrow-band, 140–141, 140–142f
operation classes of, 219–228, 220f, 222f
outphasing modulation of, 365–372,

366–367f, 369–370f
power gain of, 197–198
with predistortion linearization, 393f
push-pull operation of, 234–238,

235–238f
with quarterwave transmission line,

39f, 41f
resonant, 227f
single-stage circuit, 190, 190f
stability of, 195–198, 208–212, 210–211f
switched-mode, 383–386, 383–386f
variable circuit elements in, 386–387,

386f
variable gain divider in, 382–383, 383f
(see also LDMOSFETs; MESFETs;

MOSFETs)
Power combination, 156–157, 156f
Power division, 156–157, 156f
Power division ratio, 158
Power gain, 191–193, 197–198
Power-split ratio, 158
Predistortion linearization, 392–397,

393–397f
Pulse-width modulated (PWM) signal,

358–361, 359–360f
PWM signal (see Pulse-width modulated

(PWM) signal)

Quarterwave transmission lines
(see Transmission lines)

Quasilinear method, 45–48, 46f

Raytheon nonlinear model (see Statz
nonlinear intrinsic model)

Reactance compensation circuit
technique, 300–305, 302–305f

Reflected voltage, 6–7
Resistance, 200
Resistance ratio, 137, 138f
Richard’s transformation, 331
Ring hybrid power couplers, 180–181,

180–181f

Scattering S-parameters
(see S-parameters)

Series inductance, 146
Series resistance, 146
Shunt capacitance, 145, 271–272, 272f,

275f
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Shunt conductance, 146
Single-element networks, 15–19, 15f
Single-sideband power spectrum of i(t), 33
Slotline, 151–153, 152–153f
Small-signal equivalent circuits:

BJT, 96–97, 97f
computer optimization of, 60–61
forward gate biasing condition and,

59f
GaAs MEFT, 77–79, 78–79f
HBT, 96–97, 97f
MOSFET, 55–57, 56f, 57f
Y-parameters of, 58–60, 79–83, 97–100,

98–99f
zero gate biasing condition and, 60f
Z-parameters of, 58–60, 59f

Smith charts:
admittance (Y), 113, 114f, 115
for bipolar UHF power amplifier, 126f,

128f
for broadband power amplifier, 144f
immittance, 115
impedance (Z), 113, 114, 114f, 115
for MOSFET VHF high-power

amplifier, 131f
for narrow-band power amplifier, 142f
uses of, 112–113
for 50-� transmission line, 116–117,

116f
S-parameters:

conversion to admittance Y-parameters,
9–10

conversion to Z-, Y-, H, and ABCD-
parameters, 11, 11t

Spectral domain analysis, 27–35
Stability, power amplifier, 198–204
Statz nonlinear intrinsic model, 86–90,

87f, 90f, 95–96, 96t
Stripline, 146–149, 147–148f
Substrates, dielectric, 146–147, 149t

T-circuit:
equivalence to π -circuit of, 18f,

100–101, 100–101f
relationship to π -circuit of, 19t
in two-port network, 17–19, 17f

Temperature dependence:
of LDMOSFETs, 75–77, 76–77f
of MOSFETs, 74–76

TEM wave (see Transverse
electromagnetic (TEM) wave)

Terminal voltages, 12
Thermal time constant, 77

Three-port networks:
with common terminal, 19–21, 19f, 22t
for power division and combination,

156–157, 156f
Time domain analysis:

of nonlinear system, 35–38, 36–37f
of transmission line, 38–42, 39f, 41f

Transducer power gain, 191–193
Transfer admittances, 4
Transfer function, 212–213
Transfer impedances, 3
Transformers:

capacitive impedance, 318–319, 319f
design transformation of, 334, 335f
five-step, 337f
four-section, 338t
ideal, 318, 318f
inductive impedance, 319, 319f
with low-pass filter-prototype, 325–327,

326f
with passband filter, 323–324, 324f
stepped transmission-line, 335–339,

336f
two-section, 319–320, 320f, 320t

Transistors:
balanced, 236–238, 237–238f
bipolar (see Bipolar transistors)

Transmission ABCD-parameters (see
ABCD-parameters)

Transmission lines:
in Class E power amplifier, 286–298
coaxial, 145–146, 145f, 160
coplanar waveguide for, 153–154, 153f
input impedance of, 26
loaded, 24f
L-transformer in, 135–136
matching circuits in, 131–133, 132f
microstrip, 149–150f, 149–151
physical properties of, 22
quarter wavelength, 133–134
schematic of, 22f
single frequency equivalence of, 135f,

331, 331f
slotline, 151–153, 152–153f
stripline, 146–149, 147–148f
of transformers, 134–135, 134f
uniform, 23
voltage and current distribution of,

23–26
Transverse electromagnetic (TEM) wave,

145
Trigonometric identities, 29
TriQuint nonlinear model, 90–91, 96, 96t
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T-transformers:
in bipolar UHF power amplifier,

125–126, 126f
in matching circuits, 117, 117f
in narrow-band power amplifier,

140–141, 140–142f
with transmission lines, 139f
two-port, 123–124, 123f, 139, 140f

Two-branch hybrid power couplers,
175–176, 176–177f

Two-port networks:
ABCD-parameters of, 4–5
equivalent circuit of, 2f
input impedance of, 118, 118f
interconnection of, 12–15, 13f
loaded, 5f
parameter conversions for, 11, 11t
parameter relationships of, 9–10, 10t
single-element, 15–19, 15f
S-parameters of, 5–8, 7–8, 8f
traditional parameters of, 1–5

Unit elements, 332

Variable gain divider, 382–383, 383f
Virtual grounding, 236, 236f
Voltage standing wave ratio (VSWR), 26
VSWR (see Voltage standing wave ratio

(VSWR))

Wilkinson power dividers, 168–170, 168f
frequency performance of, 170f
three-way, 170–171, 171f, 174–175, 174f
two-way, 171–173, 172f, 175, 175f

W-parameters:
in power gain, 193
in single-stage power amplifier circuit,

190

Y-parameters:
conversion to S-parameters of,

11, 11t
device capacitances and, 99
of equivalent circuits, 58
relationship with Z- H-, and

ABCD-parameters of, 9–10, 10t
of three-port network, 20–21, 22t
of two-port network, 3–4, 80–81, 81f
(see also Driving-point output

admittances; Transfer admittances)
Y Smith charts (see Smith charts)

Zero drain biasing condition:
distributed RC channel network

schematic of, 79–81, 81f
equivalent circuit and, 59f

Z-parameters:
of BJT potential instability, 201
conversion to S-parameters of, 11t
extraction of, 58, 59f, 81f
relationship with Y-, H-, and

ABCD-parameters of, 9–10, 10t
of three-port network, 21, 22t, 80–81,

81f
(see also Driving-point impedances;

Transfer impedances)
Z Smith charts (see Smith charts)
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