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Advanced Data Converters provides a comprehensive overview and comparison of
numerous architectures and techniques that are central to understanding modern data
converter design, selection, and application. The book explores not only the “what?”
and the “how?,” but also the “why?,” providing the reader with insights into the factors
that drive the trade-offs in modern converter designs. The material is presented in an
approachable manner, it reads like a tutorial by a friend who is an expert in the field.
David Robertson, Analog Devices

The field of data conversion has been following a steep trajectory that is hard to track
even for experienced designers. Manganaro’s book fulfills a critical role in capturing the
most significant advancements of the past decade in a refreshingly intuitive format; I
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Boris Murmann, Stanford University
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ers and users to better understanding architectures and to know practical aspects is
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surely a precious working aid for professionals but also is a valid help for graduate
students that can find in the book the necessary background notions and valuable infor-
mation on architectures, practical limits and design tricks. The comprehensive list of
references is a unique source of additional information. It complements and makes more
valuable the book.
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Preface

Advances in semiconductor technology together with increased demand for complex
IC solutions in wireless, consumer, health care or industrial applications have driven
significant innovation in data converters during the last decade. While some very good
introductory books on the traditional converters and related fundamental concepts are
readily available, a coverage of modern advanced analog-to-digital (A/D) and digital-
to-analog (D/A) converters and emerging ones is missing. Having to deal with several
hundred academic papers and patents as well as tens of specialized monographs aimed
at an audience of experts can be frightening and downright disorienting to many prac-
titioners (including IC designers, system designers, and users of data converters) or
graduate students attempting to gain insight into one of today’s hottest IC areas. This
book attempts to cover some of this knowledge gap, offering a bird’s-eye view of the rele-
vant principles, the competing requirements, architectures, and circuit techniques, and,
perhaps, providing a vision for future developments in this field. It explains the motiv-
ations, ideas, and trends associated with the latest and most attention-worthy topics in
data conversion of the last ten years or so.

It is assumed that the typical reader has mastered the basics of both analog/mixed-
signal design and data conversion. Each subject is introduced by a short summary of the
key concepts at its base and complemented by several references guiding readers who
might want to look more deeply at each topic.
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1 The need for data converters

Modern electronic systems process and store information digitally. However, due to the
analog nature of the world, conversion from analog to digital and/or from digital to analog
is, and always will be, inevitable and performed by data converters: Analog-to-digital
converters (ADCs) and digital-to-analog converters (DACs).

Depending on a variety of factors, including technical specifications, system parti-
tioning, and market needs, data converters can be either integrated on the same chip,
or on the same package, together with other analog or digital blocks, or they can be
stand-alone. Most stand-alone data converters are part of the $13–$16 billion standard
analog market which also includes amplifiers, comparators, and interface and power
management devices. In fact, data converters constitute 16% of this market, but they are
growing at a faster rate than the other components, second only to power management
devices [1, 2], with unit shipments going from about 2.9 billion units in 2010 to an
estimated volume of about 4.7 billion units by 2015. That does not account for the
embedded data converters [3] integrated together with digital signal processors (DSPs)
in a wide variety of applications ranging from consumer electronics (e.g. audio devices,
cell phones, imaging devices, DVD and multi-media players etc.) to automotive (e.g.
embedded controllers), process control, and instrumentation.

This chapter will briefly outline some of the applications of data converters, illustrating
the pervasiveness and variety of ADCs and DACs in modern predominantly digital signal
processing systems. Moreover, as integrated digital systems continue to develop in line
with CMOS technology scaling, and systems-on-a-chip (SoC) become ubiquitous, it is
inevitable that data converters will need to cope with the needs of the applications and
face the challenges and opportunities offered by ever shrinking process technologies. A
second part of this chapter will be devoted to a summary of some of the issues, trade-
offs, and solutions that data-converter designers face when designing analog circuits in
the context of a technology road-map primarily driven by digital circuits needs. The
chapter will also point to some of the alternatives to marching down the route indicated
by Moore’s law.

The concepts summarized in this chapter provide a context and motivation for the
advanced data converters covered later in this book and will help us to develop a vision
and spot the trends in this exciting field.
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2 The need for data converters

1.1 The digital revolution in an analog world: some examples of applications
of data converters

As pointed out above, a digital signal processing (DSP)-based system needs ADCs and
DACs in order for it to be able to exchange information or to control processes in the
physical analog world. The number of applications of signal processing and control is
extremely large and constantly expanding, and the aim of this section is to give the
reader, by means of a few examples, a sense of the variety of the requirements and how
this diversity leads to a wide range of different data conversion architectures, each one
aiming to provide the optimal conversion solution to a different set of technical needs
and specifications.

As stated before, it is assumed that the reader possesses a good understanding of
the traditional A/D and D/A architectures and the fundamentals of data conversion and
sampling theory.

1.1.1 Sensing applications

We will begin with precision measurements and sensor signal conditioning applications
[4], including the digitization of signals originating from a wide variety of sensors1

such as pressure, temperature, gas, speed, acceleration, and light-intensity sensors. An
important part of this application space concerns temperature sensors used to monitor
printed-circuit boards (PCBs) and microprocessor die temperature.

The applications we are referring to are generally characterized by relatively low-
bandwidth signals ranging from DC to kHz at most. On the other hand, such signals
can require high-precision digitization and/or may coexist with undesired signals due
to, for example, electromagnetic interference, noise etc. Moreover, the electric variables
transducing the sensed physical variables vary quite a bit. For instance, strain gages, flow
meters, and pressure sensors are often variable resistors. Other sensors, such as some
position sensors, behave as variable capacitors and so on. Depending on the interface
circuitry between the actual ADC and the sensor, the input to the ADC may be a
voltage or a current. Examples of interfaces between the sensor and the ADC include a
resistor or a capacitor bridge, a force-sense system etc. There are many other important
considerations, which go beyond the scope of this book. However, the common elements
of many of these applications can include the following:

� very high nominal output resolutions up to even 24 bits with no missing code;
� very low noise level, for example up to 19 bits of noise-free code resolution;
� some level of on-chip digital filtering; for instance allowing excellent 50 Hz/60 Hz

power supply rejection;
� low offset;
� low gain error;
� low temperature dependence;
� low pin count package.

1 Possibly after signal conditioning including analog filtering, amplification, level shifting etc.
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1.1 The digital revolution in an analog world 3

Table 1.1. Typical specifications for digital audio converters [7]

Application THD+N (dB) fs (kS/s)

Telecom 60–70 8
FM stereo 60–70 32
Speech analysis 70–80 8–48
Computer audio 80–90 48
Stereo CD, DAT, etc. >100 44.1, 48, 88.2, 96
DVD audio >100 48, 96, 192

The converters that have traditionally been used in applications like these are the so-
called “serial” ADCs such as single-slope and dual-slope ADCs [5]. The principle of
operation of such ADCs consists of comparing an internally generated accurate voltage
ramp with the input signal (assuming that this does not appreciably vary while the
conversion is ongoing) and counting how many clock cycles elapse between the start of
the ramp and the instant at which the ramp reaches the input signal. These integrator-type
converters must rely on very linear ramp generators, stable clock sources etc., and, as
will become clear from the second part of this chapter, have fundamental issues with the
low-voltage supplies of advanced CMOS processes.

For these and other reasons, in recent years, high-resolution �� ADCs and incre-
mental ADCs2 have gained considerable popularity in these applications. Moreover,
these types of converters are easily implemented in CMOS, and greater flexibility is
obtained by adding many on-chip digital programmable functions including filtering,
variable throughput rate, programmable gain, calibration modes etc. while requiring few
or no external components. In addition to that, since these are oversampled converters,
the requirements on the anti-aliasing filters are considerably relaxed due to the large
difference between the signal bandwidth and the Nyquist frequency, making the entire
front end simpler, smaller, and cheaper.

1.1.2 Digital audio

This market includes audio circuits in portable applications such as wireless handsets or
CD and MP3 players as well as in fixed applications such as high-fidelity (HiFi) systems
and professional/studio audio systems [7].

In the case of speech digitization (e.g. in cell phones) the standard sampling frequency
is fs = 8 kS/s, and 16-bit linear �� ADCs and DACs have replaced the traditional
logarithmic converters used in the early systems. In fact, DSP-based speech compression
algorithms reduce the overall data rate to acceptable levels. More than resolution, total
harmonic distortion plus noise (THD+N) is an important parameter and Table 1.1
shows typical values of the THD+N and sample frequency fs for various digital audio
applications [7]. �� ADCs and DACs also dominate in the professional audio area, and,

2 An incremental ADC [6] is a particular type of �� ADC that is re-set after the conversion of each sample.
Better coverage of this type of ADC is deferred to subsequent chapters.
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4 The need for data converters

once again, offer the advantage of simplifying the anti-aliasing and reconstruction filters
owing to oversampling. Furthermore, oversampled DACs have the additional advantage
of suffering less from the sin(x)/x spectral shaping issue3 thanks to both oversampling
and the use of digital interpolators/filters preceding the DAC itself.

There are also other important specifications that are very specific to audio systems,
such as containing the power of specific harmonics, but that is well beyond the scope of
this chapter.

1.1.3 Wireless communication infrastructure

Mobile telephony, despite going through market cycles, has overall seen a significant
steady increase in demand for mixed-signal products, including data converters. Basic
cell phones have been adopted widely in Western countries as well as in Japan and Korea,
and they are quickly penetrating populous countries and emerging markets such as
China and India as well as many South American countries [8], hence driving increasing
production. Furthermore, compounding this increasing pool of users, the emergence of
smart phones with their associated higher demand for bandwidth and services means
that the wireless communication infrastructure is going to require a significant expansion
that is somewhat similar to what has been experienced by the wireline infrastructure as
a result of the boom in wired internet access [9].

In wireless communication infrastructure applications, the data converters are critical
blocks of base transceiver stations (BTSs), namely the wideband transceivers that han-
dle the communication with the many handsets active in the corresponding phone cell
[10, 11, 12]. Such converters, in order to acquire or synthesize multiple user channels,
at present have signal bandwidths of the order of a few tens of MHz and are steadily
headed toward the 100 MHz mark. BTS systems can be required to be able to handle
multiple communication standards such as GSM, CDMA, LTE, wideband CDMA, and
WiMax (or IEEE 802.16) [13]. This means that higher flexibility, integration (hence
also reduced cost and power consumption per digital function), and lower overall costs
should be achieved by placing the ADCs and DACs as close as possible to the antenna
[14], hence the shifting of some of the less flexible, expensive, high-count parts, which
are traditionally analog functions, to the digital domain. Some of these analog func-
tions include filtering, using surface acoustic wave (SAW) filters, ceramic filters, or
crystal filters, with tight tolerance and matching requirements for frequency-sensitive
components such as inductors and capacitors, mixing down/up-converters, oscillators
etc. Because of that there is an increasing demand, where sensible, to move from zero-
intermediate-frequency (IF)/low-IF schemes whereby the ADCs or the DACs convert
baseband signals to high-IF digitizing/synthesizing schemes whereby the IF-to-baseband
frequency down-conversion/up-conversion stage (which may be a quadrature scheme to
take care of image rejection), possibly with some filtering, is moved from the analog
to the digital domain. Ideally, the final goal would be to put the ADC right after the

3 Because the desired output signal resides at a frequency that is much lower than the first frequency null of
sin(x)/x due to the much higher fs.
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1.1 The digital revolution in an analog world 5

low-noise amplifier (LNA), aside, perhaps, for some filtering, and in front of a receive
signal processor (RSP), and the DAC right before the power amplifier (PA), aside, again,
for some filtering, and following a transmit signal processor (TSP), fully realizing what
is commonly referred to as software radio (SR) [10, 15, 16, 17].

Some of the issues stemming from bringing the converters toward higher-frequency
stages of the transceiver are related to its sensitivity, selectivity, out-of-band (image)
rejection, ability to handle undesired powerful “blockers” etc. Moreover, converting
such high-frequency signals, with even increased dynamic specifications as the analog–
digital interface is moved closer to the antenna,4 is a formidable challenge and quickly
results in prohibitive power consumption levels.

The radio specifications consist of the noise level, measured in terms of its noise
spectral density (NSD), and the linearity with which signals are processed, measured
typically by means of two-tone or multi-tone intermodulation distortion. Such speci-
fications, once the bandwidth has been specified, result in converter specification. For
ADCs in IF digitizing applications these include SNDRs in the range between the low
70s (dB) and the mid-to-high 80s (dB). Often these specifications can be traded, at least
to some extent, with the PGA gain placed in front of the ADC and the selectivity of the
preceding filters. These converters are often “SNR-limited” (namely, the RMS noise is
comparable to or greater than the LSB size) and have very low distortion. The latter is
often quantified by the spurious-free dynamic range (SFDR) for wideband cases and by
the intermodulation distortion (IMD) for narrowband cases.

The sampling clock phase noise (PN) is also a critical specification due to its negative
effects on the digitized noise floor (particularly at frequencies close to that of the digitized
signal) as a result of sampling aperture uncertainty, and it becomes increasingly worse
as a function of the increasing digitized signal frequency.

For converters used in handsets, in addition to the particular engineering performance
specifications enabling the communication standard, some of the key specifications
result from the need for products (1) to be small in size, (2) to be inexpensive, and (3)
to have a long stand-by time (long battery life). This is achieved through employing
higher integration levels (as pointed out before, digitizing earlier in the processing chain
reduces the number of passive components and the overall part count) while, at the same
time, striving to improve power efficiency [18].

On the other hand, in BTS applications, converters capable of meeting the associated
engineering performance specifications can be very power hungry, demanding up to
1 W per converter core or more. However, BTSs are large and power-hungry fixed
systems, and, although about 30% of the operation cost is electric power consumption,
the contribution of the converters to the overall power consumed by the transceiver
is not very significant (as opposed to, for example, the PA or some of the driving
amplifiers that make up for the loss in filters and/or drive the inputs of ADCs). Therefore
obtaining the desired noise and distortion performance is typically the most important
goal, and higher power consumption is an acceptable cost to pay for it. Also, their size

4 Which means that the signal now includes a lot of undesired content that would otherwise have been filtered
out and that now interferes with the desired content.
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6 The need for data converters

is not necessarily a very critical factor (and, although it impacts production costs, the
average selling prices are typically large enough as a result of the level of performance
delivered by these parts) since they take up a relatively small amount of space compared
with some of the filters and the system as a whole, and, again, these are not mobile
systems.

Somewhat conceptually similar to BTS applications are wireless LAN (sometimes
referred to as WiFi or, more generally, as the IEEE 802.11 standard) applications, where
the access point (which is homologous to the BTS in this application) is required to handle
multiple “clients” (e.g. laptops, workstations etc.) in a relatively small environment such
as an office space, a public library, a train or an airplane, a coffee shop etc.

Converters for such applications are somewhat similar to those just cited in the BTS
case, but with considerably more relaxed dynamic specifications. It should be noted that
there is at present a trend toward convergence between WiFi, its larger-range sibling
WiMAX, and cell phone BTSs (in fact, in the case of so-called pico-cells, a cell is
extremely constrained in physical space). This is, again, something that could be made
to become more and more real by taking advantage of the flexibility offered by SRs. The
catch, of course, is in the details of its implementation.

A slightly different category of wireless communication applications is constituted
by satellite communication and military communication applications. In the former
case, while the dynamic specifications tend to be more relaxed than in the BTS case,
the bandwidth of the signal is considerably wider (converters with fs > 1 GS/s are not
unusual). A peculiar requirement in space applications, however, is the ability of the
converter to be radiation-tolerant since the chip is meant to be part of a satellite system
in space and therefore is going to be exposed to radiation and high-energy particles.
Such exposure, if proper design measures/techniques are not employed, can rapidly lead
to latch-up (transient or permanently destructive) internal to the chip being induced by
radiation and bombardment of ions and particles. Packaging is another challenge, and
special packages are often required.

In military applications, similarly to the space applications, a common requirement
is a very high sampling frequency and, again, relatively relaxed SNDR.5 However, here,
the environmental conditions (e.g. the temperature range) under which one needs to
guarantee the converter’s performance are extreme.

1.1.4 Health care and life sciences

Electronics for health care is another application area that is projected to grow consid-
erably in the near future. This is a very diverse application field insofar as it includes
new-generation implementations of “traditional” equipment such as ultrasound scan-
ners, CAT scanners, X-ray machines, blood pressure monitors etc. as well as newer
types of devices such as diagnostic devices taking advantage of ultrawideband wireless

5 In reality it is not that it is relaxed but rather that it is not yet feasible to have single ADCs with more than
12–14 ENOB and a sample rate in excess of 3–5 GSPS! So the system designer will need to make do with
what is available.
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1.2 Challenges and opportunities 7

technology for breast cancer screening or pocket-sized CPR devices using micro-electro-
mechanical accelerometers and able to perform real-time measurements of the rate and
depth of CPR chest compressions [19]. The variety of system implementations (and
the corresponding bandwidth and dynamic range of the signals being processed) is
huge.

For example, ultrasound machines take advantage of phased array signal processing to
be able to estimate spatial information together with density information. Correspond-
ingly, large arrays (16, 32, 64, and more) of high-voltage DACs are often required as part
of the synthesizer for the ultrasound pulse launched toward the organs being scanned.
Likewise, large arrays of ADCs are critical components of the receive path digitizing
the returning ultrasound pulse. At present, for example, medium-resolution ultrasound
machines use arrays of ADCs with SNR in the low 70s (dB) and input signal bandwidth
of the order of tens of MHz [20]. In such applications, due to the large number of
DACs/ADCs required, together with the dynamic specifications (SNR, THD, etc.), it is
also important that the individual converters have low power consumption and low area
in order to allow the highest possible level of integration and, increasingly, low weight
and long battery life in order to also enable portable devices. Both pipelined and ��

ADCs are used in this type of application.
A completely different case is, for example, the one where miniaturized arrays for

gene-based tests are used in DNA testing and the signals have sub-kHz bandwidth and a
complex chip, where the A/D (basically an incremental A/D) is only one of the blocks,
using only microwatts of power [21]. Another case is that of a chip to monitor vital
signs such as temperature, heart rate, and electrocardiogram (ECG/EKG), where the
integrated 10 bit/500 Hz �� ADC works at 1 V supply and requires 20 μW [22].

1.2 Challenges and opportunities offered by recent
technology advancements

Progress in the development of silicon technology continues to allow deeper levels of
CMOS transistor scaling and integration [23, 24]. Moore’s law [25] has continued to
predict the rate of integration fairly well for decades and, actually, the rate has even
increased in recent years [23, 26]. That has both been driven by system needs and has
made new applications possible in a somewhat symbiotic fashion. Despite the various
types of physical and technological challenges, CMOS scaling is going to continue
advancing for many years to come thanks to innovation in the area of materials and
device design. In addition to higher levels of integration and reduced cost of functionality,
scaling benefits digital circuits in terms of power efficiency and speed.

Unfortunately, however, analog circuits such as ADCs and DACs do not necessarily
benefit from CMOS scaling in the same way as that in which digital circuits do [27,
28, 29, 30, 31], as will be briefly summarized in Section 1.2.1. However, as discussed
above, to continue to exploit the system advantages offered by digital functionality, it is
necessary for data converters in many application spaces to deal with the challenges of
ever shrinking CMOS processes.
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8 The need for data converters

Table 1.2. Examples of voltages associated with CMOS technology nodes

Technology node (nm) Analog VDD Digital VDD VT

250 3.3 2.5 0.60
180 3.3 1.8 0.45
130 3.0 1.2 0.40

90 2.5 1.0 0.30
65 1.8 1.0 0.30
45 1.2 0.8 0.25
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Figure 1.1 CMOS process scaling: feature length, associated supplies, and threshold voltages.

Yet, in some other cases, alternatives to full integration in deep sub-micron CMOS
processes do exist. This includes using BiCMOS processes, multi-chip modules, or
thoughtfully defined chip sets as discussed in Section 1.2.2.

1.2.1 Main issues with scaling in analog circuits

A first and fundamental issue is the reduction in power supply VDD as the thickness of
the thin oxide of the MOS gates Tox is decreased.6 Table 1.2 and Fig. 1.1 show examples
of supplies and MOS threshold voltages for various CMOS process nodes. The available
signal swing is reduced accordingly because of the reduction in voltage headroom in
critical circuits such as operational amplifiers, comparators etc. Unfortunately, the noise
floor does not scale down while the threshold voltages do not scale at the same rate as
that of the supplies.7 Owing to the lower supply, the common-mode range of differential
circuits is also reduced, aggravating the swing limitations further.

6 Assuming a SiO2 dielectric, the oxide thickness Tox scales proportionally to the minimum feature size Lmin

as Tox = λLmin, with λ ∼ 0.03 [29].
7 Lowering VT leads to excess subthreshold current IOFF ∼ exp[−VTqe/(nkBT )] when the channel is not

formed. However, some processes provide different choices of devices with different threshold voltage
levels, including, sometimes, zero-threshold devices.
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Although, as shown in Table 1.2, mixed-signal CMOS processes offer “analog” MOS
transistors with a higher nominal supply than that of the “native” digital MOS devices,
the former have higher gate oxide thicknesses (hence, these are sometimes referred to as
“dual gate oxide,” DGO, devices) and longer minimum channel lengths than the latter. In
other words, for a given process node, the designer can take full advantage of the scaled
digital circuits while being able to design analog circuits on the same chip with devices
from roughly one generation (or more) behind. A considerably more useful process
option is the one of using “asymmetric” thin-oxide high-performance analog (HPA)
transistors, with which a specially designed drain implant area leads to higher output
impedance at relatively short channel length with clear benefits for op-amp design [32].

As the voltage headroom is reduced, the use of (especially multiple) cascoding to
implement high DC gain in operational amplifiers becomes increasingly difficult. To
cope with that, designers replaced multiple levels of cascoding with regulated/boosted
cascoding, or ultimately resorted to using multi-stage (e.g. Miller or nested-Miller and
then feed-foward compensated amplifiers) amplifiers [33, 34, 35, 36, 37, 38, 39, 40].
However, some of these architectural choices can either lead to the aggravation of
introducing multiple poles at lower frequency than in a traditional single-stage cascoded
amplifier, therefore ending up with actual lower closed-loop bandwidth designs, or are
difficult to use in traditional switch capacitor circuits due to their transient response.

CMOS switches (sometimes referred to as “transmission gates”) also suffer greatly
from the supply reduction (see Fig. 1.2(c)). The on-resistances (RonN and RonP) of
the parallel-connected NMOS and PMOS transistors constituting the transmission gate
strongly depend on their respective transistor’s overdrive voltage (e.g. VOD = VGS − VTN

for the NMOS transistor) (see Fig. 1.2(d)). If the gates of these two transistors are driven
to the supply levels (e.g. VG = VDD to turn on the NMOS transistor) while the passing
input signal Vin, tied to the source terminal (VS = Vin), is at a voltage level that is
becoming too close to VT volts away from the gate voltage level, then the overdrive
voltage (e.g. VOD = VDD − Vin − VTN to turn on the NMOS switch; see Fig. 1.2(a)) may
become too close to zero or even negative. As a result, the corresponding MOS switch
will not be able to have a sufficiently small on-resistance or it could be completely
switched off while it was desired to be turned on (see Fig. 1.2(b)). So, while a passing
signal close to either VDD (leading to low RonP in the PMOS switch) or ground (leading
to low RonN in the NMOS switch) will cause at least one of the two parallel transistors
to be fully turned on with a large overdrive, on the other hand, a passing signal at a level
around VDD/2 may lead to insufficient overdrive voltage on, possibly, both NMOS and
PMOS transistors, which could even turn off [33, 34] (see Fig. 1.2(e)). The latter will
happen, for example, as the absolute sum of the two threshold voltages ||VTN| + |VTP||
becomes equal to or larger than VDD.

In order to address the issue of insufficient overdrive voltage in MOS switches,
techniques involving driving the gate voltage outside the range set by the supply voltages
(i.e. to a potential higher than VDD for the NMOS switch and to a potential lower
than ground for the PMOS switch, respectively) have been developed. Generally, two
types of techniques are used, known as “boosted supplies” and “boosted switches,”
respectively. With “boosted supplies” an internal voltage level higher than VDD (or lower
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Figure 1.2 MOS switches. (a) An NMOS switch. (b) The on-resistance of the NMOS switch RonN

as a function of the input voltage Vin; the resistance becomes increasingly higher as the input
approaches VG − VTN. (c) A CMOS switch. (d) The on-resistance of the CMOS switch Ron as
a function of the input voltage Vin; since Ron = RonN//RonP, for sufficiently high overdrive
voltages on the NMOS and PMOS transistor, Ron is low and relatively constant. (e) The same
Ron, however, for very low voltage and, hence, insufficient overdrive on the NMOS and PMOS,
can become very high or nearly infinite when Vin nears the middle of its range; the switch can
conduct only when Vin is near the supply and ground as the NMOS and PMOS switches
separately get sufficient overdrive to turn on.

Vin Vout

RonN

Vin

(a) (b)

VB Vin + VB

Figure 1.3 (a) An NMOS boosted switch. (b) Ron of the boosted switch versus Vin; the slight
increase of Ron for higher Vin is due to the “bulk effect,” namely the increase of the threshold
voltage for increasing VG.

than ground) is generated (e.g. using charge pumps) to be used to drive the gates of
the MOS switches. With “boosted switches” [41], instead, a “floating battery” VB is
generated and then connected across the gate–source of the MOS switch, to turn it on,
so that its gate voltage level “rides” VB volts away from the passing signal as shown in
Fig. 1.3. Conceptually, for example, this could be realized by first connecting a capacitor

http://dx.doi.org/10.1017/CBO9780511794292.002
Cambridge Books Online © Cambridge University Press, 2012



1.2 Challenges and opportunities 11

between VDD and ground and then connecting it between the gate and source of the
MOS switch to turn it on. The obvious challenge to deal with is the immediate drop in
“battery” voltage upon connection to the switch, caused by charge sharing between the
boosting capacitor and the MOS gate–source capacitance. Also, various leakage currents
will discharge the boosting capacitor over time.

Both approaches have to be implemented with great care because, while the circuits get
powered on or off, or even during normal operation, some of the devices may experience
stressful or even destructive voltage transients that can lead to undesired behaviors (e.g.
accidentally forward biased junctions that were meant to stay reversed biased, such as
the drain-to-substrate junction) or their long- and short-term reliability may be affected
(e.g. when VGS swings higher than the oxide breakdown voltage). Furthermore, these
internally generated voltage sources need low impedance in order to be able to quickly
turn on the desired switches (charging their gate capacitances and various other stray
capacitances). This could lead to relatively large, power-hungry, and possibly noisy
boosting circuitry [33, 34]. So, most often, it will be practical to boost only a few critical
switches but handle all others in a more traditional way.

Driving the back-gate (bulk terminal) of the MOS switch to alter its threshold is a
very tricky option, especially since this might not always be an available terminal (it
depends on the well implementation of the devices) and it is likely to be one with a large
capacitance associated with it. This is often not even modeled in the device deck model.

Active device matching is another important matter. This is necessitated by threshold
voltage mismatch �VT and the current factor mismatch �β (where β = μCoxW/L)
with the well-known empirical relations [42, 43]

σ 2(�VT) = A2
VT

W · L
(1.1)

(
σ (�β)

β

)2

= A2
β

W · L
(1.2)

Active device mismatch for a given process is then quantified using Pelgrom’s matching
parameters AVT and Aβ , and, in practice, the threshold voltage mismatch AVT is the
dominating factor, for example, in the drain current mismatch between two adjacent
(ideally) identical devices. This is, for example, a representative case for input differential
pairs in amplifiers and comparators or for matching pairs in current mirrors. Although
AVT has been decreasing over finer and finer generations of technology nodes,8 it has not
dropped as rapidly as the supply and signal swing. Therefore, for example, amplifiers’
offsets originated by input pair mismatches tend to be relatively larger in comparison with
the available swing as subsequent technology nodes are considered [43]. Furthermore,
on technologies finer than 180 nm, this model does not properly capture what is observed
with small-feature devices [44], and even greater variability is clearly exhibited at 90 nm
and for deeper sub-micron processes [24, 45].

As has already been pointed out, besides all the above-cited challenges associated
with lowering supplies, due to a number of physical and technological factors, deep

8 In fact, it has been shown that AVT = γ Tox, where γ is a technology-independent constant [29].
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sub-micron MOS devices (beginning even at 180 nm and considerably exacerbating
on moving into subsequent nodes) exhibit a large variety of phenomena making the
classic MOS drain current square law progressively limited in its ability to model the
transistor behavior. Consequently, for example, the classic equations relating small-
signal parameters to the quiescent point mutate as well, and can become limited to very
specific regions of biasing. In [31] it is shown that on, for example, going from 180 nm
to 90 nm

� while the transconductance efficiency gm/ID is unaffected
� the device’s unity gain frequency fT improves, and
� the intrinsic gain gm/gds degrades.

Device effects becoming increasingly important as feature sizes shrink include the
following.

� Velocity saturation: carriers in the inverted channel quickly reach the maximum trans-
fer speed, hence limiting the drain current.

� Gate current leakage: undesired direct current begins to flow through the thin oxide
between the gate and the channel due to tunneling through the oxide. To make things
worse, this current is exponentially dependent on the voltage across the gate oxide.

� Drain-induced barrier lowering (DIBL): VT becomes appreciably dependent on the
drain potential; this affects the depletion in this region and the impedance looking into
the drain and, as technology scales, it becomes dominant over the usual channel-length
modulation.

These and other effects are temperature-dependent, and, in deeper and deeper process
nodes, can vary appreciably in parametric strength from process run to process run, from
wafer to wafer, from die to die, on a die-scale, and even all the way down to circuit block
level, taking the old design challenge of dealing with process, voltage, and temperature
(PVT) sensitivity to a whole new level [46]. As noted in [24], as CMOS approaches
the 25 nm node, stochastic threshold variation caused by dopant implant position in
ultra-small inversion regions will give rise to more than 100 mV of threshold variation
for minimum-size devices, and, in addition, process proximity effects induced by layout
[47], loading effects caused by device density, and gate line-edge roughness will bring
additional contributions to the variation [45].

In [29] the implications of the main scaling issues have been related to some classic
data converter architectures by analyzing fundamental circuit blocks. It has been shown
that circuits in which active device matching is the dominant factor in obtaining a
desired dynamic range have the largest power consumption but tend to have decreasing
or constant power consumption with shrinking technologies, hence benefitting from
scaling. An example of this is flash-type ADCs.

On the other hand, those circuits in which noise dominates the design specifications
show an increasing or equal power consumption as technology scales. An example of
this is pipelined ADCs.

Power consumption is a meaningful parameter to consider in such comparisons since
it can be generally assumed that higher dynamic performance of analog circuits can
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be ultimately obtained by burning more power [29]. That is also why power efficiency
is such an important metric for comparing various designs, and it is often the critical
element used in various factors-of-merit (FOMs), which will be discussed later on in
this book.

Last but not least, we come to the realization that process technology has outpaced
design and simulation capabilities. We are able to integrate larger systems than we are
able to effectively simulate, analyze, and test. Simulators have to deal with exponentially
increasing transistor count and the device models too are becoming dramatically complex
if critical effects must be captured.

Moreover, it traditionally takes multiple process runs for device models to become
acceptably accurate for most mixed-signal design needs.9 However, since subsequent
technology nodes are also becoming exponentially more expensive [26], it is often not
possible to count on too many iterations for the purpose of modeling.

1.2.2 Alternatives to scaling

During the last thirty years or so, besides mask count, one of the attractivenesses of
CMOS processes compared with bipolar processes, for the implementation of data
converters, has been the ability to add digital functionality without incurring significant
cost, power, or size penalties. For example, this has been crucial to those data converter
architectures with large digital sections such as �� converters, but also to a wide variety
of application-specific converter products. Examples of that include the integration,
together with PGAs, ADCs, and DACs, of digital filtering functions, multiplexing,
encoding/decoding, modulation/demodulation, data compression etc. for which CMOS
is definitely the ideal choice. Chips of this kind are designed for important applications in
display electronics, wireless communication, instrumentation etc. These are sometimes
referred to as “analog front ends” (AFEs) because a complex, often multi-channel,
cascade of mixed-signal blocks is integrated with the digital post- or pre-processing
functionality.

The reader should be reminded again that, although the fabrication/wafer cost has
been rapidly increasing over subsequent generations/technology nodes, the higher level
of integration of the digital functions has outpaced that, hence leading to a net drop in
digital functionality’s cost. On the other hand, as already implied from some of the prior
sections, the same cannot always be said for the analog blocks (in fact, the opposite
is often true). It is therefore important to determine, from case to case, the respective
weights of the digital and analog sections, before selecting a suitable CMOS node [3, 29].

Another strength of CMOS processes over bipolars has been the ease of implemen-
tation of switches (they are easy to implement and drive, with low leakage, relatively
low on-resistance and low stray capacitances, low area). Yet, analog blocks such as
amplifiers and voltage references can get their best performance when taking advantage

9 It would take another whole book to discuss this matter. Certainly, designing data converters with resolution
and accuracy well in excess of 16 bits, with models that when “mature” are routinely accurate to 8 bits or
so, should give a sense of the design skills necessary if one is to be successful in this field.
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of bipolar transistors. A BiCMOS process, if properly utilized, can then virtually offer
the best of both worlds to the mixed-signal designer faced with implementing very high
performance specifications. Besides, the costs associated with BiCMOS processes are
higher but still tolerable when compared with those of the corresponding mixed-signal
CMOS nodes, especially when the BiCMOS process at hand is essentially devised as the
addition of one or two (typically a high-voltage and low-voltage version) NPN bipolars
to an existing CMOS base. Such higher costs are generally fully justified by the higher
average selling price (ASP) of such high-performance chips [48, 49].

We should also mention that there are many data converters implemented in com-
pound semiconductor technologies to achieve ultra-high speed. However, in order to
bias the devices for optimum speed, large current levels are necessary, and this results in
significant power consumption and, consequently, triggers a number of other engineering
choices and challenges associated with the packaging and the board, as well as the design
of the whole signal chain associated with it. Furthermore, such exotic process technolo-
gies allow integration scales that are significantly lower than that of standard CMOS
(let alone the most advanced processes) and offer dramatic challenges to digital design.
Compound semiconductor converters hence find space in niches such as military, ultra-
high-frequency, and some space applications, where costs, power consumption, size,
weight etc. are inevitable admission tickets to the game.

In other cases, a single-chip integration might also not necessarily be the best technical
and economical choice. A complex system may be, in fact, more practical and economical
when implemented either as a chip set or by packaging multiple dies (each using a
different process technology) in a single package. The latter is the case of multi-chip
modules (MCMs). This is meaningful when, for example, a two-chip design may be
smaller, faster, better, or cheaper than a single integrated solution [50].

Note, however, that the question is not only which process technology is best suited
for each function, but also includes finding out where the optimal chip boundaries lie
when considering the whole system. It might not be as simple as “analog on one chip,
digital on another (possibly, memory on a third)” [51, 50] or even “driving amplifier on
one chip, data converter on another (possibly, clock synthesizer on a third).” The optimal
partitioning must account for the flow of the signal information in various sections
of the system, as well as the IP strengths of the chip providers (which, in fact, may
be different). For example, considering data exchange between various sections of the
system, in order to keep electromagnetic interference (EMI) low, it is desirable to have
low-data-rate interfaces exchanging information in/out of the chip, while keeping high-
speed busses on-chip. This means that some digital functions are better integrated on
the same die with the analog sections. Examples are the integration of the interpolation
filters together with communication D/As, the integration of digital filters, decimation
filters, down-converters and so on, together with communication A/Ds, etc.

The architectural choice of the die-to-die or part-to-part interfaces is also very critical.
For example, for data rates in excess of 200 MHz it is generally preferable to use
low-voltage digital signaling (LVDS) because, in comparison with traditional CMOS/
rail-to-rail signaling, it offers better signal integrity and better power consumption at
higher speed, at the cost of doubling the corresponding pin count. As mentioned before,
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when dealing with a very-high-data-rate source, it may be preferable to increase the pin
count by adopting multiple lower-data-rate multiplexed buffers. In contrast, when one is
dealing with a lower-data-rate source and a lower pin count is desired, the data can be
serialized at the chip interface and then de-serialized on the receiving chip.

It is apparent that the optimal partitioning involves several technical (design but also
testability) considerations but also cost and product-development-time considerations.
This is the complex problem of “smart partitioning” [50, 51]. Once again, simulating
and modeling this type of system is extremely challenging, especially in the case in
which multiple chips (each using a different process technology, possibly on different
packages, each one with its own model) are simultaneously being emulated at a relatively
low level of abstraction.

1.3 Summary

Data converters are needed and pervasive in all modern electronic applications requiring
digital signal processing. A quick snapshot of some important application areas has been
provided to give the reader a sense of the broad variety of requirements and specifications
involved. Such variety cannot simply be matched by a single “universal” type of ADC
or DAC. Different architectures of converters address these diverse needs, as discussed
in Chapter 2.

Furthermore, because of the close link between ADCs/DACs and DSPs, CMOS
processes and the consequences of their road-map must be dealt with by designers, as
discussed in Section 1.2.1. Alternatives to CMOS scaling, however, do exist, as covered
in Section 1.2.2.

As IC technology progresses, new challenges and opportunities are offered to the data
converter community. This chapter provided a context for the advanced data converters
described in the following chapters.
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2 A refresher on the basics

This chapter will provide a “refresher” on some of the background topics necessary for
the following chapters. It is assumed that the reader is already relatively familiar with
the basics of characterizing noise and distortion, with the principles behind the classic
data converter architectures, and with some rudimentary idea of calibration. These are,
in fact, topics that are much more extensively covered in other books and publications
[5, 34, 52, 53, 54]. The intent here is to recall them and to build upon them by expanding
the topic a bit more than is usually done in analog design textbooks, to prepare the
ground for the more advanced topics covered in the following chapters.

With that in mind, the presentation style has been intentionally kept somewhat infor-
mal and, at times, also deliberately “high level” (others will say “simplistic”) to avoid
digressing into topics that would require a very large tome if they were to be covered
satisfactorily.

2.1 Mapping needs to performance metrics

Traditionally, the main specifications characterizing ADCs and DACs are the resolution
(or number of bits) n and sample frequency fs. However, as we will see in the following,
other parameters are much more meaningful for characterizing the performance of data
converters, depending on the context and application.

To begin with, let us remember the difference between accuracy and precision. Accu-
racy refers to the degree of closeness of a representation or a measurement of a quantity
to its actual value, whereas the precision of a measurement is the degree to which
repeated measurements, under unchanged conditions, show the same results.

Distortion and noise introduced by the data converter will affect the accuracy of
its outputs. Noise, assuming time-invariant distortion, may affect the precision of the
conversion. A converter with n bits need not necessarily have the full accuracy or
precision implied by n, not because the converter is not performing as desired, but
because the desired performance does, in fact, refer to other parameters. So, in order to
continue to talk about the resolution of the converter, in a broader sense, the concept
of the effective number of bits (ENOB) has long been used as an alias for the signal-
to-noise-and-distortion ratio (SNDR or, equivalently, SINAD). In the case of a pure,
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Figure 2.1 An example of a communication system in which, due to intermodulation distortion,
spurious power corrupts adjacent channels.

full-scale digitized sinusoidal signal at a given frequency fsig this is [52]

ENOB( fsig) = SNDRdB( fsig) − 1.76 dB

6.02 dB
(2.1)

where ENOB is a real number (almost always not an integer), expressed in bits, while
SNDRdB is a dimensionless real number expressed in dB.1 In order to be valuable, this
expression also assumes a relatively high SNDR and a quantization error (sometimes
also referred to as quantization noise) that can be reasonably approximated to a uniformly
distributed error [52].

In Section 1.1, however, we have seen examples of a few applications and noticed how
each one of these has different particular demands. Let us consider the example of the
communication sub-system depicted in Fig. 2.1. In this figure an analog input vin to an
ADC consists of three adjacent communication channels, A, B, and C, of different power
levels. Owing to (intermodulation) distortion caused by the ADC, undesired tones will be
introduced into the digitized output Dout, affecting its accuracy and, in particular, causing
more serious deterioration of the weakest channel B due to its relatively lower power
level. In such an example, the system designer would want to specify the maximum
acceptable deterioration of channel B. Therefore, given the power distribution of the
channels over frequency, it will be meaningful to specify the corresponding adjacent
channel power ratio (ACPR), namely the ratio between the (spurious) power introduced
into the adjacent channel, due to distortion by the ADC, and the power of the main
channel itself. Let us notice at this point that, although this specified ACPR could be
made to correspond to a certain SNDR and, hence, using Eq. (2.1), to a corresponding
minimum effective number of bits ENOBmin, this would not be very useful. That’s not
only because of all the assumptions that would need to be made about signals and their

1 In this book, quantities expressed in dB will be explicitly marked as such; otherwise it will be assumed that
their straight numerical value is being used.
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power in order to go from one metric to another, but also because the opposite mapping
from ENOB back to ACPR is not necessarily going to work. In fact, the ENOB alone (or
the resolution in integer bits n) says nothing about the nature of the distortion mechanism
and associated conditions, and therefore assigning a single specification to ENOBmin

would not insure that the desired ACPR specification is actually met. Clearly the ACPR
is the desired specification that the ADC circuit designer needs to meet, characterize,
and provide in the datasheet, while the ENOB will give only an indication regarding
the minimum resolution of the ADC that can possibly address the application need and
will, in fact, give a limited depth of discussion with the communication system designer
interested in obtaining an accurate representation of the input signal.

Similarly, the sample rate fs will also need to be properly used if considered as
a performance metric. For example, if a signal with power between zero frequency
and bandwidth BW is being converted, it will be important to pay attention to which
converter architecture and anti-alias/reconstruction filter is being used in order to choose
a proper fs. If, for instance, a Nyquist-rate converter is used, then the absolute minimum
fs satisfying the sampling theorem will need to be fs = BW · 2. However, practical
considerations for the design of the analog anti-alias/reconstruction filter will likely lead
to choosing a much higher sample rate, for example fs = BW · 5 or higher. On the other
hand, if an oversampled converter (e.g. a �� converter) is used, then, since the sample
rate fs, by design, is generally very high compared with the signal bandwidth BW, it will
not be that unusual to have fs = BW · 2OSR with OSR = 8, 16, 32, . . . , where OSR
is the oversampling ratio. In the end, then, the real specification is actually the signal
bandwidth BW rather than the sample rate fs, since the same signal could be equally
converted by different architectures with possibly greatly different values of fs. It is,
in passing, interesting to remark that, contrary to a first guess, the most suitable choice
of the converter–filter combination need not necessarily be the one with the smallest
fs with regard to cost, power consumption, complexity etc. Most current digital audio
applications are striking examples of that since �� converters with large values of the
OSR (and hence fs) are universally used in this context, allowing also the design of
practical, compact, and effective analog filters.

From the considerations and examples cited above it is clear, then, that the real
ADC/DAC specifications one should consider are those characterizing the signals that
need to be converted (such as the bandwidth BW and/or center frequency fc to locate
its power content) and those specifying their processing by the converters (e.g. ACPR,
SNR, etc. to characterize accuracy etc.), rather than somewhat artificially concentrating
on the sample rate fs and resolution n alone.

2.2 How is performance being measured?

So what are the main performance metrics we should be concerned with? A brief
summary of the most used ones is here informally provided only for convenience and
to refresh the reader’s memory. Very formal definitions for such metrics go beyond our
aims and can easily be found in the literature.
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Figure 2.2 Ideal transfer characteristics of an ADC and a DAC.

First of all we should distinguish between static and dynamic metrics [12]. Static
metrics refer to the context of signals at very low frequency, ideally at zero frequency
(DC), while dynamic metrics refer to the case in which signals have high frequency.

2.2.1 Static metrics

In a static sense, the function of a linear data converter is to linearly map an analog Vin

(or a digital Din) input into a digital Dout (or an analog Vout) output. Therefore the ideal
transfer characteristic consists of a staircase-shaped curve with all its identical steps
aligned in a straight line as depicted in Fig. 2.2.

In the case of an ADC the steps lead to quantization errors because each digital output
Dout represents a continuous range of values for its analog input Vin. In the case of a
DAC, formally, each digital input Din corresponds to a specific analog output Vout, and
therefore one can say that no quantization error is introduced by the DAC; but that, of
course, is true because Din is already a quantized variable by definition.

Furthermore, if the characteristic spans positive and negative analog/digital values (as
opposed to same-sign values), or if the analog or digital zeros fall on a defined point
of the characteristic as opposed to falling on a transition point between a step and the
next one, one can have various types of characteristics called bipolar/unipolar and/or
mid-rise/mid-thread. Once again, we refer the interested reader to the open literature for
a deeper discussion [54, 55].

In actuality the staircase and its steps can deviate from that in many different ways
and the corresponding errors are quantified by

� offset error;
� gain error;
� differential nonlinearity (DNL);
� integral nonlinearity (INL).

The offset error quantifies the amount by which the actual characteristic is linearly
shifted from its ideal position. The gain error quantifies the deviation of the slope of the
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Figure 2.4 An example of INL and DNL for an ADC.

actual straight staircase from its intended slope. Offset and gain error are conceptually
straightforward, as shown in Fig. 2.3 for the case of an ADC, although their formal
definitions have some subtleties we will not explore here [12, 54, 55].

Both of these errors do not capture explicitly any deviation of the size of the steps
from their intended value.

However, the size of the quantization steps can deviate from their ideal size �, also
commonly referred to as the least significant bit (LSB) size. Individual deviations of
each step from the ideal value � will lead to localized errors in the characteristic.

Such deviations are quantified by the DNL, which specifies how much each step differs
from �. For example, referring to Fig. 2.4, let us consider the step width corresponding
to Dout = 001. The actual step (solid line) is slightly smaller than the average LSB size.
This small negative deviation corresponds to the small negative DNL point on the upper
right-hand-side DNL plot. On the other hand, on observing the step width corresponding
to Dout = 011, we see that this is considerably larger than the average LSB size, hence
leading to a large positive point in the DNL plot for this code.

The minimum possible value for an ADC’s DNL is clearly −1 since it corresponds to
a step width that is −1 LSB smaller than the average step size, namely it corresponds to

http://dx.doi.org/10.1017/CBO9780511794292.003
Cambridge Books Online © Cambridge University Press, 2012



2.2 How is performance being measured? 21

no step at all! This is the case of a missing code. On the other hand, a step size could be
extremely large, hence having a DNL point larger than +1 is bad but possible.

For a DAC, on the other hand, since the output is analog we could have a non-
monotonic output (i.e. the output will go up and down with increasing code instead
of monotonically increasing as in the ideal case on the right-hand side of Fig. 2.2).
Hence, since for DACs we measure the step sizes on the vertical axis, when there is a
non-monotonicity problem then a DNL < −1 is actually possible.

Furthermore, again both for ADCs and for DACs, step-size errors also lead the
transfer characteristic to move away from the ideal straight line. The net deviation of
the actual characteristic from such an ideal straight line is quantified by the INL. As the
nomenclature of these two errors suggests, the DNL at each step bears no memory of
such deviation errors that have occurred at other steps and it is a localized error. On the
other hand, the compounding effect of subsequent localized step-size errors, originating
from one step to the next one and so on, progressively moves the characteristic away
and back from its ideal straight line, hence leading to an integral error that is captured
by the INL [56] (see also the ADC example in Fig. 2.4).

The gain error does not introduce nonlinearity. However, it can be an important error
to account for in some applications such as, for example, in test and measurement appli-
cations and in some industrial applications. If necessary, the gain error is generally easy
to compensate for by means of various circuit techniques and/or trimming or calibration.

The offset error, formally, does introduce nonlinearity since the superposition principle
does not hold;2 however, since it does not introduce harmonics and it too can be easily
compensated for by means of various circuit techniques and/or trimming or calibration,
it isn’t a difficult matter to deal with.

On the other hand, static linearity errors affecting the shape of the transfer charac-
teristic and quantified by the INL and DNL are actual nonlinearity. Such errors can be
very important right at DC for some applications such as, for example, higher-resolution
imaging applications (where they can lead to visible persistent undesired variations in
brightness, color etc.). Furthermore, these introduce harmonics into the output and set a
minimum of distortion that will degrade further, as frequency increases, since dynamic
nonlinearity compounds it, making it progressively worse.3 So, if we are trying to hit a
high frequency distortion specification then we certainly need to insure that the static
nonlinearity is at least adequate (equal to or lower than the maximum admissible distor-
tion) to leave additional margin for the onset of further dynamic nonlinearity at higher
frequency.

An actual noisy signal will wander around the transition points of the transfer char-
acteristic and, hence, a sufficiently powerful noise, namely one that is comparable to
the size of the LSB �, can “smear out” the DNL even to the point of hiding missing
codes [55]. This smearing effect is actually exploited in dithering techniques to reduce

2 This is related to the known difference, in mathematics, between strictly linear functions and affine functions.
3 One could argue that, in general, the overall nonlinearity could diminish by fortuitous compensation effects

at higher frequency leading to smaller distortion at high frequency than at low frequency. However, such
events are rare and, from an engineering standpoint, we won’t operate on the assumption that this will
actually happen.
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the harmonic distortion resulting from DNL errors [58, 59, 60]. Because of this masking
effect due to noise, for converters whose input referred (thermal) noise is larger than �,
the DNL is not a very useful metric [54].

The DNL and INL can be minimized by design. These errors often originate from a
combination of mismatch of active and passive components as well as from circuit lim-
itations such as finite gain of amplifiers in closed feedback circuits. Proper architectural
choices (e.g. segmentation [61, 63]) together with layout techniques can help minimiz-
ing matching issues [33, 64], while circuit design techniques exist to cope with various
circuit limitations (e.g. finite gain in amplifiers) [65] as well as matching limitations
[66, 67, 68].

Trimming and calibration can be used to measure and compensate for the impairments
leading to DNL/INL errors beyond what is otherwise achieved by circuit and layout
design techniques [52, 69], as will be further discussed in Section 2.5.

2.2.2 Dynamic metrics

As the signal frequency increases frequency-dependent impairments of the converter’s
circuitry, which were negligible at lower frequency, become progressively more signif-
icant, further degrading the performance of the converter. Moreover, there exist perfor-
mance metrics to characterize noise and distortion associated with specific applications.
Some of these will be summarized here.

Converters’ dynamic response can be characterized in the time domain and in the
frequency domain. In the time domain square waves and rectangular pulses are the most
common test signals (analog or digital) fed into the input of the converter. On feeding
in a low-frequency pulse train or square wave, the shape of the output of the converter
is observed in order to assess well-known classic step-response metrics such as settling
time, overshoot, slew rate etc. as well as to spot slowly settling tails etc. [52, 33]. In
imaging/graphic applications this type of test corresponds to graphic pattern tests (e.g.
checkerboard tests showing possible smearing or contrast problems at color transition
borders) whereby the quality of the output image is directly observed [70, 71]. In test
and measurement applications, pulse response problems can lead to baseline or gain
wander [73].

Another useful time-domain test is the beat frequency test, whereby a square wave
at a frequency fin that is very close to the sampling rate fs is fed into the input of
the converter. Because of aliasing this results in a low-frequency ( fout = fs − fin – the
“beat frequency”) output periodic response, which is then rich in details observable in
the time domain before the waveform repeats itself. However, since the converter has
been exercised at very high frequency, evaluating the shape of this output can be useful
as a means to uncover some dynamic limitations not discovered with the previously
discussed low-frequency square-wave input. That includes timing errors (which show
up as distortion on the beat pulse), missing codes, etc. [53, 73].

In the frequency domain, typical test signals are single sine waves (a tone), pairs of
sine waves (two tones), multiple tones, and narrowband signals with roughly constant
power within the band itself.
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The metrics discussed in the following vary in value depending on the amplitude
and on the frequency of the signals involved [74]. So quoting a certain metric requires
describing the conditions under which it is provided. In the case of ADCs, when these
conditions aren’t explicitly stated, it is often implied that the input signal is at full scale
amplitude and at the Nyquist frequency ( fs/2).

In the case of DACs, especially the current-steering DACs discussed in Chapter 4,
on the other hand, most dynamic metrics vary dramatically in value depending upon
the output signal power (Psig), frequency ( fout), and output rate ( fs), so specifying the
conditions under which a metric is quoted is absolutely mandatory.

The most common metrics are certainly the signal-to-noise ratio (SNR) and the total
harmonic distortion (THD), namely the power ratios

SNR = Psig

Pnoise
(2.2)

and

THD = Ph

Psig
(2.3)

where a pure sine-wave signal of power Psig is assumed, Pnoise is the power of the noise,
and Ph is the power of the harmonics.

Other metrics are associated with these, such as the already-cited signal-to-noise-and-
distortion ratio (SNDR) (also known as the SINAD)

SNDR = Psig

Pnoise + Ph
(2.4)

and its reciprocal THD + N = 1/SNDR, which is more commonly encountered in
digital audio applications [75].

Specific distortion metrics include the individual nth-order harmonic distortions
(HDs)

HDn = Pn

Psig
(2.5)

where n specifies the order of the harmonic (second harmonic, third harmonic, etc.) and
Pn is the power of the corresponding harmonic. Also, the spurious-free dynamic range
(SFDR) is often used to identify the largest spurious tonal signal since it is the ratio

SFDR = Psig

Phmax
(2.6)

where Phmax is the power of the largest undesired signal (frequency-related or unrelated
to the useful signal). Related to the SNR is also the dynamic range (DR), which is
the power ratio between the largest and smallest detectable signals (the smallest being
essentially the noise, which can either be the quantization noise or the actual device
noise, depending on the specific case).

Let us consider an example to fix the ideas. Figure 2.5 shows the spectrum of
the output of an ADC sampling at 100 MS/s, an input signal at fsig = 29.35 MHz
and second and third harmonics aliased to f2 = 41.31 MHz and f3 = 11.96 MHz,
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Figure 2.5 An example of the SFDR and harmonic-distortion evaluation (2048-point FFT).

respectively. Their normalized powers are P2 = −64.40 dB and P3 = −57.80 dB,
respectively. Therefore, since the power of the fundamental is 0 dB, then, working
with logarithmic units, we have HD2dB = P1 − P2 = 0 − (−64.40) = 64.40 dB and
HD3dB = P1 − P3 = 0 − (−57.80) = 57.80 dB. Furthermore, since in this example the
third harmonic is the strongest spurious signal, the SFDR coincides with the third-
harmonic distortion: SFDRdB = HD3dB = 57.80 dB.

A very important noise performance metric is the noise spectral density (NSD) [76].
This is a measurement, in the frequency domain, of the noise per unit of bandwidth (spot
noise) at a specified frequency. This can be specified in direct units, such as nV/

√
Hz

[5, 33] or in logarithmic units, namely in dB/Hz, and typically it is specified in the
presence of a 0 dB full-scale signal at a specified frequency [77].

Given the observation bandwidth BW and the NSD it is then possible to relate these
to the SNR within this bandwidth by noise power integration. Assuming a flat NSD over
the BW, this is straightforward using logarithmic units:

NSDdB/Hz = −(SNRdB + 10 · log(BW)) (2.7)

Related to the ENOB is the error resolution bandwidth (ERBW). The ERBW is the
input signal frequency at which the output ENOB of a converter drops by 0.5 bits. It
should be noticed that the ERBW is often larger than the Nyquist frequency fs/2 in
many ADCs.

Single-tone tests can be useful when dealing with wide bands and/or in the context
of Nyquist-rate converters. In these two cases all the spurious signals fall within the
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frequency range of interest. For example, harmonics that may fall beyond the Nyquist
frequency fs/2 are aliased back within this range and therefore are accounted for.
However, when dealing with narrow bands, or when using oversampled converters,
even lower-order harmonics such as the second- or the third-order harmonic could have
sufficiently high frequency to fall outside the observed frequency range (or not to be
aliased back within the observed frequency range). In the event that these harmonics fall
outside the observation range, clearly, one could be led to the erroneous conclusion that
the system under observation achieves low distortion.

To address this issue two-tone tests are performed. Namely, two sine waves, usually of
equal power and similar frequencies f1 and f2 and called fundamental frequencies are
fed in as an input. Distortion (in this case often referred to as intermodulation distortion
or IMD) will then introduce a number of additional tones at frequencies k1 · f1 + k2 · f2,
with k1 and k2 arbitrary integer values. These tones are called intermodulation products
of order n = |k1| + |k2|. Only odd-order products are close to the fundamentals; for
example, for f1 = 10 MHz and f2 = 11 MHz two third-order products are at 2 f1 −
f2 = 9 MHz and 2 f2 − f1 = 12 MHz (while the other two third-order products are
distant: 2 f1 + f2 = 31 MHz and 2 f2 + f1 = 32 MHz) while the second-order products
f1 + f2 = 21 MHz and f2 − f1 = 1 MHz are distant [78].

This can actually be generalized to an arbitrary number of fundamental tones f1, f2,
f3, . . . , fN , which, due to IMD, will lead to a family of products k1 f1 + k2 f2 + · · · +
kN fN . Multi-tone tests are indeed also performed.

The usefulness of this type of test, as previously hinted, comes from the fact that
some of the products (e.g. two out of four of the third-order products in the case of the
two-tone test) will fall very close to the test tones and hence will provide the desired
information on the distortion. The ratio of the fundamentals to the products defines the
intermodulation distortion (IM) of order n:

IMn = Psig

PIPn

(2.8)

where Psig is the power of one of the two identical fundamentals while PIPn is the power
of one of the products. So, for example, the third-order intermodulation distortion IM3

can be obtained as the ratio of the power of the fundamental at f1 and the power of the
product at 2 f1 − f2.

If the nonlinearity of the converter can be reasonably approximated by a power series
then, on increasing the signal power of the fundamentals, the signal power of the products
will increase exponentially with the order of intermodulation. So, for example, if the
signal power of the fundamental is increased by 10 dB, the signal power of the third-
order intermodulation products will increase by 30 dB. This model works reasonably
well for signals that are relatively close to full scale. However, as signals drop in power
and quantization becomes increasingly dominant over “weak” continuous nonlinear-
ities that can be modeled with power series (such as polynomials or Volterra series),
distortion products do not scale following the previously described law. Unfortunately,
the power of these products drops at a slower pace, as it will be described a bit more
later.
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Figure 2.6 An example of evaluation of intermodulation distortion (2048-point FFT).

Let us consider an example. Figure 2.6 shows the spectrum of the output of an
ADC with a two-tone input and a sample rate of 100 MS/s. The frequencies of the
two tones are f1 = 29.35 MHz and f2 = 34.23 MHz and both have a power PsigdB =
P1 = P2 = −6 dB. The third-order intermodulation products are clearly visible at 2 f1 −
f2 = 24.47 MHz and 2 f2 − f1 = 39.11 MHz, and each of them has a power PIP3dB =
−80.5 dB. The third-order intermodulation distortion is easily computed using logarith-
mic units as IM3dB = PsigdB − PIP3dB = −6 − (−80.5) = 74.5 dB.

An important metric often used in conjunction with intermodulation is the inter-
modulation intercept point (IP) of order n. Let us imagine, for instance, feeding two
tones (the “fundamentals”) with combined amplitude close to full scale into the input
of our converter and measuring the corresponding IM3. Let us increase the power of
the two tones, without reaching full scale (in order to avoid clipping), and record the
corresponding increase in the third-order products at the output. As stated earlier, in the
range where the distortion of the converter can be represented by using a power series
(namely, for a range of the inputs just below full scale, where signals are small enough
that hard-limiting clipping has not yet occurred and where they are large enough that
quantization is not the primary source of distortion) it is possible to extrapolate and
draw straight lines on a log–log scale representing the power of the fundamentals and the
corresponding power of the third-order products at the output of the ADC for increasing
input power levels as shown in Fig. 2.7.

The two extrapolated power curves intercept at a point called the third-order inter-
modulation output intercept point, OIP3. Correspondingly, the horizontal coordinate for
the intersection is the input-referred intermodulation intercept point, IIP3.
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Figure 2.8 Actual power trends for fundamentals and IM3 in an ADC.

It should be again emphasized that the intercept point is a mathematical abstraction.
It, in fact, has a number of limitations that it is now important to highlight.

If what has just been described is applied to a standard linear analog circuit such as
an amplifier then, as the input amplitude approaches full scale or the supply voltage,
the output begins soft-limiting/compressing. Hence, for example, the power curve of the
fundamental does not keep the unity slope but starts to flatten. The two curves, in fact,
simply do not meet for realistic power values. But, again, the extrapolation that leads
to the intercept point is meaningful since the power trends, as sketched, allow one to
predict the distortion over a large span of input levels.4

As has previously been pointed out, in a data converter, the concept of an intercept
point needs to be taken with a grain of salt. Let us refer to the example of power trends
shown in Fig. 2.8. As stated above, when the input amplitude reaches full scale the output
is clipped (in fact, in some converters, it may create undesired overload conditions that
can lead to lengthy erroneous output sequences), hence the distortion dramatically and
suddenly increases. Furthermore, if the input amplitude is appreciably lower than full
scale then quantization effects can even make the power of the distortion tones change

4 Let us also remark that, since the distortion is frequency-dependent, these curves will change with frequency.
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at the same rate as that of the fundamentals (i.e. for a 1 dB drop in fundamental power
one will see a 1 dB drop in third-order intermodulation tones instead of a 3 dB drop as
previously mentioned). So the trends sketched in Fig. 2.7 are not actually representative
of what is observed with an ADC (or a DAC) when considering a large range of inputs.
For example, when an IIP3 is quoted for a converter, it will be important to specify the
entire set of conditions over which it is discussed (i.e. the input power and, of course,
the frequency).

Although, as explained above, it is not very meaningful to use intercept points directly
with data converters, these are quite common metrics in the context of communication
systems (where converters are increasingly crucial components) and it is important to
understand their meaning and the limitations associated with them.

It is also important to mention that, although the concept of an intercept point has
here been recalled in the context of two-tone tests and intermodulation distortion, it is
also possible to analogously define another intercept point for single-tone tests [78] by
considering the intersection between the power of the fundamental and that of a chosen
harmonic for increasing input signal power. Once again, as in the case of intermodulation,
this intersection is theoretical, being obtained by the linear extrapolation of these powers
when they are rather limited and the circuit is still behaving as a weakly nonlinear circuit.

Going from two-tone tests to multi-tone tests [12] and, more importantly, to narrow-
band signal tests, one more important performance metric is recalled here. That is
the already-cited adjacent channel power ratio (ACPR) or adjacent channel leakage
ratio (ACLR). In this type of test, a narrowband signal, with center frequency fA and
bandwidth BWA and with uniform power within BWA is fed into the input of the circuit
under test. The signal at the output will contain the response A to this “channel” as well as
some spurious power falling into the adjacent frequency ranges (the adjacent “channels”).
Just like in all other spurious signal ratios, the ratio between the intended signal (A)
power PA and the spurious power, in this case the total spurious power measured in the
adjacent channel frequency range PAB, constitutes the ACPR, expressed in dBc:

ACPR = PA

PAB
(2.9)

The bandwidth/channel spacing and the power PA (as well as the specific actual
narrowband test signal) vary depending on the application.5 ACPR tests can be done with
a single active channel (as just discussed) or with multiple active channels as previously
mentioned in the communication application example in Section 2.1.

Also, adjacent channel “leakage” can occur due to distortion as described in the
previous discussion on intermodulation, but, particularly at very high frequency, it can
also result from aperture sampling error when a jittery sampling clock effectively phase-
modulates the input signal. This is often characterized by “noise skirts” at the edges
of the test channels with a shape resembling the sampling clock’s phase noise contour
[77, 79].

5 This type of test is primarily used in communication applications, so different values are used for different
standards like WCDMA, CDMA2000, TDSCDMA etc.
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2.3 Figures of merit

The metrics summarized in Section 2.2 are only some of the most commonly used
among a considerably larger universe of performance parameters. These metrics aim to
characterize actual physical parameters, or their ratios, in order to specify, design, and
verify converters for targeted applications.

On the other hand, provided that a converter meets the desired specifications on the
basis of the above-cited performance metrics, it is worthwhile wondering how well that
one specific design is optimal with respect to some other engineering parameter, which
may be power efficiency, available signal bandwidth etc.

Figures of merit (FOMs) are then introduced with this aim, allowing (or at least
attempting to allow) also comparisons between various converters which could differ
widely in architecture, application, and specifications.

Focusing on ADCs first, one of the most commonly used FOMs is that called
“Walden’s” FOM [80]:

FOMW = P

fs · 2ENOB
(2.10)

where P is the power dissipation of the ADC. FOMW is an efficiency parameter that aims
to provide a measure of the energy required by the ADC to perform a conversion and it is
expressed in picojoules per step. FOMW could be justified empirically after surveying a
large population of ADCs, although, theoretically, it suffers from an important limitation.
Namely, it suggests that in order to double accuracy (i.e. to add one more bit to the ENOB)
the power consumption P will only need to double. However, if, for example, the ADC’s
ENOB is limited by thermal noise (i.e. kBT/C limited) only,6 then, in order to decrease
the noise floor by 6 dB (so that the ENOB increases by 1 bit), C needs to quadruple. If
fs is kept constant, then the ADC’s dynamic power consumption will need to increase
by a factor of four, not a factor of two, as implied by Eq. (2.10).

Minor variants of FOMW include (a) replacing fs with 2 · BW in order to account
for oversampled converters [81, 82, 83]; (b) replacing fs with the ERBW to remove the
Nyquist-rate emphasis altogether and instead focusing on the frequency performance of
the converter itself [29]; (c) replacing 2ENOB with the absolute value (i.e. not in dB) of
the SNDR or SNR [82, 83]; (d) considering the reciprocal of Eq. (2.10) as a FOM since
FOMW as defined in Eq. (2.10) gets smaller for more efficient ADCs [29].

To address the theoretical limitation cited above, for thermal-noise-limited ADCs
(shot-noise-limited ADCs show the same type of trend), modified FOMs with a squared
accuracy term have been proposed by various authors [29, 83]. One is the following:

FOM2 = P

2BW · SNTR2 (2.11)

where the accuracy term SNTR, the signal-to-thermal-noise ratio, now appears raised
to the power of 2. Another variant, increasing in value for better-performing designs,

6 With negligible distortion and quantization noise.
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expressed in dB and using the SNDR (in dB) as the accuracy term, is [81, 69]

FOM3 = SNDRdB + 10 · log

(
BW

P

)
(2.12)

Surveys of ADCs’ performance have been published over the years [28, 80]. In fact,
Professor Murmann of Stanford University has been regularly updating a collection of
such data points on the basis of results published at key scientific conferences [85].
Inferences on ADC performance trends can be done analyzing such data also with the
aid of the above-reported FOMs [83, 85]. This is, in fact, insightful and such a discussion
is the topic of Chapter 5.

Much less attention, in general, has been paid to benchmarking DACs with FOMs.
Focusing on high-speed (e.g. fs > 100 MS/s) current-steering DACs only, many different
FOMs are found in the literature, and a few of them will be briefly reported here.
Some of the “randomness” in DACs’ FOMs originates from the fundamental question
of what performance metric(s) can more broadly capture the value and the technical
challenges of a given design when considering such a very diverse and wide application
space. Furthermore, some of the performance parameters tend to vary much more, over
frequency, than in ADCs. For example, the linearity of the output of this type of DACs
degrades very rapidly with the output frequency. Therefore, particularly in wideband
applications, it is important to capture how well the DAC can meet the desired linearity
at a certain frequency. Moreover, the linearity is also strongly dependent on the output
swing, and the output swing is important from a noise standpoint. It can then be seen
how the complexity of capturing all these important factors and requirements easily
creates a conflict with the desire to define a simple FOM that can give a unique score to
such a multi-dimensional problem.

The first FOM we will consider resembles, in essence, those previously discussed in
the context of ADCs. This FOM [86, 87] has the physical dimensions of the reciprocal
of energy:

FOMvdb = 2n · BWN

P
(2.13)

where P is the total power dissipation, n is the number of bits, and BWN is the frequency
at which the SFDR drops by 6 dB from its DC value. This FOM does not capture the
output swing or the amount of power delivered to the output load. Because of the former
issue, this favors DACs with low output swing, which would provide a more linear output
but won’t necessarily supply the load with the desired signal power.

A better FOM is then the following one [88]:

FOMG = Vswing · BW

P
· 10SFDR/20 (2.14)

where Vswing is the output voltage swing, while BW is the frequency of the tone used
to measure the SFDR. However, as mentioned above, the output distortion is strongly
frequency-dependent and hence so is the SFDR. Furthermore, FOMG has the physical
dimensions of the reciprocal of a charge, which doesn’t offer a clear sense of what
the FOM is actually aiming to assess. A further improved FOM is then the following
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one [89]:

FOMC = 2(SFDRDC−1.76)/6.02 · 2(SFDR0.5· fs −1.76)/6.02 · fs

P − 1
2 · I 2

Opk · RL · D
(2.15)

where SFDRDC is the SFDR measured for an output tone at zero frequency, SFDR0.5 · fs is
the SFDR measured for an output tone at the Nyquist frequency, IOpk is the peak output
current, RL is the output load resistance, and D is the duty cycle of the output (hence
D = 1 for non-return-to-zero DACs, while D = 0.5 for return-to-zero DACs with half-
clock duty cycle). It can be seen that also this FOM somewhat resembles the previously
discussed ADC FOMs: the first two terms in the numerator provide an assessment of the
linearity of the DAC by means of its SFDR at DC and at the Nyquist frequency, while
the denominator assesses the power internally dissipated by the DAC by subtracting the
power delivered to the load from the total power of the overall “DAC plus load” system.
In this FOM the role of the output swing is indirectly captured through IOpk. Emphasis
is instead placed on the transfer of signal power to the load RL. Power transfer is the
primary emphasis of the last DAC FOM presented in this section, which is indeed a
normalized power efficiency [90]:

FOML = Ppk(RL)

0.25Psupply
(2.16)

where Ppk(RL) is the available power for the load while the factor 0.25 in front of the
power provided by the supply Psupply is used in order to allow the theoretical maximum
of this ratio to be 100%.

Before concluding this discussion we should briefly mention, without digressing too
much, something that concerns the computation of FOMs. Specifically, when comparing
the FOM values reported in papers and technical reports the reader should be warned
about the consistency (or lack thereof) in the computation of such values. In some papers
the power consumption P used in the computation may include all circuit blocks. In
other cases, for example, the power consumed by necessary ancillary blocks such as an
on-chip reference voltage buffer, or the digital output drivers delivering the output bits to
other devices on the same PCB, or a large digital block performing calibration functions
etc., may be left out and, therefore, artificially give a more favorable FOM. Moreover,
certain architectural choices may also accidentally provide misleading FOM values.
For example, a charge-redistribution architecture (e.g. those used in some successive-
approximation converters) with a large capacitance would provide a low kBT/C noise
and good matching. However, depending on the specific converter architecture, it will
also present a hefty load to the input driving source and to the voltage reference driver.
The corresponding power involved need not necessarily be accounted for in the FOM
computation, but it would be a “necessary burden” shifted from the ADC to the rest of
the system. Furthermore, in one paper the SNDR may be computed for an input sine
close to the Nyquist frequency, while in another paper it may be computed under other,
more favorable, conditions.

In conclusion, the key message of this brief digression is that, regardless of the endless
debates on how suitable (or unsuitable) a certain FOM may be to assess the value of a
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Figure 2.9 Traditional ADC architectures in the BW versus SNDR plane.

certain design because it takes into account or neglects important performance metrics,
the reader should also be warned about the variability in the computation methodology
used to determine the value of the chosen FOM. FOMs are certainly valuable and,
indeed, very useful data points. However, anyone who uses them to make assessments
and comparisons should exercise care and technical maturity before using them to draw
conclusions.

2.4 Classic architectures

Once the specifications that the converter application requires have been identified and
formalized as discussed in Section 2.1 the choice of converter architecture needs to be
made.

This is actually a very complex problem both because there are several engineering
variables involved in this choice (e.g. the process technology, the power consumption,
the silicon area, the conditioning circuitry between the converter and the remainder of
the system etc.) as well as because often multiple architectures may be suitable to meet
the target requirements, not to mention that organizational factors may play a strong
role in this choice. For example, the experience of the design team with a particular
architecture or the availability of an existing IP that could be re-used to shorten the
development time would often take a higher priority than, for example, choosing the
architecture with the most optimal power or area for the case at hand.

Once that has been said, it is possible to roughly sketch a “map” of where classic
converter architectures fit with respect to the main key performance metrics. Figure 2.9
shows such an empirical chart for classic ADCs in the signal bandwidth7 BW versus
signal-to-noise-and-distortion SNDR space at the time of writing.

7 An implicit assumption here is that the signal lies between DC and BW. Bandpass ADCs, for example, are
not considered here.
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Figure 2.10 Traditional DAC architectures in the BW–SFDR plane.

Given the vast range of the two parameters, each architecture is shown to occupy a
limited region (sketched as a fading ellipse) of such a space. Consistently with what
has just been pointed out, since multiple architectures can be suitable for very similar
specifications, it can also be seen how many regions show overlap between multiple
architectures.

A diagonal dashed line cutting through the BW–SNDR space outlines a practical
border line on the present state of the art in terms of ADC performance. The region
below it represents what it is at present feasible to design, while hitting specifications
above the dashed line is increasingly non-trivial or simply not yet feasible. Interestingly,
if we consider the well-known sampling aperture jitter formula [52, 81, 91] for the SNR
solely due to sampling an input sine wave of amplitude A at frequency fin with a clock
with rms jitter σj,

SNRdB = 20 log

(
1√

2Aπ finσj

)
(2.17)

and we plot its contour lines (assuming that the normalized full-scale amplitude is
A = 1 V) in the chart of Fig. 2.9 for decreasing values of σj, these correspond to
diagonal lines, parallel to the dashed line, gradually going further and further away from
the origin. The dashed line in Fig. 2.9 corresponds to σj ∼ 1 ps (rms).

This clearly indicates one of the fundamental challenges in pushing the speed–
resolution performance and transcends the ADC architecture (i.e. the actual conversion
process) insofar as it relates only to sampling.

A similar chart can be made for DACs as well. Here, as pointed out in Section 2.3, it
is hard to choose which metrics can be more encompassing for such a broad space of
cases. A somewhat arbitrary choice has then been made in the chart shown in Fig. 2.10,
where, similarly to what was done for the ADCs, many classic DAC architectures have
been mapped into the BW–SFDR plane. It should also be remarked that the extent of
the overlap between some of these architectures is, in actuality, greater than what is
depicted.
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Even though distortion (characterized by the SFDR in Fig. 2.10) is here considered
instead of the SNDR, a similar fundamental trade-off between signal frequency and
dynamic range of the same nature as Eq. (2.17) exists for DACs as well. For example,
in some cases, even if extremely low distortion could be achieved in principle, a noise
specification would also exist in conjunction with a given design. Besides, the SFDR
would ultimately be limited by the noise floor once all harmonics are buried in the noise.
Some very-high-performance �� DACs used in digital audio applications approach the
latter case. Therefore, in general, it is not surprising to find a similar diagonal border
line in this chart as well.

Another important factor that plays an important role in the speed–resolution trade-
off of both ADCs and DACs has to do with fundamental architectural compromises,
in particular, the general design compromise between operating speed and complexity
(and accuracy, unfortunately) in circuit topologies. On comparing Fig. 2.9 and Fig. 2.10
some common elements emerge. In both cases, as we move along the dashed lines
from right to left toward higher and higher signal frequency, each converter architecture
increasingly becomes constituted of multiple, topologically simpler, repeated blocks.
Moreover, open-loop circuits take over from closed-loop circuits and systems. Also,
oversampling decreases and gives way to Nyquist-rate converters.

For instance, in the case of ADCs, a �� modulator provides a high level of resolution
by exploiting both noise-shaping and oversampling [81]. Noise-shaping is based on
feedback and allows trading off of speed for dynamic range, while oversampling adds to
the effect of noise-shaping by exploiting time-averaging. Because of the relatively lower
frequency of the processed signals the relative complexity of some of the circuit blocks
can be increased to better fit the need to handle the more linear signals, especially in the
sections that are closer to the input and the summing node. As we move from the ��

ADCs to the SAR ADCs, feedback (sensing–mixing) is still an important element in the
operation of the converter. Each of the n iterations necessary to complete the conversion
cycle requires the determination of each bit value (sensing) and, subsequently, the
internal synthesis of the next approximation to the input signal, allowing the following
finer comparison.

As we move from an SAR ADC to a pipelined ADC, at a high level, the principle
of the conversion process has not changed that much; however, the iterative process
that was cyclically performed by a single DAC-comparator system in the SAR is now
“unfolded” into a cascade of synchronized subsequent sub-DAC/sub-ADC stages in the
pipelined ADC, each resolving one or more bits and operating in a pipelined fashion
over the input sampled time-series. Once again, on going from the SAR to the pipeline,
the degree of feedback in the system has diminished, and the individual complexity
of some of the building blocks has also diminished (for example the multiplicative
DAC of the pipeline need only synthesize a signal of a few bits, whereas the DAC
in the SAR ADC needs to account for all of the desired bits at once), hence allow-
ing the design of higher-frequency circuits. Similar considerations can be made as we
move toward various other algorithmic ADCs such as the sub-ranging ADCs, which
operate under the principle of first identifying the coarse range within which the input
signal lies (again, sensing) followed by a finer quantization within that range. Once
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again, there is less feedback, lower complexity of individual building blocks (how-
ever, there is a higher tally of them), and higher speed, but also a lower dynamic
range.

In folding-interpolation ADCs the coarse quantization and the fine quantization hap-
pen independently and in parallel. Hence the architecture has given up yet another
degree of feedback to gain in speed of operation. Also, the topological complexity of
the individual blocks is also decreased further in that folding and pre-amp stages made
of combinations of elementary differential pairs have considerably lower complexity
than, for example, the amplifiers used in the multiplicative DACs of pipelined convert-
ers or �� ADCs. At the same time, the number of such elementary building blocks
(folding circuitry, local comparators etc.) is again increased, becoming, for example, far
greater than the number of (possibly multi-bit) cascaded stages of a pipelined ADC. In
a folding–interpolating ADC most feedback is localized to only some of the individual
blocks in order to limit parameter spread or locally improve linearity.

Lastly, flash ADCs represent the most open-loop architecture, and are conceptually
the simplest of all architectures. That allows this architecture to be, without doubt, the
fastest of all. On the other hand, giving up on feedback and its ability to control parameter
spread and linearity means that the accuracy of these converters becomes rather limited.
Furthermore, as the multiplicity of the basic building blocks (and the power and area
required by them) increases exponentially with the resolution n (2n − 1 comparators are
required), practical flash ADCs are seldom designed for more than 8 bits (and hardly
sustain a commensurate ENOB at high input signal frequency).

Very similar considerations can be made for DACs and so, for the sake of conciseness,
we will simply compare current steering DACs with �� DACs. In fact, current-steering
DACs have many conceptual similarities to flash or folding–interpolating ADCs in that
the architecture of current-steering DACs is composed of multiple open-loop differential
pairs operating all in parallel to synthesize the output. This large degree of parallelism,
combined with a very-high-speed topological design style focusing on creating the
smallest possible circuits with the minimum associated parasitics allows this type of
DACs to reach very high speeds of operation. At the same time, similarly to what
happens in flash and folding ADCs, also in current-steering DACs small device sizes
and lack of feedback conspire against device matching, resulting in limited DC linearity.
At high frequency, even small parasitics affect the linearity and the intrinsically low
complexity does not allow for many effective ways to compensate for the impairments
and continue to sustain the performance.

In �� DACs, analogously to their ADC counterparts, feedback (noise-shaping) and
oversampling combine to provide high linearity and dynamic range but for rather small
output frequencies, although in most �� DACs (even when using multi-bit architectures)
the analog part of the converter is rather simple and somewhat reminiscent of some of the
building blocks used in current-steering DACs. The multiplicity of such analog blocks
is extremely small, in contrast to current-steering DACs.

So, once again, architectural trade-offs in ADCs and DACs play a significant role
in determining the speed–accuracy trade-off visible in the charts of Fig. 2.9 and
Fig. 2.10.
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Figure 2.11 An example of trimming a polysilicon resistor.

2.5 Trimming and calibration

Various device and process technology impairments limit the performance of the con-
verters. Some of these are addressed by choosing a suitable converter architecture, like
those briefly recalled in the previous sections, and by properly specifying/designing the
internal interconnections and the function and performance of the constituent blocks.
Others are dealt with within the actual building blocks’ implementation using classic
circuit and layout design techniques [33, 64], allowing one to improve impedance ratios,
frequency responses, noise, device matching etc. However, other alternatives are also
available to deal with the effects of parameter spread, limits in components’ precision,
finite gains etc. These include trimming and calibration techniques.

In order to introduce the general idea, let us consider a simple example. Let us say we
need a resistor with an absolute resistance of R = 100 ± 5 	. Unfortunately, a regular
manufactured polysilicon resistor often has a precision of the order of about 10%, which
means that, if we simply manufacture a nominal resistor of 100 	, then, due to parameter
spread, we could obtain anything between 90 	 and 110 	. To control this value to lie
within a narrower range we could manufacture the resistor as shown in Fig. 2.11, namely
as a series of a large resistance R0 and smaller resistors of resistance R1. The desired R
is obtained between contact A and contact B by shorting only one of the five openings (1,
2, 3, 4, and 5) between the contacts on the right-hand side. If R0 is set to a nominal value
of R0 = 90 	 and the smaller resistors are set to R1 = 5 	 then, neglecting the contact
resistances, the nominal value of R could be set as R = 90, 95, 100, 105, or 110 	,
depending on which contact is shorted. However, now the precision has improved to
the desired level. For example, if the manufacturing run leads to a negative skew of
the resistivity by +10%, then R0 = 99 	, and we can obtain our desired R by shorting
contact 1 (R = R0 = 99 	, while R1 = 5.5 	). If, on the other hand, the manufacturing
leads to a positive skew of, say, −8%, then R0 = 82.8 	, and we can obtain our desired
R by shorting contact 4 (R1 = 4.6 	, then R = R0 + 3R1 = 96.6 	).

In summary, in order to obtain the desired precision we measured the desired parameter
(e.g. by directly measuring the resistance of R0 or the resistance of another similar resistor
on the same die or another parameter indirectly related to it), we then took corrective
action (i.e. we decided which one of the five contacts would have led to the desired value
for R), and, finally, in order to be able to use the resistor at its desired value, we held
the effect of the corrective action (by permanently shorting one of the five contacts).

So, once again, at a high level, trimming and calibration techniques entail three
steps:
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(1) measuring one or more parameters of the device that may need to be altered;
(2) corrective action on the device that changes the parameters to the desired value

(possibly verifying that the parameter has been changed to the desired value);
(3) holding the corrective action (with the aim of holding the outcome of the parameter

correction), for example, storing a record of it in some form of memory residing on
the device or in a place directly accessible by the device during operation.

Let us now broaden this discussion a bit. First of all, although the two words can be
synonymous in colloquial use, we will make a distinction below [92].

Trimming is performed during device production, at the factory, before it is shipped
to the final user. Therefore, once trimming has been performed by the manufacturer,
it cannot be changed and subsequent drifts in the trimmed parameters will not be
corrected. So, if, for example, due to temperature changes, or aging, or device stress
etc., the parameter varies, the device cannot be re-trimmed to counteract it. This needs
to be pro-actively accounted for when the trimming strategy is devised and the final
trimmed value is decided. Referring to the prior example of the poly resistor, this means
that the values of R0 and R1 and the number of trimming resistors R1 will need to
be decided very carefully upfront. Also, the trimming algorithm used to measure and
correct the parameter (the resistance value in this simple example), and the trimming
environment (e.g. the parameter could be trimmed at wafer level, before the dies are
diced; or it could be trimmed at die level, before the die is packaged; or it could be
trimmed after packaging; in some rare cases, the manufacturer may agree to provide
untrimmed devices to the final user, who will directly perform the one-time trimming at
the destination), will need to be carefully thought through.

Various types of trimming are used nowadays and vary according to the method used
to correct and set the final value of the desired parameter. Referring again to the example
of the poly resistor, all five contacts could be normally closed before trimming and then,
after trimming, all contacts that need to be open may be blown up like electrical fuses
by locally enforcing a high current, or using a laser etc. Alternatively, some sort of
programmable/erasable memory (e.g. EPROM, or EEPROM etc. or, again, an array of
fuses that can be selectively blown up) can be integrated on the die, and the status of the
bits in this memory could drive the switches selecting the desired trim. In either case,
once again, the idea is that the desired trim is not lost over time or if the device is turned
off. More sophisticated trims include, for example, physically going over the device with
a laser and selectively blowing up parts of it to alter its value.

The above discussion is not limited, as perhaps implied by the discussion so far,
to physical components (such as resistors or capacitors, or even active devices such
as a special BJT fabricated with multiple emitters etc.). It can be easily extended to
a variety of other parameters such as the gain of a feedback amplifier (e.g. if that is
set by the ratio of trimmed passive devices), the offset of a differential pair (e.g. by
reducing the lithography-dependent contribution to the mismatch of the pair), or the
temperature linearity of a PTAT (proportional to absolute temperature) current reference
[93, 94, 95, 96] (e.g. the net temperature coefficient of a resistor could be reduced by
building it as the series of two resistors with opposite-sign temperature coefficients;
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however, the contribution of one resistor versus the other would need to be controlled),
to improve the accuracy of data converters [52, 53, 97] and basically anything else that
can be either directly or indirectly set as exemplified above.

The main, and significant, downside of trimming is its potentially high cost. The
largest contributor to that is not necessarily the area on the die for the trimmable devices
and the memory, but is often the time required to complete the trimming. Since that is
performed during production testing on automatic test equipment (ATE), the time taken
to reliably complete the trim can significantly add to the overall test time for the device,
which can amount to a substantial percentage of the production costs of the individual
device.

Trimming, together with the already-mentioned possible need to re-correct the device
for changes that occur during operation, leads us to calibration. The general idea is,
as stated above, essentially the same, namely the critical parameter is measured and
then corrected. However, there are important differences. First of all, calibration, unlike
trimming, can be performed multiple times after the device has been fabricated and
shipped to the final user. Therefore it can be used to compensate for changes that have
occurred over time and bring the device operation back within the desired range. Second,
when we talk about calibration we often refer to self-calibration, which means that, unlike
trimming, the measurement–correction process is entirely performed within the device
itself and does not require any special external equipment along with the ATE. Third,
since it is internal to the device, there is the potential to complete the calibration process
in a shorter time than would be the case if this measurement–correction task were to be
performed by trimming (e.g. by avoiding the insertion time for deployment of external
equipment etc.). As stated, this is a potential, and that is a critical point, because complex
calibration algorithms can require quite some time as well, and, since it is often required
that the device be completely calibrated before ATE testing is completed, it can, again,
lead to the same cost issue as has already been mentioned in the case of factory trimming.

A further distinction in the context of calibration refers to when that is performed. In
particular, a data converter can be calibrated while it is performing the regular conversion
operation, and the result of the conversion must not be affected by the calibration process
itself. This is what is referred to as background calibration since the measurement–
correction process is happening in the background and invisible to the outside world
[98, 99].

Alternatively, the operation of the converter can be interrupted, whereupon the con-
verter becomes unavailable to perform the normal conversion process, the calibration
then takes place, and, once that has been completed, the converter again becomes avail-
able for its normal mode of operation. In the latter case we talk about foreground
calibration [73, 100].

Expectably, there are advantages and disadvantages with each of the two approaches
that need to be carefully assessed when devising self-calibration. Clearly, background
calibration allows the converter to be used at all times and it is, in principle, completely
transparent to the final user. This is crucial in applications for which the converter
needs to operate on an uninterrupted time-series or when the critical data/sample arrives
at a time instant that is not easily predictable and the conversion needs to take place
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immediately. Moreover, if the operation of the background calibration is faster than
any correctable changes that may occur during the operation of the device then the
calibrated converter is insensitive to the effect of these changes (it is said that the
calibration “tracks” the variations). That is often true, for example, in the cases of
temperature changes and average supply changes,8 since generally these happen with
relatively slow time constants compared with the calibration speed.

There are, however, important issues with background calibration that need to be
accounted for. First, in order for parameter measurement to take place, in most cases,
test stimuli (test signals, which can be either analog signals or digital data streams,
depending on the specifics of the calibration taking place) need to be injected at critical
nodes/sections, and, in fact, often these stimuli are superimposed on the converted
(analog or digital) signal itself [99]. This signal superposition results in a larger signal
range that the converter needs to accommodate. Second, some background algorithms
require some units of the converter to be disconnected from the regular signal path to
be calibrated, while an identical, pre-calibrated unit is connected to the signal path as
a temporary replacement. Once the disconnected unit has been fully calibrated, that is
re-connected to the signal path and a new unit is then taken off line for calibration in the
same fashion. The process proceeds cyclically in the background on an ongoing basis.
Although the unit calibration/rotation process should be transparent to the converted
signal, it is not surprising that it can actually interfere with it, hence coupling undesired
periodic disturbances to the converted signal. This coupling needs to be controlled or
masked to be negligible.

On the other hand, during foreground calibration the converter is not processing any
input signals. Therefore neither the signal range issue nor the coupling issue exists.
However, the calibration is now unable to track directly environmental changes such as
varying temperature or supply. To attempt to amend that, if the application allows it, the
converter could be switched from regular conversion mode to calibration mode to be
re-calibrated and to compensate for the changes that occurred while it was operating. In
fact, similarly to what has previously been explained for background calibration, in some
applications a number of foreground calibrated converters is employed in parallel, and,
periodically, one will be taken off line for calibration and replaced by a pre-calibrated
spare converter. In other cases, the application may allow time for taking the converter
off line for calibration before it is used again (e.g. in certain communication applications
data arrives in “packets” and there is no activity for some time between two subsequent
packets). Finally, in other cases, the main reason for calibrating may be simply process
variation. In this case foreground calibration may be performed once only, when the
converter is powered up (and possibly after it has reached its thermal steady state), hence
becoming available (and calibrated) for regular operation after that, similarly, in a way,
to a factory trimming performed from scratch any time the device is turned on [73].

The last distinction we will consider in this section refers to analog and digital cal-
ibration. As the adjective suggests, in analog calibration the corrective action happens

8 While some of the effects of slowly varying supply fluctuations might be reduced, supply noise cannot be
corrected by calibration because it has a significant power content at very high frequency.
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in the analog domain. So, for example, if, due to process-supply voltage–temperature
(PVT) variation, a certain current drops in a section of an amplifier, hence leading to
a reduction in bandwidth, then a compensation current may be injected to counter this
variation and restore the desired bandwidth value. Adjusting the value of a passive com-
ponent (similarly to the example of Fig. 2.11) by switching on/off additional components
is another example of analog calibration.

When, however, the estimation of the critical parameters and the correction are applied
in the digital domain (hence, after digitization in the case of an ADC, or before analog
synthesis in the case of a DAC) then we talk about digital calibration [99, 101]. So, for
example, if the ADC or the DAC suffered from a static nonlinearity, a (digital) model9

for this nonlinear function f (x) could be created and its parameters estimated. Then, an
inverse function f −1(y) is digitally created and applied to the data stream at the output
of the ADC or to that at the input of the DAC in order to cancel out the nonlinearity
itself: f −1 ( f (x)) = x. The purpose of the calibration, in this example, is to determine
the proper f −1(y). Clearly, having a mix of analog and digital estimation and calibration
can be optimal in many cases as well.

Before completing this section we will briefly examine two important considera-
tions associated with calibration in general. First of all, the use of calibration can be
exploited to design faster, and possibly smaller, circuits. For example, if calibration
can take care of correcting for mismatch of devices or for parameter spread then many
circuits can be designed/optimized for much higher speed, selectively and appropriately
using smaller devices with associated smaller parasitics. Second, as we have seen in
Section 1.2.1, as CMOS technology continues scaling down toward the nanometer range,
analog designers face a number of important challenges in device matching, parameter
spread, and supply voltage. Some of these challenges can effectively be tackled by means
of suitable calibration techniques. Incidentally, if most of the calibration is performed in
the digital domain, scaled CMOS processes are an ideal match to these techniques due
to the reduced cost per digital function and the massive availability of transistors to be
used for digital design.

2.6 Summary

This chapter was simply meant to give a refresher and, perhaps, to provide a slightly
different view of many background concepts that will be needed in support of the
material covered in the next chapters.

In Section 2.1 some of the performance metrics used in data conversion have been
discussed. Although resolution and sampling rate are, without doubt, the two key param-
eters stated when quoting the specifications of a data converter, they are often insufficient
to assess whether or not a converter will meet the needs of an application. Other metrics
have been briefly and informally summarized.

9 This could be a known closed-form model of the nonlinearity, a polynomial expansion, or a look-up table;
there is a wealth of theory of “modeling and parameter estimation” behind this [102, 103, 104].
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Following the engineering metrics of the previous section, various figures of merit
or factors of merit (FOMs) have been discussed in Section 2.3. FOMs too, partly
due to their extreme simplicity, don’t often do proper justice to the performance of
converters. Nevertheless, and in spite of the endless and animated debates they generate
among practitioners, FOMs can be used as a tool to spot trends or to make some quick
comparisons.

Empirical charts sketching where classic ADC and DAC architectures fit in the BW–
SNDR and BW–SFDR spaces have been briefly discussed in Section 2.4. These charts
open up many important questions. For example, how can we push the speed–resolution
boundary further? Would that be possible by designing properly devised hybrid archi-
tectures (e.g. a pipeline-�� ADC or a current-steering-�� DAC) that take advantage of
each architecture’s strengths and compensate for the respective limitations? Is process
technology driving the adoption and advancement of some architectures as opposed to
others or, even, leading to the introduction of new architectures?

Finally, Section 2.5 briefly summarized the key concepts behind trimming and cal-
ibration. This is a huge topic that would require more than one entire book to cover
properly; moreover, due to both the demand for higher-accuracy converters and the
increasing challenges offered by nanometer-scale process technologies, the recourse to
calibration for data converters is becoming a recurring necessity and it is thus driv-
ing a rapid expansion of this topic. Many of the advanced ADCs and DACs discussed
in the following chapters will provide effective examples of smart application of new
calibration techniques.
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3 Advanced analog-to-digital
converters

The first two chapters of this book set the stage for the following ones. This chapter
covers some of the most advanced and recent architectures and circuit techniques for
analog-to-digital conversion.

Certain classic ADC architectures have recently seen renewed interest and, in fact, have
gained something like a “new life” when researchers and designers rediscovered them
as very valuable options to push the converters’ performance, especially as deep CMOS
scaling begins to offer serious challenges to switch capacitor ADCs using precision
amplifiers. The renaissance of these “forgotten” ADCs is the topic of Section 3.1.

Progress in analog-to-digital conversion, however, has certainly not relied only on
rediscovering and modernizing old tools and techniques. A few emerging architectures
and techniques that certainly break away from tradition to a larger degree are discussed
in Section 3.2. Most of these, however, are still somewhat in their “incubation” stage
since to date there aren’t many commercial stand-alone ADCs based on them. This
section offers a look at what the imminent future of ADCs could be.

Another recent trend in this field has been associated with the proliferation of hybrid
architectures, namely ADCs whose architecture is not a single classical one (e.g. a
pipelined ADC, a �� ADC, a flash ADC etc.) but rather a combination of two or
more into a single converter. The idea is that, on carefully combining two or more
architectures, the resulting one would have the advantages of both and then achieve
better overall performance than if either one or the other had been adopted. This is the
topic of Section 3.3.

Time-interleaved ADCs have been known for decades but it is only recently that they
have gained something of a “mainstream” status among medium-resolution integrated
ADCs thanks to significant advances in calibration. Section 3.4 will review some of the
relevant concepts and highlight some examples of recent interleaved ADCs.

Examples of pipelined ADCs are described throughout this chapter in order to illus-
trate some new techniques. Moreover, the presence of this architecture is clearly felt in
various sections through comparisons with other types of ADCs. A chapter on advanced
ADCs could not be completed without devoting some words to one of the most per-
vasive architectures of our times. So, what about pipelined ADCs? Well, Section 3.5
concludes the chapter with a very brief digression on some recent results on the “good ol’
pipe.”

To clarify the notation in the following sections, n represents the resolution or “number
of bits,” fs is the sampling rate, Vin is the continuous-value/continuous-time input signal,
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BW is the input signal bandwidth, V̂in is the continuous-value/discrete-time sampled
input signal, and Ṽin is the latter signal after quantization. Finally OSR = fs/(2 · BW)
is the oversampling ratio and Dout = (dn−1, . . . , d1, d0)′ is the digital output in binary
(vector) representation.

3.1 The renaissance of some classic ADCs

Most of the nineties and the early part of the first decade of the new century saw the
“golden age” of the switch capacitor technique. This extremely powerful analog signal
processing technique was employed to design virtually all types of analog circuits,
including filters, multipliers, and, of course, ADCs and DACs [5, 33, 105].

That was enabled by the availability of CMOS processes with supply voltages large
enough to offer the necessary headroom for the design of high-gain/high-bandwidth
amplifiers and high-quality switches (high off-impedance, low on-resistance, large sig-
nal compliance, and reasonably small stray capacitances). Furthermore, the emergence
of independent foundries such as TSMC, UMC, and CSM, making such process tech-
nologies easily accessible and relatively affordable, enabled the fab-less IC design busi-
ness model and hence the birth of countless IC design start-up companies. Some of
these evolved into larger companies and now stand side by side with the “historical”
semiconductor corporations that always relied on internal foundries as their foundation.

The above dynamics fueled a very broad and diverse range of experimentation and
innovation. The simultaneous and independent emergence of the pipelined ADC archi-
tecture, a perfect match to the switch capacitor technique, turned out to be an “attractor”
of many of these innovation efforts. This architecture was faster than the successive
approximation (SAR) ADC (which, at that time, was mostly used in a variety of general-
purpose and industrial automation applications) and of higher resolution and lower power
than the flash ADC (which was then popular in disk drive applications and optical appli-
cations). It also happened to be a very good match in bandwidth and dynamic range for
a large variety of applications, in particular for the then rapidly growing and profitable
wireless infrastructure market.

This explosive convergence of process and circuit technologies, together with new
business models and a flourishing world economy, literally created a condition in the
data conversion field whereby pipelined ADCs unequivocally became synonymous with
the present and future of analog-to-digital conversion, relegating �� ADCs to precision
and audio niches and, perhaps, pointing all other architectures (including SAR ADCs)
toward a gradual, but seemingly inevitable, retirement.

However, this dynamic began to change. As discussed in Section 1.2, the relentless
digitally driven march of Moore’s law toward more and more scaled processes and the
associated lowering of supply voltages, together with the rapidly increasing process
costs, the dot-com boom, and mutated economic conditions, reversed all the conditions
which had led to that, perhaps somewhat irrational, euphoria and to the unquestioned
predominance of pipelines.
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Figure 3.1 Block diagram of a traditional folding and interpolating ADC. Two key blocks can be
recognized: a coarse quantizer (a flash ADC) that identifies the fold within which Vin lies and a
fine quantizer (a combination of a folding circuit, interpolation, and quantization) that quantizes
Vin within one of the input range folds. Coarse and fine quantization are then combined by a
synchronization and encoding block to represent the final output. The numbers of bits resolved
(not necessarily the number of lines among the blocks) are progressively indicated as NMSB (for
the coarse quantization) and NLSB = NLSB1 + NLSB2 (fine quantization: NLSB1 from folding and
an additional NLSB2 increasing the resolution by interpolating more zero crossings). The coarse
and fine quantizers need to be finely aligned in voltage and, possibly, in time.

ADC designers had to find other options and, needless to say, the first and most natural
recourse was to take another look at the old alternatives and to wonder whether, with
a proper update, these might be, once again, valuable tools with which to perform the
desired data conversion. It is because of this that in recent years we have witnessed
something of a “renaissance” of classic ADC architectures, including SAR ADCs,
folding and interpolation ADCs, and continuous-time �� ADCs. Some people are
now even wondering whether the recurrence of the very same architectures as had
originally been conceived decades ago isn’t perhaps an indication that these are, in fact,
fundamental in nature [106].

3.1.1 Folding and interpolation ADCs

The folding and interpolation ADC (FI ADC) is one of the “classic” ADC architectures
which have been around for a long time [107], and it has been described in textbooks
such as [34, 52, 53].

Briefly recapitulating the key concepts, such an architecture is composed of a fine
and a coarse quantizer as sketched in the high-level block diagram of Fig. 3.1. The full
analog input range [Vhi, Vlo] that can be digitized is partitioned into intervals of equal
width, �: [Vhi, Vhi − �], [Vhi − �, Vhi − 2 · �], . . . , [Vlo + �, Vlo].
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Figure 3.2 The concept of folding using four differential pairs and a reference resistive ladder.

The coarse quantizer determines within which of these sub-intervals the input signal
Vin resides.

The fine quantizer senses the whole input range [Vhi, Vlo] but it “folds” it into the
previously mentioned intervals of width �. Namely, it determines (quantizes) where
Vin is located within one of the � intervals but it cannot determine whether that is,
for example, the interval [Vhi, Vhi − �] or the interval [Vlo + �, Vlo] or any one of the
others.

It is the combination of the information between the coarse and the fine quantizer that
provides the final digitized output. A good analogy to that is the case of a traditional
clock, where the time reading is obtained by combining the information from the hours
arm (the coarse quantization) and the minutes arm (the fine quantization) [108]; the
coarse quantizer alone tells us only which one-hour interval the present time is within,
while the fine quantizer cannot distinguish between one-hour partitions but, within the
present hour, determines what minute it is.

While the coarse quantizer is usually a relatively low-bit-count flash ADC, the fine
quantizer makes use of three analog techniques to finely discriminate the position of Vin

within the � intervals.

� Folding [107], see Fig. 3.2. The input range of a differential pair, pre-amplifying the
difference between the input signal and a reference level, ahead of feeding it to a
comparator, is limited; so multiple input ranges, corresponding to multiple such pairs,
are merged together and provided to a single comparator for zero-crossing detection.
These ranges are then indistinguishable by the comparator, hence being “folded” into
one another. By doing this, it is possible to reduce the number of comparators required.

� Interpolation [107], see Fig. 3.3. The outputs of multiple differential pairs, each one
amplifying the difference between the input signal and an (explicit) reference level,
can also be used to determine the proximity of the input to additional (interpolated)
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Figure 3.3 The interpolation concept: a virtual zero crossing is detected/interpolated in between
two actual reference points by suitably feeding the inputs of an extra latch with the outputs of the
pre-amplifiers sensing Vin and the reference voltages. Interpolation can also be implemented by
inserting a resistive (or capacitive) divider between adjacent pre-amp outputs (similarly to
averaging networks) and then tapping off the intermediate levels from that to be detected.
Adapted from B. Razavi, Principles of Data Conversion System Design, IEEE Press, 1995.

reference levels. By doing this, it is possible to reduce the number of pre-amplifiers for
a given set of reference points, or, equivalently, it is possible to increase the number
of reference points (resolution) for a given set of pre-amps.

� Averaging [109, 110], see Fig. 3.4. The linearity of the conversion can be improved by
averaging the effects of the mismatches in the analog circuitry involved by introducing
suitable mutual coupling between adjacent elements.

It should be noticed, in passing, that all of the above three techniques, although
critical for an FI ADC’s implementation, aren’t completely exclusive to FI ADCs, and
have been used in multiple other architectures. In fact, while folding and interpolation
were developed for FI ADCs, averaging was originally introduced for a flash ADC [109].

The FI ADC was another architecture that during the late nineties and early 2000s,
particularly in CMOS processes, seemed at risk of being “smashed” between the super-
fast flash ADC and the increasingly popular pipelined ADC. Flash ADCs with giga-
sample per second (GSPS) sampling rates held firm with resolution up to 6–8 bits
[111, 112, 113]. Pipelined ADCs were rapidly gaining ground with increasingly higher
sample rate (hundreds of mega-samples per second, MSPS, for single ADCs [114] but
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Figure 3.4 The averaging concept: mutual coupling between adjacent pre-amps introduces spatial
averaging/filtering of the offsets, hence improving the DNL [110].

a few hundred MSPS to GSPS for the emerging time-interleaved ones [115, 116, 117])
and resolution as low as 8–10 bits (though the ENOB performance of such GSPS ADCs
was more in the ∼6 b range).

At that time the difficult challenges to the FI ADCs’ performance were primarily the
following.

� Linearity (and hence also resolution) was primarily limited by device matching, specif-
ically, the ability to control the position of the zero-crossing points in the internal
FI stages of the fine quantizer as a result of mismatches. As briefly recalled in
Section 1.2.1 and Eqs. (1.1) and (1.2) (and more extensively in Section 4.2.2 later
in this book), higher intrinsic MOS device matching can be obtained at the expense of
higher overdrive voltage VGT = VGS − VT (leading to voltage headroom limitations)
and higher device area W · L (leading overall to larger parasitics as well).

� In addition to speed, the higher transconductance gm of BJTs, compared with MOS
transistors, also contributed to better control of the zero-crossing points [118] and, in
turn, to some extent suggested that bipolar/BiCMOS technologies would be a better
process fit than standard CMOS.

� Larger and parasitic-heavy circuits inevitably become plagued by slow time constants
and can be quite power hungry, making them inefficient and unattractive.

Note also that the inability to properly control the position of the zero crossings
as a result of mismatch, process, temperature, and supply variations (PVT variations),
together with the practical available active range of the differential pairs in the folders
(only one needs to be in the linear range for a given input level, while the others must
be fully saturated, either to the positive or the negative full scale), limits the number of
foldings that can be reliably implemented in a single stage.

As a result of all of the above, although FI ADCs were still more attractive than flash
ADCs with respect to power efficiency and input impedance, and still considerably faster
than many (non-time-interleaved) pipelined ADCs, these gaps were narrowing, while it
appeared to be unpractical to use FI ADCs for more than 6 b and applications faster than
a few hundred MSPS.

http://dx.doi.org/10.1017/CBO9780511794292.004
Cambridge Books Online © Cambridge University Press, 2012



48 Advanced analog-to-digital converters

Some of the important breakthrough works that challenged all that and brought FI
ADCs renewed attention were the 2004 papers by Taft et al. [73] and Geelen and Paulus
[119], respectively describing a low-voltage 8 b 1.6 GSPS FI ADC and an 8 b 600 MSPS
FI ADC, both in 0.18 μm CMOS processes.1

As described in far greater detail in [73] and [120], the performance of the former
ADC was achieved by successfully applying a number of techniques, some of which
will be mentioned in the following.

First of all, the issue of displaced zero-crossing points in the folding stages, resulting
from offsets in their MOS differential pairs, was primarily addressed by means of
foreground calibration. By doing this it was possible to design such circuits for the
highest possible speed without worrying about matching.

Also, while in a traditional FI ADC with n bits (2n zero crossings) there is a trade-off
among the number of foldings FF (also known as the folding factor), the number of
interpolations FI (also known as the interpolation factor), and the number of repetitions
of the primary folding function NP [118],

n = log2(NP · FF · FI) (3.1)

this limiting element was circumvented and, consequently, the complexity of the FI stage
itself was reduced, by pipelining subsequent FI stages [108, 121, 122].

Furthermore, the whole ADC was actually a time-interleaved (TI) ADC composed of
two TI FI pipelined sub-ADCs, each one working at half the sample rate (800 MSPS).
Both ADCs were independently foreground calibrated so that also their gain and offset
mismatches were low enough to make the corresponding interleaving spurious spectral
content negligible.

The two TI ADCs each had an independent linearized open-loop track-and-hold
amplifier/stage (THA). The sampling switch was linearized by a constant-VGS boot-
strapping while the static linearization of the THA stage was also included in the
calibration of the full ADC [73, 120]. Timing skew mismatch between the two THAs
was sufficiently addressed by gating the sampling instant from a full-rate master clock
as well as by careful circuit and layout design.

As mentioned before, the renewed interest in FI ADCs resulted in further advances.
For instance, besides what has just been described, an additional benefit of introduc-
ing calibration (removing, for example, the large device-area constraints introduced by
matching requirements) is to give the designer the opportunity for possible power reduc-
tion (see also Section 2.5 and [29], where an explicit tie between matching and power
consumption is discussed). So, alongside that and in contrast with the foreground cali-
bration approach of [73], Nakajima et al. [123, 124] proposed a background calibration
algorithm that also calibrates the comparators for a somewhat similar 6 b 2.7 GSPS FI
ADC.

1 Although the converter performance is what really matters, it is interesting to note that performing a search
on the IEEE/IET archive IEEEXplore will return only around 10 publications on this topic between 1999
and 2004, while the tally jumps to more than 35 between 2005 and 2010.
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Figure 3.5 The unified FI principle: a set of comparators is introduced at the output of the folding
stages to signal which fold is active, hence merging the coarse quantization with the fine one
[129]. C© 2009 IEEE.

Instead, a digital calibration for an 8-bit FI ADC incorporating redundancy and
reassignment was described in [125].

Furthermore, power consumption continued to be a challenge. Some power-saving
techniques were proposed for folding and interpolating blocks in [126].

However, again, two of the main barriers to further increasing both speed and reso-
lution with FI ADCs remained the active device transconductance gm and the ability to
match, average, or calibrate the circuit elements determining the zero-crossing points.
So, while in [127] the higher resolution of 10 b (at 1 GSPS) was also achieved in an FI
ADC by taking advantage of bipolars, the FI ADC in [128] achieved 10 b resolution
at a sample rate of 200 MSPS, while staying with a 0.13 μm CMOS, by leveraging
an open-loop autozero technique to cancel out pre-amplifier offsets and allowing the
pre-amplifiers to provide sufficient gain to overcome offsets from the following stages.

In 2009 another significant advance was published by Taft et al. [129]. A 10 b 1 GSPS
FI ADC on a 0.18 μm CMOS process using a new “unified folding” architecture merging
the coarse and fine quantizer and, in addition, considerably pushing both resolution and
sample rate for a CMOS converter was presented.

A conceptual diagram illustrating a key element of this unified FI architecture is
depicted in Fig. 3.5. The ADC is composed of a cascade of FI stages (one of which is
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Figure 3.6 Unified FI ADC block diagram [129]. C© 2009 IEEE.

depicted in Fig. 3.5). Each stage contains classic FI circuitry partitioning and folding
the input range into sub-ranges and interpolating zero crossings. However, comparators
are added to the stage in order to detect within which fold the input of the stage lies.
This can also be interpreted as resolving some of the higher-order bits and then passing
the analog output of the FI stage to the next one for a finer quantization.

That resembles the principle of operation of a pipelined ADC, with the immediate
difference, however, that in the unified FI ADC the conversion simply ripples through
the open-loop stages and does not require DACs and clocked residue generation (the
latter being gated by a quantization/decision of the stage input) [129].

The merging of the coarse and fine quantization allowed a very large folding order
(overall 36 = 729), which in turn was obtained by cascading the FI stages. In fact,
the particular choice of the folding factor (FF = 3), interpolation factor (FI = 3),
and number of comparators per stage (3) led to a modular and recursive structure of
7 stages that used only 20 comparators (in fact 2 for the first stage and 3 for each of the
subsequent 6 stages) to detect 2187 levels, namely sufficient for 11 bits. The encoder
output, however, was truncated to 1025 levels, namely 10 b plus over-range [129]. This
10 b ADC, like the prior 8 b ADC, is also foreground calibrated, and it is also composed
of two TI ADCs, each one working at half the sample rate.

A block diagram of the ADC is shown in Fig. 3.6.

3.1.2 Dynamic ADCs

Many traditional ADCs necessitate class A or AB circuits as building blocks. As a result,
during normal operation, they drain substantial DC supply current irrespective of the
input signal Vin, and, in fact, the overall power consumption can be dominated by static
power consumption. Examples of that are many traditional pipelined ADCs, folding and
interpolating ADCs, �� ADCs etc. In some of these examples, the need for large static
current in some of the circuit blocks results from the need to meet distortion and noise
specifications.
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On the other hand, for example, in successive-approximation converters (SAR ADCs)
the input signal determines the actual step-by-step operation of the converter, and there-
fore it can be expected that the dynamic power dissipation is a non-negligible part of
the overall power consumption; in fact, it generally increases with the frequency and
amplitude of Vin.

The ever increasing need for power-efficient converters, particularly in such applica-
tions as mobile applications, medical implants, sensor applications etc., has provided
significant motivation to develop converters with the lowest possible static power dissi-
pation, namely ones for which the overall power dissipation is a strong function of the
input signal activity.2

In order to achieve that, researchers have explored very different options.
In some cases the sampling process has been kept uniform in time. But the operation

of the ADC is such that the amount of charge drawn from the supply at each clock cycle
is strongly dependent on the internal conversion process and, hence, on the converted
signal Vin [130].

Conversely, in other cases, the sampling and conversion of the input Vin happens only
when the input experiences sufficient variation for it to be deemed worthy of being
acquired [131, 132, 133].

In [130] a 4 b 1.25 GSPS flash-like ADC wherein the static power consumption is
systematically minimized has been described. All blocks that traditionally lead to static
current draw have been eliminated and their functions have been implemented in alternate
ways. Specifically, these blocks are the THA, the pre-amplifiers, the reference ladder,
and the bubble-error-correction circuitry.

Since the reference ladder is eliminated, the reference levels have been built into the
comparator by intentionally making the devices of each comparator’s input pair different
in size. This dynamic comparator is shown in Fig. 3.7 and the widths of the input devices
Mp and Mn are set as Wp = W + i · �W/2 and Wn = W − i · �W/2, respectively (with
i = −7, . . . , 7).

2 This should not be confused with a different trend, that of adaptive ADCs, where the converter’s mode
of operation is changed (by enabling/disabling blocks or changing their quiescent point) as a result of the
conversion needs (the nature of Vin or the corresponding conversion specifications). In the latter category
the power consumption is still primarily dominated by static dissipation, with the difference that this is
minimized by the mode of operation for the desired mode.
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Figure 3.8 A periodic signal (left) versus an aperiodic signal (right).

To minimize power further, the size of the comparator’s devices is made as small as
possible. The resulting mismatches/offsets are foreground calibrated. The correction is
accomplished by varying the comparator’s output load by means of the small binary
weighted PMOS capacitors depicted in Fig. 3.7. These PMOS capacitors effectively
load the comparator’s output when their gates are tied to ground (ln = 0 V) and charge
is accumulated in their channels, while their capacitive load to the output is minimal
when their gates are brought to the upper supply (ln = 1.2 V) and the channel is not
formed. Once each comparator’s trip point has been calibrated by properly setting the
bits l0, . . . , l4, the flash ADC is ready to be used.

The 15 comparators directly sample the input (hence eliminating the THA) and their
thermometric output is captured and held by 15 set–re-set latches. The outputs of the
latter are used to drive a ROM-based 4 b Gray encoder with intrinsic error-correcting
properties.

So, again, static power has been minimized by systematic removal and replacement
of the blocks that traditionally sink most of the DC supply current.

A very different approach, called “event-driven” data conversion [133, 134, 135], orig-
inating from the same goal of minimizing the energy utilized to digitize a continuous-time
signal Vin(t), is suitable for a wide class of essentially non-periodic signals. In many
common applications such as audio, particularly speech processing, medical applica-
tions, particularly ultrasound diagnostic or biomedical monitoring, disk readers, seismic
activity monitoring, radar applications, and several other cases, the continuous-time sig-
nals being processed are far from being periodic. They commonly feature time intervals
during which there is little or no variation (“silence”) followed by limited time inter-
vals during which the signal experiences large activity (possibly with varying frequency
content) before returning to a “quieter” state [136] as exemplified in Fig. 3.8.

A traditional periodic (synchronous) Nyquist sampling of signals of this nature can
be quite wasteful in terms of energy. That is because fs needs to be at least twice
the bandwidth of Vin(t), and hence the ADC samples the periods of “silence” or low-
frequency content at the same rate (hence, possibly, with the same consumption) as it
does the rare periods of fast variation (“bursts”). It is, instead, considerably more efficient
to adapt the sampling activity to the rate of variation of Vin(t): slower sampling rate when
Vin(t) is quiet and faster when it is more active.3

3 That is essentially the same as what is done in adaptive step-size integration for analog transistor-level
simulators or, hence the denomination, in “event-driven” digital simulators [137, 138].
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Figure 3.9 Level-crossing sampling. The quantization levels are marked by horizontal dashed
lines. When Vin crosses one of these levels, a sample (tk, Vin(tk)) is captured. It is possible to
distinguish periods of time when the signal has lower activity and fewer samples are taken, while
a higher sample rate arises as a result of higher activity [142]. C© 2011 IEEE.

With this type of asynchronous sampling, since the sampling instants tk can no longer
easily be identified as tk = kTs (k ∈ N), samples are pairs of sampling time and input
level (tk, Vin(tk)) (tk ∈ R). The question now becomes when does the signal Vin(t) need
to be sampled? Different approaches have been proposed. The oldest, simplest, and most
common is the “level-crossing” sampling whereby Vin(t) is captured when its value is
equal to specific reference levels [131, 132] as depicted in Fig. 3.9. Alternate approaches
monitor the rate of change of the signal. For example, samples are captured when the
absolute difference between the present input value and the prior one is larger than a
prescribed amount [139, 140]. Alternatively, the slope of the input signal is estimated
and a sample is taken when that crosses a defined threshold. It is also possible, where the
local sampling rate is high, to eliminate intermediate samples and approximate them by
means of piecewise amplitude reconstruction or other “signal-compression” techniques
[133, 141].

In addition to the potential for large power saving, this type of asynchronous opera-
tion has other important theoretical advantages over traditional synchronous sampling
ADCs. For example, in traditional synchronous sampling the input signal harmonics
and the quantization noise outside the Nyquist band are aliased back to the Nyquist
band, hence limiting the SNDR to its theoretical maximum stated by the relation
6.02ENOB + 1.76 dB (see Eq. (2.1)). However, since with asynchronous sampling the
amplitude samples are uniquely identified together with their actual sampling time,
aliasing does not occur [133] and the previous limitation on quantization is eliminated.
For example, more than 8 effective bits have been obtained using 3–6-bit quantizers
[133, 142].

The most straightforward implementation of a level-crossing quantizer probably con-
sists of a flash ADC without a sampling clock [143]. However, a more hardware-
efficient implementation is the continuous-time ADC depicted in Fig. 3.10 [144, 145].
In this scheme, the input Vin(t) is duplicated and biased up and down at INH and INL,
respectively, to be sensed by the two comparators. The second input of each comparator
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Figure 3.10 A continuous-time � ADC [144]. C© 2008 IEEE.
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Figure 3.11 As the input signal Vin(t) varies the reference levels VHIGH and VLOW are updated to
track it. Accordingly the digital outputs of the � loop CHANGE and UPDN signal that the input
has crossed into a new quantum and specify its direction of change.

is a voltage, VHIGH(t) and VLOW(t), respectively, generated by the feedback DAC. The
operation of this architecture can be explained by looking at the waveforms depicted in
Fig. 3.11.

Let’s assume that the input Vin(t) lies between the present values of VHIGH(t) and
VLOW(t). In this case both comparators have zero output and the digital outputs CHANGE
and UPDN don’t change state. As Vin(t) varies, it does at some point cross one of the
two DACs’ output voltages. So, for example, if it increases then it will cross VHIGH(t).
Then INC becomes 1 (while DEC stays at 0), and the control logic delivers a short
pulse at CHANGE, signaling that a threshold has been crossed, while UPDN is set to 1
to indicate that the direction of change is upward. In other words, the digital output is
communicating the crossing of a quantization level and the direction of change of the
input. This information, together with knowledge of the prior state of Vin(t), allows one
to determine the digitized input level, which is used to update the DAC output in order
to track Vin(t). The use of a bi-directional shift register to control the feedback DAC
simplifies its design and avoids digital glitches since the DAC’s input always changes
by one step at a time. This is an asynchronous � ADC and, as explained, its power
consumption is a strong function of the input signal activity.
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Figure 3.12 The block diagram for a traditional successive-approximation ADC.

Some observations are in order. If Vin(t) changes rapidly and has a wide swing, then
it will rapidly cross several quantization levels. Since, regardless of the implementation,
it takes a finite amount of time to capture a sample when a level is crossed, a signal
of this type can be subject to distortion since the ADC might not be sufficiently fast
to properly acquire all the samples. This is akin to “slew-rate-limiting” behavior when
the sample rate attempts to go beyond a maximum sample frequency determined by the
time required to process a single sample [142, 146]. It is intuitive to understand that this
class of asynchronous ADCs suffers from an accuracy-versus-speed trade-off: smaller
and slower signals can be digitized with higher accuracy while large and rapidly varying
signals lose accuracy.

Similarly to what is done in signal processing with adaptive differential PCM and
adaptive delta modulation, it is then possible to consider making the quantization granu-
larity an adaptive function of the input signal dynamics, hence increasing the conversion
efficiency further [146]. In order to accomplish that, the slope of the input signal Vin(t)
is monitored and the resolution of the quantizer is varied accordingly. In [146] it has
been shown that a simple way to dynamically reduce resolution and gain speed is to
skip an even number of samples before acquiring the next input. This simple approach
requires minimal overhead and therefore allows the intended power saving without too
much additional hardware (which would have required more power, hence defying the
main goal).

A different approach is used in [142], using an ADC architecture similar to that of
Fig. 3.10. In the latter, the LSB’s size is dynamically changed using the DAC as the
slope of Vin(t) varies within predefined ranges. In this way, if Vin(t)’s slope increases
considerably, the quantization steps widen (reducing resolution), leading to a reduction
in level-crossing events and hence allowing more time for the sampling process.

3.1.3 Successive-approximation ADCs

One of the oldest and best-known ADC architectures is certainly the successive-
approximation ADC (often referred to as SAR ADC, where SAR actually stands for
successive-approximation register) [5, 147, 148, 149]. A generic block diagram of a
traditional n-bit SAR ADC is depicted in Fig. 3.12.

The input Vin(t) is first sampled by the sample and hold (S&H). This can typically take
two or three clock cycles to allow accurate settling [149]. After that, the sampled input
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Figure 3.13 A traditional binary weighted charge redistribution network used to implement the
S&H as well as the DAC function in successive-approximation ADCs.

is compared with the output of the DAC (which, in most modern implementations, is a
capacitive charge redistribution DAC; in fact, the S&H function is often combined into
the DAC array, as in the network depicted in Fig. 3.13, and it can easily be implemented
in a differential fashion [150]) and a synchronous binary search determining the state
of the n bits, beginning from the MSB and down to the LSB, changes the output of the
DAC until it reaches V̂in(k) to within less than an LSB, in n clock cycles [5, 149].

Once the input has been sampled, no additional processing occurs on it. No linear
gain blocks are strictly needed (including in the S&H) for the SAR ADC operation. That
is an extremely important and positive aspect considering the challenges in designing
linear amplifiers in deep nanometer CMOS processes (see Section 1.2.1). On the other
hand, the absence of gain blocks also implies that each of the n decision steps requires
full accuracy [151].

The accuracy limitations of the SAR ADC are those of its key blocks.

� S&H accuracy is limited by the switches’ noise, charge injection, clock feedthrough,
aperture jitter, and settling time; V̂in(k) is the representation of Vin(t) so it must be at
least as accurate as its desired digital conversion.

� The switch capacitor DAC output is compared with V̂in(k), so its settled output must
be as accurate as V̂in(k); mismatches between the capacitors result in static linearity
errors; at a high level, matching and segmentation considerations are analogous to
those for current arrays in current-steering DACs discussed in Chapter 4 and can
be addressed through layout techniques [47, 64], trimming, and/or calibration [100];
moreover, the DAC’s noise contributes to the ADC’s noise.

� The comparator: unless scaling is performed during the conversion process, the com-
parator’s offset results in an ADC offset and does not impact linearity; its noise
contributes to the ADC noise.

Similarly, the speed limitations come from

� the DAC settling, which is generally dominated by the settling of the reference charging
the DAC’s capacitors; roughly, in order to settle to within 1/2 LSB, the time constant
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τeq associated with the charging process needs to be

τeq <
T

(n + 1) · ln 2
(3.2)

where T is the time allowed for the settling;
� the comparator decision time;
� the logic decision delay of the SAR controller driving the DAC.

The first two items generally dominate.
Insofar as the power consumption is concerned, a small percentage of it (about 10%–

20%) is associated with driving the switches, the logic circuitry, and the comparator,
while the largest percentage comes from the reference charging the capacitors in the
DAC. That is particularly true for high resolution since the total capacitance of the array
grows very rapidly with the required accuracy.4 Another non-negligible source of power
consumption which is often overlooked relates to the power supplied by the signal source
(Vin(t)) to charge the sampling capacitor of the S&H.

Because of the above,5 the power consumption of SAR ADCs tends to increase linearly
with the sample rate fs and, instantaneously, is a strong function of the converted input
(Vin(t)) analogously to some of the considerations previously presented for some of the
dynamic ADCs in Section 3.1.2.

Its natural amenability to CMOS process scaling, together with its conversion power
efficiency, has led, during the last 5–10 years, to a phenomenal comeback in popularity
of the SAR architecture. In particular, the latest SAR ADCs are finding a “sweet spot”
in the space around 8–12 b resolution and 1–100 MSPS sample rate which used to be a
pipelined-ADC-dominated space until only 5–10 years ago [153].

A passive-sampling and charge-bi-section 9 b/50 MSPS SAR ADC with the goal of
maximum power efficiency has been introduced in [153]. The architecture is shown in
Fig. 3.14.

The passive track and hold (T&H) is shown on the left, while the DAC shown on its
right uses a binary weighted capacitor array in which all capacitors are precharged to
the supply voltage (used as reference voltage, hence doing away with active reference
buffers) before the conversion process begins.

An offset-calibrated dynamic comparator similar to the one shown in Fig. 3.7 is used
and depicted on the right of the DAC array.

The whole conversion process occurs in the charge domain instead of the voltage
domain, eliminating the need for active linear circuits and avoiding voltage-mode dis-
tortion due to nonlinear capacitive strays [154].

The input voltage Vin(t) is applied to CT through ST. Then it is sampled into CS

(charge sharing between CS and CT occurs) and held there for the conversion, freeing
up CT to acquire the next input while the conversion process happens. The following

4 Unless “double-array” structures are used, the total capacitance of the DAC array is Ctot = 2nCu, where Cu

is the unit capacitance chosen on the basis of matching and/or kBT/C noise considerations commensurate
with the desired accuracy. Use of a double-array structure relaxes the total capacitance by a factor of 2 [152].

5 Again, assuming that no gain blocks are used in the S&H or for reference buffers.

http://dx.doi.org/10.1017/CBO9780511794292.004
Cambridge Books Online © Cambridge University Press, 2012



58 Advanced analog-to-digital converters

Vin(t)

+

CT+

ST

CS+

SS

VT+ VQ+

CT− CS−

VT− VQ−−

2n−1

21

20

c+[0..n−2]
c−[0..n−2]

c−
c+

SAR & Control

d0dn−1 d1

precharge

comp

result

resetsampletrack

clk

T&H DAC

Figure 3.14 The Craninckx–Van der Plas SAR ADC [153]. C© 2007 IEEE.

conversion process is essentially the traditional SAR binary search, whereby the binary
weighted capacitors are sequentially shunted with CS either with the positive polarity
or inverted, depending on the sign of the comparison. An example of the waveforms
involved is depicted in Fig. 3.15.

As the conversion progresses, determining the bits from the MSB toward the LSB,
the subsequent charge-sharing steps drive the net charge left on CS toward zero.

The binary weighted array DAC, in reality, requires one more technique for its practical
implementation. Owing to the large size spread in capacitance between the DAC’s MSB
capacitor (2n−1Cu) and the LSB capacitor (Cu), impractically small capacitances are
required for the latter few bits. Therefore, an additional scaling is introduced by means
of charge bi-section, for the lowest three LSBs as depicted (in single-ended fashion to
reduce diagram clutter) in Fig. 3.16.

In other words, for these LSBs, lower charge is obtained on scaling down the precharge
voltage as opposed to scaling down the storage capacitances. For this reason, the offset
of the comparator would have introduced a conversion-dependent contribution to the
process (resulting in distortion, instead of a mere conversion offset); that is the reason
why an offset-zeroing scheme needs to be used.

This is an example of how offset and noise at the input of the comparator can introduce
an error in the decision of the comparator. That is particularly true when the voltage
difference between the two inputs of the comparator is very small. Such a difference, in
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Figure 3.15 Waveforms for an example conversion [153]. C© 2007 IEEE.

the case of an SAR ADC, would be small when the DAC output at the present step is
very similar to the converted input V̂in(k). Then random noise or offset superimposed
on this small signal difference can be instantaneously large enough to change the sign
of the net input voltage of the comparator, hence causing an erroneous bit decision.

This is actually a general issue for all ADCs, since every architecture uses comparators
somewhere in the system, although its impact varies depending on the specifics of the
architecture. Furthermore, when the input of the comparator is very small, another
problem occurs: the comparator’s reaction time can be very slow and its ability to
make a decision (right or wrong) on time degrades considerably. This issue is known
as metastability [34, 52], and it is particularly troublesome in very-high-speed and low-
resolution converters, such as flash ADCs and folding and interpolation ADCs, where the
time available for the decision is particularly short and the device noise and quantization
noise are comparable in power.

Without digressing further on metastability and going back instead to the decision
errors due to offset and noise, one way to mitigate the issue is through the introduction
of redundancy. Redundancy is well known by pipelined ADC designers as a means by
which to recover from offset errors in the flash sub-ADCs of the pipelined stages, by
adding extra signal range, extra comparators, and so-called “digital error correction”
to each pipelined stage. By adding all this additional hardware (redundancy, indeed) it
is possible, as long as the comparator offsets are bounded to the designed redundancy,
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Figure 3.16 A capacitive DAC (single-ended only for convenience) with voltage bi-section
re-scaled LSB segment and waveforms for the precharge sequence [153]. C© 2007 IEEE.
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Figure 3.17 Kuttner’s SAR with a thermometric capacitive array and 1.85 radix [151]. C© 2002
IEEE.

to detect and recover from intermediate decision errors that could have led to severe
linearity issues [155].

Redundancy in an SAR ADC has been described in [151] for a 10 b/20 MSPS ADC.
The ADC is depicted in Fig. 3.17.

The capacitor array is segmented into a thermometric upper/MSB array made of
16 × 16 unit capacitors Cu and a binary weighted lower/LSB array for the remaining
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two bits. In addition to performing the DAC function during the conversion process, this
array is also used to sample the input.

As expected, the input Vin(t) is sampled first, while the comparator is closed into unity
feedback so that its offset is sampled on the capacitors’ plates tied to its inputs. During
the following cycles, the reference is sampled on the capacitors according to the DAC
code selected by the SAR control logic. Having previously sampled the input Vin minus
the comparator offset, the comparator inputs are presented with the voltage difference
between the latter and the DAC output. The SAR algorithmic conversion proceeds as
usual; however, a key difference, redundancy, is introduced.

The redundancy is actually not explicit in the analog domain, but is instead built into
the digital operation of the converter, as we are about to describe.

In a regular SAR ADC, during the first conversion cycle, the input Vin would be
compared with 1/2 of the scale Vref of the DAC (in this 10 b case, that would correspond
to code 512) to determine whether Vin is higher or lower than that. Then, depending on
the comparator decision, the next cycle would change the DAC output to either 1/4 of
the scale or 3/4 of the scale (i.e. respectively to code 256 or code 768) and so on.

However, a radix lower than 2 is now introduced, for example 1.85. Therefore, during
the first comparison cycle, a high output of the comparator is not being interpreted as
if Vin > (1/2)Vref but rather as if Vin > (1/1.85)Vref . So the next comparison is with
the middle of the next range (447, . . . , 1024), namely with code 735. Conversely, if the
first comparison had resulted in a low output for the comparator, the next DAC code
would instead have been 288. It can be seen that a redundancy (a scale extension) of
768 − 735 = 65 codes (288 − 256 = 65 codes) or 65 LSBs has been introduced by
changing the conversion base from 2 to 1.85.

The new non-binary bit weights (447, 251, 142, 80, 45, . . .) for the SAR operation are
stored in a ROM and during each conversion cycle an ALU calculates the possible two
codes for the next step. Depending on the comparator output, one of these is applied to
the DAC.

The extended range has also other implications. First of all, since “less than one binary
bit” is resolved for each cycle, more than n cycles are required in order to complete
the conversion. For the case at hand, 12 cycles are required instead of 10. Second,
an encoder transforming the 12 bits in base 1.85 into the desired 10 bits in base 2 is
required.6

A different form of redundancy that can be introduced in order to address errors
introduced by either comparator noise or limited ADC linearity issues has been described
in [156]. An SAR ADC based on the charge-bi-section architecture previously discussed
and shown in Fig. 3.14 is considered. As the previously explained bi-section process
proceeds and the lower-order bits get resolved, the charge in the capacitors decreases
and the DAC output presented to the comparator to determine the next bit becomes
comparable to the RMS noise. Part of this noise is contributed by the dynamic comparator
itself. Since the RMS input-referred noise of the comparator (as well as its input-referred

6 Just like the digital error-correction logic in a pipelined ADC. This isn’t typically a complex circuit.
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offset) can be traded off against the comparator’s power consumption [52, 33], a lower
power (higher input-referred noise) comparator is being used while resolving the higher-
order bits, while a higher-power (lower input-referred noise) comparator is used as the
binary search converges toward resolving the lower-order bits [156]. This allows the
comparator’s power consumption to be reduced throughout most of the binary search,
“shifting gear” to a more accurate/more power-hungry one as the search converges.
Moreover, an additional comparison cycle is performed after the lowest LSB has been
resolved. That allows one to detect whether a decision error had previously been made
and, if that is the case, the LSB is inverted [156].

The redundant comparator is implemented by using two comparators, placed in paral-
lel, equal in architecture but differently sized as mentioned above. They share the same
inputs, but only one is enabled at each decision cycle and the corresponding outputs are
read for its decision result.

Another source of power consumption that becomes non-negligible for very-high-
speed sampling is associated with the generation and distribution of the clock used to
time the internal operation of the SAR ADC. It has, in fact, previously been mentioned
that, although the sampling clock fs determines the rate at which the input is acquired,
the SAR ADC needs to complete the bit-by-bit digitization cycles within Ts = 1/ fs so
that the next sample V̂in(k) can be converted. So, if, for instance, n + 1 cycles are needed
(one to sample the input and n to determine its n bits) then, internally, an (n + 1) · fs

clock is required to operate the SAR ADC. This can be onerous, in terms of design and
power consumption, for a given technology when fs is high enough. For instance, as
remarked in [157], for n = 6 bits and fs = 300 MSPS, internally a clock of (n + 1) · fs =
2.1 GHz needs to be generated and routed.

An alternate approach is to have the comparator itself trigger the next bit-conversion
cycle as soon as the present bit decision has been taken. This results in an internal
asynchronous operation that does away with the high-frequency clock generation and
distribution (hence saving power), and speeds up the completion of the conversion
itself since the next bit-conversion cycle can be started as soon as the present one
has been completed (and, in fact, depending on the processed input, can even result
in allowing a longer cycle time for some of the bits when the prior cycles have taken
less than 1/((n + 1) · fs) seconds). This also stems from the observation that a dynamic
comparator decides faster when its input is larger (i.e. in the SAR the DAC output and
the reference have a large difference), as described by [157]

Tcmp = τ

A0 − 1
· ln

(
VFS

Vres

)
= K · ln

(
VFS

Vres

)
(3.3)

where A0 is the small-signal gain of the internal inverting amplifier, τ is the time constant
at the latch outputs, VFS is the full logic swing level, and Vres is the voltage difference
between the input signal and the reference level. Therefore, while a synchronous SAR
ADC’s conversion time is

Tsync = n · K · ln

(
VFS

Vmin

)
(3.4)
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Figure 3.18 A non-binary radix capacitive DAC for the SAR ADC described in [157]. C© 2006
IEEE.

where Vmin is usually set by the LSB level (the smallest difference from the reference),
the conversion time for asynchronous operation will be

Tasync =
n−1∑
i=0

K · ln

(
VFS

Vres[i]

)
(3.5)

It has been shown in [157] that Tasync/Tsync ∼ 1/2, hence resolving bits asyn-
chronously can be twice as fast as traditional synchronous conversion.

The SAR ADC described in [157] also uses redundancy in the form of a non-binary
radix. However, in contrast with the previously discussed approach reported in [151],
whereby the searched intervals were made to overlap in the digital domain, the approach
described in [157] introduces the redundancy in the analog domain by means of a suitably
ratioed capacitive network. More specifically, the non-binary (radix 1.81) capacitor array
used both for sampling and for the DAC function is depicted in Fig. 3.18.

Instead of requiring only unit-sized capacitors Cu, this array requires three different
sizes with ratios 1:α:β. The design equations for this network are

β = 1 + α||β (3.6)

radix = 1 + β

α
(3.7)

The series capacitance connection dramatically reduces the effective input capacitance
(e.g. Cin ∼ 90 fF in [157]) of the network to

Cin = [1 + 2(α||β)]Cu (3.8)

The effect of the parasitic capacitance associated with the floating nodes can be
reduced since α can be increased while maintaining the intended non-binary ratio. A
foreground off-chip calibration scheme is used to determine the appropriate combi-
nation weights to compensate for the unpredicted parasitic capacitances and capacitor
mismatch.
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Figure 3.19 Down transition using the traditional charge-redistribution array [158]. C© 2005 IEEE.

With this structure, a 6 b conversion requires seven comparison cycles (instead of six)
and a 6 b 600 MS/s ADC was implemented in 0.13μm CMOS consuming only 5.3 mW.

It was previously remarked that one of the major sources of power consumption in SAR
ADCs is associated with charging/discharging the capacitors of the charge-redistribution
network of Fig. 3.13. An important observation was made in [158], namely that the
lumped binary weighted capacitors in the traditional charge-redistribution network do
not make optimal use of energy to synthesize the desired DAC output. To illustrate that
with a simple example, let us consider the case of a 2 b conversion. After the input Vin

has been sampled (on all the bottom plates of the capacitors in the array), in order to
resolve the MSB, the MSB capacitor CMSB is tied to the reference voltage Vref while all
other capacitors in the array are tied to ground. That is shown on the left-hand side of
Fig. 3.19.

Therefore, the resulting DAC output voltage presented to the comparator is

Vx = −Vin + 1

2
Vref (3.9)

During the next bit-cycle, one of two possible transitions is performed: if Vx < 0 then
the input is greater than mid-scale and therefore the DAC output will need to increase,
otherwise the DAC output will need to decrease. To accomplish the former (i.e. the DAC
output needs to increase), CLSB+1 is switched from ground to Vref , drawing

Eup = CuV 2
ref

4
(3.10)

from Vref . Conversely, if the DAC output needs to be decreased then CMSB and CLSB+1

are switched as shown on the right-hand side of Fig. 3.19, and this results in drawing

Edn = 5CuV 2
ref

4
= 5Eup (3.11)

from Vref . Therefore, five times as much energy is used to perform the down transition.
That’s because all the charge previously supplied to CMSB by the reference is dumped to
ground, while CLSB+1 needs to be charged by the reference.

A better use of energy would result if, instead of dumping accumulated charge from
some capacitors to draw additional charge into other capacitors, some of the existing
charge were re-used to synthesize the next desired DAC output. To accomplish that,
more freedom to use the capacitors is needed. So the binary weighted capacitor array is
split into two sub-arrays by replacing the MSB capacitor CMSB of the traditional network
of Fig. 3.13 with a second copy of the remaining array as shown in Fig. 3.20.
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Figure 3.20 The “split-array” charge-redistribution DAC [158, 159]. C© 2005 IEEE.
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Figure 3.21 Down transition using the “split-cap” charge-redistribution array [159]. C© 2005 IEEE.

Note that the overall capacitance of the new array (called a “split array”) is the same
as before, and so is the total area of the array.

To illustrate how the “split array” can be used to save energy the previous 2 b example
is re-proposed. After the input has been sampled, during the first bit-cycle, just like
before, the MSB capacitor (now made of CMSB,0 and CMSB,1) is tied to Vref while all
other capacitors are tied to ground, as shown on the left-hand side of Fig. 3.21.

So, the DAC output is unchanged and expressed by Eq. (3.9). If the input Vin is greater
than mid-scale Vref/2, then, just like before, CLSB+1 is switched from ground to Vref ,
drawing the same energy Eup as in Eq. (3.10) from the reference. However, if the DAC
output needs to be decreased, that is accomplished simply by discharging to ground
half of the capacitors implementing CMSB in the “split sub-array” as illustrated on the
right-hand side of Fig. 3.21. Therefore, no new charge is being drawn from the reference
and the energy involved this time is only

Edn = CuV 2
ref

4
= Eup (3.12)
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Figure 3.22 Step-wise charging of the MSB capacitor of the SAR’s DAC [160]. C© 2010 IEEE.

namely the same as if an upward transition had been required.
The extension of the operation to higher resolution and multiple cycles is straightfor-

ward.
The amount of energy saved by the “split-cap” approach depends on the nature of

the signal converted and, as seen above, energy is saved (compared with the traditional
approach) whenever a down transition is executed. Assuming a full-swing sinusoidal
input distribution, the split capacitor array is expected to have 37% lower switching
energy than the conventional array [159]. There is an additional advantage that is par-
ticularly valuable at high sampling rate: namely, with fewer capacitors being switched
on down transitions, certain transient effects involving the array and the comparator do
not occur, allowing faster settling and, correspondingly, some additional power savings
in the comparator design [159].

An alternate way to save energy while charging and discharging the capacitive DAC
has been introduced in [160].

Traditionally, to charge a capacitor CMSB from zero charge (from “ground”) to the
reference voltage Vref , the empty capacitor would be directly tied to the Vref source.
Similarly, to discharge it from Vref to ground, it would be directly tied to ground. A full
cycle from ground to Vref and back to ground requires the source of Vref to supply the
following energy:

EDAC = 1

2
CMSB(0 − Vref )

2 + 1

2
CMSB(Vref − 0)2 = CMSBV 2

ref (3.13)

However, if the charge/discharge process is done in S intermediate steps using other
sources with potentials evenly distributed between Vref and zero, then less energy is
supplied by Vref since the total supplied energy is distributed among all of the sources
used.

An example of that is shown in Fig. 3.22, where the intermediate voltages (2/3)Vref

and (1/3)Vref are provided by means of very large “charge-reservoir” capacitors Cbig1

and Cbig2.
The example of Fig. 3.22 is analogous to what was described earlier for the “split-

cap” array, namely CMSB represents the MSB capacitor and its bottom plate needs to
be charged, for example, from ground to Vref , while the remainder of the DAC array,
namely CDAC − CMSB, is grounded. Instead of tying CMSB directly to Vref , its bottom
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plate is tied first to Cbig2 (at ∼(1/3)Vref ), then to Cbig1 (at ∼(2/3)Vref ), and finally
to Vref .

When CMSB is tied to Cbig2, then, due to charge sharing, the voltage drops slightly
below (1/3)Vref . However, the drop is minor if Cbig2 � CMSB. A similar observation
can be made when CMSB is tied to Cbig1. However, the bottom plate of CMSB is precisely
equal to Vref after it has been tied to that and fully settled.

Likewise, the discharging cycle of CMSB’s bottom plate from Vref down to ground is
done in steps. CMSB’s bottom plate starts at Vref ; then it is tied to Cbig1 and, because of
charge sharing, the settled common voltage is slightly higher than the voltage on Cbig1

before being shorted to it (but not by a great deal if Cbig1 � CMSB). Then, CMSB’s bottom
plate is tied to Cbig2 and drops one more step toward ground (and, again, because of
charge sharing, Cbig2 experiences a slight increase of potential when the short is settled).
Finally, CMSB’s bottom plate is tied to ground and settled to zero accurately.

If the energy associated with the overhead is not accounted for, the energy used from
the reference Vref for this “step-wise” charge/discharge cycle with evenly spaced steps
is only a fraction of the energy in Eq. (3.13) [161, 160]:

EDAC, step-wise = CMSBV 2
ref

S
(3.14)

Let us note the following [160].

� With regard to the DAC’s accuracy, the accuracy of the voltages across Cbig1 and
Cbig2 is not that critical. What is critical is the final value to which CMSB settles after
its charging cycle, namely that it accurately settles to Vref and/or ground. Therefore,
if, due to the charge-sharing process, these intermediate potentials vary a little as a
function of the conversion, this is invisible in terms of the accuracy of the conversion
process.

� Owing to the up and down cycling and to the charge-sharing processes, the two
reservoir capacitors Cbig1 and Cbig2 pick up and drop some charge along the way. That
charge is recycled to be used in the following charge/discharge cycles, and this is the
essence of the energy saving of this approach.7

� Although these intermediate voltages vary during the operation, it can be seen that
their limit (i.e. long-term) values are still actually the desired (1/3)Vref and (2/3)Vref .

This approach, together with a few other techniques, was used to implement one
of the most energy-efficient SAR ADCs published in recent years: at a sample rate
of fs = 1 MS/s and a supply voltage of 1.0 V, the 10-bit ADC prototype (ENOB =
8.85 b) implemented on a 65 nm CMOS process has been reported to consume 1.9 μW,
achieving a value of Walden’s figure of merit equal to FOMW = 4.4 fJ per conversion
step [160].

7 People familiar with hybrid cars, which store energy into a battery during braking and then retrieve it and
use it later during regular driving or acceleration, may relate that to what is being discussed here.
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Several other important techniques have recently been reported for SAR ADCs and,
unfortunately, solely because their discussion would take up too much space, cannot
possibly be included in this book.

As stated above, the SAR ADC architecture has been receiving a considerable amount
of renewed attention due to its suitability for nanometer CMOS processes where decreas-
ing supply voltages favor comparators (owing to the ability to achieve high gains, albeit
strongly nonlinear with the input, and to use multiple cascade stages working in open
loop) over linear amplifiers (as, for example, are necessary in a pipelined ADC).

There are also some non-negligible challenges that need to be considered when dealing
with SAR ADCs. First of all, due to the many bit-decision iterations (at least n + 1; more
if redundancy is introduced) required in order to complete the conversion the design and
performance of internal clocking circuitry as well as the maximum speed of operation
of the SAR can be quite severely limited for a given CMOS process node. Second, the
large capacitive load represented by the S&H/charge redistribution DAC can become
challenging to drive from a reference buffer and, perhaps more importantly, from the
input signal source. In spite of the high power efficiency of the converter, the power spent
in the internal clocking and the input/reference drivers can be larger than that expended
by the converter itself.

SAR ADCs have also been extensively used as core architecture in several
time-interleaved ADCs [162, 163]. The discussion of some of these is deferred to
Section 3.4.

Research and product development centered on SAR ADCs continue at present to be
among the most active areas in data conversion after a somewhat stagnant parenthesis
during the nineties and early 2000s [164]. The dichotomous algorithm at the foundation
of SAR ADCs has also been a source of inspiration of recent new converter ideas, such
as the “binary search converter” [165] discussed in Section 3.3. Other notable recent
examples of hybrids closely related to SAR ADCs include the SAR/pipelined ADC
presented in [166] and the multi-bit SAR ADC described in [167].

Once again, this section aimed only to offer a partial snapshot of the dramatic recent
evolution in this area of data conversion.

3.1.4 Continuous-time �� ADCs

�� converters are one of the most important converter architectures and among the
oldest ones. Early �� modulators were, in fact, continuous-time systems [168, 169,
170, 171, 172, 173, 174]. Owing to technological advantages associated with the switch
capacitor technique, discrete-time (switched cap) �� ADCs have been the dominant
implementation for decades [81, 175]. However, recently, partly due to the repeatedly
cited challenges associated with CMOS scaling and partly due to new developments
and the increased popularity of calibration techniques (also enabled by the increased
availability of digital functionality), continuous-time �� ADCs are rapidly coming back
into play.

One of the aims of this section will be to discuss some of the differences between
discrete-time (switched cap) �� ADCs (DT ��) and continuous-time �� ADCs
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Figure 3.23 A discrete-time �� modulator.
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Figure 3.24 A continuous-time �� modulator.

(CT ��). Our focus will be the modulator, namely the analog/mixed-signal part of
the converter, rather than the digital back end performing the decimation and filtering.

Moreover, some peculiarities of CT �� ADCs and examples of their tuning will be
briefly discussed.

There are important differences between DT and CT �� modulators. A DT ��

modulator’s block diagram is depicted in Fig. 3.23, while that of a CT �� modulator is
shown in Fig. 3.24.

The switch shown in both diagrams symbolizes the place where the sampling and
the transition from continuous time (CT) to discrete time (DT) happen. Consistently,
continuous time is represented by the non-negative real variable t , while discrete time is
represented by the non-negative integer variable k. Furthermore, a “hat” over a variable
represents a sampled variable (e.g. V̂in), while a tilde over a variable represents a digital
(quantized) variable (e.g. Ỹ ).

Many fundamental characteristics of �� ADCs are common and independent of the
CT versus DT implementation details.

� Oversampling eases the problems associated with aliasing: since the bandwidth BW
of the input signal Vin(t) is much smaller than the Nyquist frequency fs/2, the input
signal aliases are greatly spaced in frequency from one another and therefore
(1) the frequency attenuation roll-off requirements of an (analog) anti-aliasing filter

placed in front of the sampler can be relaxed considerably; and
(2) many of the distortion products haven’t got sufficiently high frequency to fall out

of the first Nyquist band ( fs/2) and therefore do not alias back onto the signal
band (see also Fig. 3.25 suggesting also that, for example, the SFDR may be an
ineffective metric with which to assess distortion in an oversampled converter).
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Figure 3.25 Aliasing of harmonics and measurement of SFDR in Nyquist-rate (top) versus
oversampled ADCs (bottom).

� �� modulators allow much greater architectural flexibility than do traditional Nyquist
ADCs, since they can be designed to have conversion characteristics that are lowpass,
bandpass, quadrature etc. [81].

In addition to that, CT �� ADCs have some more advantages.

� Inherent anti-aliasing: as depicted in Fig. 3.24 X (t) has been filtered by F(s) before
being sampled at the input of the quantizer; this relaxes considerably the anti-aliasing
filtering requirements on Vin(t) [176], potentially completely eliminating it. This has
extremely important consequences since anti-aliasing filters require board space and
can require the introduction of active components, further adding noise and distortion
and needing more power.8

� Resistive input: the input of a CT �� is often a resistor, as shown in Fig. 3.26; this is
a fairly benign load for the circuitry driving the ADC and therefore it eases the input
interface design. Conversely, switched capacitor input (Nyquist-rate or oversampled)
circuitry first sinks a large impulsive current when the sampling switch is closed to the
sampling capacitor and then kicks back the input signal source with charge injection
when the switch opens. These signal-dependent impulses can introduce significant

8 For example, in communication applications, it is common to use SAW or crystal filters. These filters are
very linear and selective but introduce signal loss, which then needs to be compensated for by cascading
linear, low-noise, and yet power-hungry amplifiers. Therefore, the inherent anti-aliasing property actually
triggers a chain of “simplifications” in the processing chain ahead of the ADC that imply not only component
elimination but overall system-level power savings.

http://dx.doi.org/10.1017/CBO9780511794292.004
Cambridge Books Online © Cambridge University Press, 2012



3.1 The renaissance of some classic ADCs 71

DAC

Vin(t)

Figure 3.26 Typical input circuitry of a CT �� modulator.

distortion into the input signal before it is digitized and require driving circuitry that
quickly recovers from the disturbances.

� Suitability for low power: the bandwidth of the active circuitry used in SC imple-
mentations (e.g. of H (z) in Fig. 3.23) needs to be considerably higher than the pro-
cessed signal frequency because of the need to accurately settle within the clock
period [33]. That is not true in the CT modulator (particularly the loop filter F(s) in
Fig. 3.24), where the signals vary without significant sudden upsets (in other words,
their bandwidth is lower) at the clock rate and can therefore be designed for lower
power consumption.

� Suitability for high bandwidth: the previously cited advantage can be equivalently
captured by noting that the bandwidth BW of the circuits used in a CT �� ADC can
be closer to the fT of the amplifiers (and devices) used in its modulator due to the
considerably smoother waveforms being processed. Therefore, everything else being
equal, CT �� ADCs can have higher BW than those of their DT counterparts [177].

� Suitability for low-voltage and finer-lithography CMOS processes: there are no
switches in the loop filter F(s). Moreover, unlike SC circuits requiring high-
gain/high-headroom amplifiers with a well-behaved first/second-order closed-loop
response, instead, the CT loop filter F(s) can use multi-stage feed-forward ampli-
fiers realizing high gain by means of a cascade of multiple low-voltage stages
[35, 36, 37, 38, 39, 40, 178]. Implementations using inverter-based gain stages have
even been disclosed [179]. This amenability to low-voltage supplies suggests that this
architecture will not only fit better than others to CMOS scaling, but that, in fact, it
will “thrive” by fully taking advantage of the higher fT in these processes.

There are, expectably, also some drawbacks that need to be kept in mind as well. All
�� (CT or DT) ADCs have the following disadvantages.

� Digital post-filtering is required since the output of the modulator needs to be deci-
mated and the out-of-band noise needs to be digitally suppressed. With the increasingly
lower cost of digital functionality, this disadvantage is rapidly becoming negligible.

� Problematic overload condition: all ADCs are driven in overload condition when their
input goes above full scale, reacting by possibly giving several erroneous outputs and
even taking some time to return to normal conversion behavior after the overload
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condition has been removed. However, a �� ADC’s overload condition occurs at an
input level that is lower than the nominal full scale. Furthermore, for �� ADCs,
recovering from an overload condition can be much more problematic than it is for
other converters, especially if they become very unstable.

� A very-high-frequency clock: due to oversampling, the internal clock frequency can
be very high. For example, an oversample ratio of 32 (OSR = 32) for a signal with
a bandwidth of only 10 MHz (BW = 10 MHz) requires a sampling clock of fs = 2 ·
OSR · BW = 2 · 32 · 10 = 640 MHz! The high-frequency sampling rate also implies
that �� ADCs need very-high-frequency comparators, high-output-rate DACs, and
high-speed digital logic (at least on the front-end part right after the quantizer, with
this requirement being progressively relaxed as the decimation lowers the rate), in
addition to high-speed analog circuitry in the modulator.

In addition, CT �� ADCs have also other disadvantages.

� Increased sensitivity to sampling jitter. It is well known that jitter in the sampling clock
of an SHA causes a degradation of the noise floor of the sampled signal and hence of
its signal-to-noise ratio [34, 52]. So, for example, for a sine wave Vin(t) = A sin(ωt)
sampled with a clock that has rms jitter (white and Gaussian) σj the corresponding
SNR is

SNR = −20 log(ωσj) (3.15)

This improves thanks to oversampling (OSR) as9 [81, 180]

SNR = −20 log(ωσj) + 10 log(OSR) (3.16)

In a CT �� the sampling jitter at the quantizer is negligible since its impact is
reduced by the loop gain (thanks to the action of the feedback). However, it impacts
the waveform at the output of the feedback DACs and, therefore, it is particularly
sensitive for the DAC feeding back to the input of the modulator because it cannot be
distinguished from Vin(t). For a multi-bit DAC with M elements, and voltage output
steps �V ,10 the jitter SNR with a −3 dBFS signal is [81]

SNR = 10 log

(
M2 · OSR

4σ 2
�V σ 2

j

)
(3.17)

This equation shows that the jitter noise degradation is always greater in a CT ��

than in a DT ��. On the other hand, this is mitigated by M (although the linearity
of a multi-bit DAC can be an issue in itself), and it can be made comparable to a DT
��. Furthermore, for high-frequency signals, when the signal changes by more than
a few times the DAC LSB over a clock period, there is no difference between DT and

9 It should be emphasized that this is the averaging result of oversampling and equally valid regardless of
whether a �� ADC or a Nyquist-rate ADC is used to oversample the signal.

10 The rms σ�V of the output steps �V depends on the output waveform and the DAC quantization. For
example, for a slow ramp, �V will correspond to the voltage granularity of the DAC, while for a rapidly
varying signal the output will often skip intermediate quantization levels and jump rapidly with large �V
steps.
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CT in terms of jitter sensitivity [81]. This issue then tends to be more sensitive for
lowpass ��, but there is not much difference between DT and CT at high frequency,
for example in the case of bandpass ADCs.

� Tuning depends on fs: in a DT �� the transfer functions (signal transfer function,
STF, and noise transfer function, NTF) scale with fs, as in any switch capacitor filter.
However, the STF and NTF in a CT �� depend only on the continuous-time filter
F(s), which is not clocked. Therefore, if fs is varied then the tuning of F(s), namely
the action to control the position of the poles and zeros of F(s), needs to be changed
for the new value of fs so that the newly scaled F(s) matches the frequency response
of the digital decimation filter suppressing the out-of-band quantization noise.

� DAC switching behavior matters: while in a DT �� what matters is only the DAC’s
output at the end of the clock cycle, conversely, in a CT �� the waveform is CT and
therefore its entire shape, at any time, is crucial. Hence, the switching behavior of the
DAC needs close attention since it can result in dynamic nonlinearity (Chapter 4 talks
about this type of issue at length).

� Excess loop delay: another non-ideality of CT �� ADCs is the so-called excess
loop delay (ELD), namely, referring to Fig. 3.24, the time that it takes to perform
the sampling of X (t), quantization (Ỹ (k)), and digital-to-analog conversion (Y (t)).
This non-zero time is due to the switching time in the comparators for the quantizer
and in the DAC. Linearization techniques for the quantizer and the DAC, such as
calibration and data-weighted averaging, can add even more delay to it. This delay
needs to be accounted for in the implementation or it will detrimentally affect the
transfer functions and the stability of the modulator. One of the main challenges is
that while, on the one hand, it has a predictable fixed component that can be factored
into the system design of the modulator, on the other hand, it is also a variable com-
ponent that can be quite PVT-sensitive. Techniques to mitigate the impact of ELD do
exist [181].

While CT �� ADCs are rapidly replacing their DT counterparts in low-frequency
and narrowband applications such as for digital audio [182, 183, 184, 185] and in
handsets [18, 186, 187], their introduction for higher-frequency applications, such as
in medical applications [20, 178], TV [180, 188, 189], digital radio tuners [190, 191],
and wireless communication infrastructure applications [177, 192, 193], is quite recent.
That is partly due to recent advances in calibration techniques. Indeed, as mentioned
above, the higher input signal frequency for such applications (of the order of tens of
megahertz) implies that with today’s most common processes (from 0.18 μm down to
45 nm) oversampling ratios (OSR) of the order of 16–32 are the highest practically
possible (versus, for example, an OSR of the order of 256 as is typical for an audio ADC
even in an older technology node). Therefore, to make up for the low OSR and in order
to achieve relatively high dynamic ranges, the use of multi-bit DACs is necessary. Just
like with traditional DT �� ADCs, which are assumed to be more familiar to the reader,
using multi-bit DACs implies that even when only a limited number of output levels is
synthesized, the linearity of the DAC (namely the accuracy with which each actual output
level is close to its ideal output level) needs to be at least as good as the required ADC

http://dx.doi.org/10.1017/CBO9780511794292.004
Cambridge Books Online © Cambridge University Press, 2012



74 Advanced analog-to-digital converters

accuracy (that’s the case for the DAC feeding back at the input of the modulator, while
this requirement can be relaxed by an amount proportional to the intermediate gains
between the input and other internal injection points for other possible DACs closing
internal feedback loops). Similarly to what is discussed in Chapter 4 in the context of
current-steering Nyquist-rate DACs, such linearity can be achieved by statistical design
by means of intrinsic matching, or by calibration or using dynamic element matching
(DEM). Typically, for signals of the order of tens of megahertz, while intrinsic matching
is practical for total harmonic distortion of up to the mid 70s (dB), going beyond that
will almost inevitably require calibration.

DEM is possibly another option. However, certain challenges need to be confronted if
DEM is considered in this context. To begin with, the chosen DEM algorithm will need
to be noise-shaped as well [189]. So, for example, a purely random scrambler [194] won’t
do the job since all the spurious tonal power will be simply distributed over the in-band
noise floor, trading off THD for SNR but at no net improvement in SNDR. On using
data-weighted averaging (DWA) [195, 196] or individual level averaging (ILA) [197] or
other spectrally shaped algorithms, at least some of the spurious power is moved out of
band and eventually filtered out in the digital domain. It should be pointed out, however,
that these algorithms can also have some tonal behavior of their own and can require
some additional randomization [198, 199]. Moreover, DEM algorithms, especially those
which are noise-shaped, are truly effective when applied in conjunction with high OSR
(which is the limitation we are battling to start with) and, most importantly, easily
introduce additional latency (delay) due to the scrambler interposed between the DAC’s
input data and the actual DAC’s output switches. Such delay might not be at all tolerable
due to the above-mentioned issue with the excess loop delay and, therefore, low-latency
implementations need to be considered [200].

Going back to calibration, unlike in DT �� ADCs, where the frequency placement
of the poles and zeros of the modulator is essentially set by ratios of capacitors (hence,
it is insured by matching/lithography), conversely, in CT �� ADCs poles and zeros
are determined by ratios involving components of diverse nature (resistors, capacitors,
inductors, and even active component parameters such as transconductances etc.) whose
absolute value is then critical and that neither track each other over PVT variations nor
can be made to have controlled mutual relations as a function of their geometry only.
Therefore, in order to keep the performance and the response of the converter within
specifications, it is necessary to control the position of the poles and zeros by means of
specialized calibration, which is often referred to as tuning.

For example, let us consider an active-RC integrator as is typically found in lowpass
CT �� ADCs, Fig. 3.27. As can be seen in this figure, the resistor is fixed while the
variable capacitor is implemented as a digitally controllable binary weighted capacitor
array:

C = C0 +
6∑

k=0

2k · Cu · C tune[k] (3.18)

The RC time constant of these circuits needs to properly track the sampling clock fs to
make sure that the modulator’s STF/NTF will track the digital filter’s TF. The approach
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Figure 3.27 An example of an integrator with a programmable capacitor [178]. C© 2006 IEEE.
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Figure 3.28 An example of a resonator with a programmable capacitor and a programmable
Q-enhancement circuit.

described in [178] consists of finding the proper digital set point of the capacitor array
by using a replica circuit and then using this code (or one with a known mutual relation)
in the programmable capacitors for the integrators. The idea is as follows. A replica of
the programmable capacitor C is fed with a constant current i for a time equal to a clock
period T = 1/ fs, hence developing a potential of i · T/C . This voltage is compared
against a reference voltage i · R, where R is a replica of the one used in the integrator
and i is a copy of the current used for the capacitor C . Depending on the result of this
comparison, C can be dialed up or down until, after iterations, the two voltages are made
approximately equal, i · R � i · T/C , and, hence, RC � T .

Another example follows. An active-LC-tank resonator as is typically found in band-
pass CT �� ADCs is depicted in Fig. 3.28. Ideally its resonance frequency is set by the
two inductors L and the programmable capacitor C while the negative transconductance
block −Gm2 (a cross-coupled differential pair) compensates for part of the LC-tank loss
in order to enhance the quality factor Q of the resonator [201]. Let us say that, for exam-
ple, its resonance frequency needs to be tuned so that, for example, it is centered at fs/8
[188]. To achieve that, the input to the driving transconductor Gm1 is nulled while −Gm2

is increased until the LC tank begins oscillating. The frequency of oscillation is compared
against fs/8 and the programmable capacitor (which can be implemented in a similar
fashion to the previous example) is varied accordingly, for example, through a binary
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Figure 3.29 An example of an active-RC resonator with programmable capacitors.

search algorithm (similarly to what is done in an SAR ADC). A conceptually simple way
to compare the frequencies is to use a digital counter to count how many periods of the
waveform at the output of the oscillating resonator are present over a prescribed number
of clock periods [189] or, alternatively, to use a frequency detector similar to one of those
used in PLLs. Since the frequency drift of the LC tank is minimal over temperature, it
is often sufficient to perform the calibration/tuning only at power-up [188].

Alternatively, a resonator can also be implemented by cross-coupling two active-RC
tuned integrators (see Fig. 3.29), like those already discussed in the first example, as
reported in [180] and [189].

Multi-bit DAC linearity and clock jitter sensitivity, loop filter linearity, noise perfor-
mance, and ability to tune the transfer function over a large clock range are non-negligible
challenges that have only recently been receiving renewed attention. Conversely, switch-
capacitor-based converters (Nyquist-rate and oversampled) benefit from decades of
experience and development. Nevertheless, thanks to their compelling advantages in
terms of system-level simplification (elimination or simplification of the front-end cir-
cuitry and filtering) and their fitness for nanometer-scale CMOS processes, CT ��

ADCs are beginning to rival established architectures such as pipelined ADCs in their
prime application and performance space (instrumentation, industrial, wireless, and
medical applications among others). It is not unthinkable that, as converter as well as
process technology progresses, and as some of these technical challenges are met by new
techniques, we may witness a “migration” of pipelined ADCs toward a higher-signal-
bandwidth and, perhaps, lower-dynamic-range space, while CT �� ADCs increasingly
move over into the performance space at present dominated by pipelined ADCs. More
importantly, the ability of �� ADCs to perform special types of conversion, such as
bandpass [187, 188, 202, 201] and complex [18, 191] conversion, has the potential
to enable new signal processing structures and/or new applications that haven’t yet
emerged.

3.1.5 Incremental and extended counting ADCs

Incremental ADCs [6], also known as “one-shot” [203], “no-latency,” or “charge-
balancing” �� ADCs, can be thought of as a special class of �� ADCs. Although
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Figure 3.30 A first-order incremental ADC. C© 2004 IEEE.

they are structurally very similar, the main difference between incremental ADCs and
traditional �� ADCs is that, while �� ADCs operate continuously, processing time-
varying signals,11 incremental ADCs instead process each sample at one time and both
the analog and the digital memory elements (e.g. integrators in the analog modulator
and counters in the digital filter) of an incremental ADC are re-set before each new con-
version cycle. Furthermore, in an incremental converter the decimating filter following
the �� modulator can be implemented with much simpler structures than in traditional
�� ADCs. For example, that can be just a counter in the case of a first-order incre-
mental ADC. In fact, it can be shown [6] that a first-order incremental ADC, like the
one depicted in Fig. 3.30, is nothing other than a classic dual-slope converter where the
integration of the input and the reference are performed alternately instead of separately.
The voltage at the output of the integrator at the end of the conversion cycle is an analog
representation of the conversion residue (namely, the continuous input voltage minus its
quantized representation, Vin − Ṽin).

Although there are not many publications in the open literature, incremental ADCs
actually find wide commercial use in a broad range of instrumentation and measurement
applications (e.g. digital voltmeters as well as a number of sensor applications [204])
where absolute accuracy is required (i.e. offset and gain errors cannot be tolerated) [6].
While the accuracy of these converters can be quite high (often in excess of 16 ENOB),
particularly if they use a single-bit feedback DAC, their sample rate is rather low (often
lower than tens of KSPS) and so is their power consumption and area. Incremental ADCs
are part of what is commonly referred to as “precision converters,” and just like with
traditional �� ADCs, it is possible to have higher-order loops, multi-bit architectures,
cascaded/MASH architectures etc. with the corresponding advantages and trade-offs in
accuracy, speed, power, complexity etc.

Incremental ADCs have also been finding attention in the form of hybrid architectures,
for example, in [205] (an incremental–SAR hybrid), [206] (an incremental–algorithmic
hybrid), and [207] (an incremental–algorithmic hybrid) “extended counting ADCs”
are described. In [207] the proposed micro-power extended counting ADC is config-
ured to work as an incremental ADC during the first phase of conversion (“counting

11 We could call them “convolutional” ADCs since they process an entire waveform, instead of individual,
possibly uncorrelated, samples, and, therefore, keep some memory of prior input values over time.
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conversion”), obtaining the first residue of the conversion, and then completes the conver-
sion by reconfiguring the same hardware to work as an algorithmic converter (“extended
conversion”) further quantizing the prior residue to quickly resolve the remaining LSBs.
That is done to trade off the high accuracy (with slow conversion time) of an incremental
ADC with the higher speed (but lower accuracy) of an algorithmic ADC. Owing to its
compactness, accuracy, and low power consumption, an extended counting ADC was
recently used as a key block in a CMOS single-chip electronic compass sensor including
also the Hall sensors and the complete digital signal processing for accurate heading
calculation [208].

3.2 Emerging architectures and techniques

Using new techniques to dust off and resurrect older architectures has not been the only
avenue that ADC designers have been taking in order to deal with the challenges of
CMOS scaling and increasing performance demands. Indeed, other profoundly different
architectures and techniques have also been proposed recently. Although, inevitably,
some of the fundamental principles and ideas of data conversion are still present as the
soul of some of these new schemes, their embodiment is certainly breaking away from
the classic schemes discussed earlier.

There are indeed common goals that lead researchers and engineers to look into
introducing and developing the architectures discussed in the following. These can be
identified with the need to address two main, previously discussed, challenges:

� consequences of CMOS technology scaling, hence, primarily, lowering supply volt-
ages/headroom, lowering a transistor’s intrinsic gain (gm/gds), increasing the transit
frequency ( fT), and increasing gate and subthreshold leakage currents;

� the quest for ever higher conversion efficiency, namely lower energy and/or lower
power consumption, for a given set of dynamic performance specifications.

As pointed out in Section 1.2, these two driving forces are sufficiently fundamental in
their impact as to send engineers back to the proverbial “white board” to figure out what
had to be re-thought or replaced (the architectures, the building blocks, the devices?) in
order to adapt and thrive on this technology road-map.

Some examples of promising emerging solutions are discussed in this Section.
The zero-crossing technique covered in Section 3.2.1 tries to provide an answer to the

question “can we continue designing switch capacitor circuits without using operational
amplifiers?”

The time-to-digital (TDC) converters (and digital-to-time converters) of Section 3.2.3
have actually been around, more or less explicitly or latently, for longer than most might
think. Fundamentally, given that headroom is narrowing down but, potentially, device
speed is rapidly increasing, these try to address the question “can our analog processing
variable be time, as opposed to voltage or current?”
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Figure 3.31 A traditional switch capacitor op-amp-based gain circuit. C© 2007 IEEE.

The philosophy behind digitally assisted analog techniques of Section 3.2.4 can be
summarized as follows: since digital functionality abounds, let us leverage it to com-
pensate for the analog challenges from the digital domain.

Lots is happening, and very rapidly, in all of these breakthrough areas. As could
be expected, there are probably more questions than answers. In fact, many important
questions might not yet have been asked. So, please be advised that the opportunities
are significant but this is uncharted territory, you’re entering at your own risk!

3.2.1 Comparator-based/zero-crossing ADCs

As pointed out several times in this book, as CMOS technology scales, gate oxide thins
and supply voltages drop, a fundamental building block of most ADCs and some of the
voltage-domain DACs becomes dramatically hard to design: the operational amplifier.
Op-amps enable robust, accurate, linear, low-noise circuits when used in negative-
feedback configurations. That allows accurate, PVT-insensitive transfer characteristics
that primarily depend on the matching properties of passive components or geometrically
ratioed active components.

Feedback circuits completely rely on op-amps to provide very high open-loop gain
and stability in closed loop. Unfortunately, these two elements often conflict with each
other and become extremely difficult to conjugate in deep nanometer CMOS processes
[209].

A traditional switch capacitor gain circuit based on using an op-amp in negative
feedback is depicted in Fig. 3.31 [33].

On φ1 the input Vin is sampled on C1 and C2, while the op-amp inputs are both shorted
to the differential ground Vcm. On φ2, capacitor C2 is closed in the negative feedback
path of the op-amp. The feedback action drives Vout, and this in turn, by means of
the capacitive feedback network constituted by C2, drives the amplifier’s negative input
voltage Vx toward the positive input held at Vcm. Since the top plate of C1 is shorted to
Vcm and its bottom plate is driven to Vcm by the feedback action, the charge held in C1

is forced to transfer into C2 and the output voltage Vout develops:

Vout =
(

1 + C1

C2

)
Vin (3.19)
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Figure 3.32 Typical waveforms for traditional op-amp-based (left-hand side) and
comparator-based (right-hand side) switched capacitor gain stages. C© 2007 IEEE.

The latter is sampled on CL when its series switch opens at the end of φ2. The accuracy
with which Eq. (3.19) represents a real implementation depends on the actual value of
Vx at the end of φ2 (the steady-state error is inversely proportional to the open-loop DC
gain of the op-amp Adc while its settling depends primarily on the initial slew rating and
the closed-loop time constants during the following linear exponential settling phase).
Examples of waveforms are depicted on the left-hand side of Fig. 3.32.

What is really important, for this circuit, is that an accurate Vout is realized at the end
of φ2 when that is sampled on CL. The gist of the op-amp function is to drive Vx toward
Vcm, and the resulting Vout is the effect of that.

However, the very same final result would be obtained if Vx were somehow forced to
cross Vcm and the circuit stopped varying Vout as soon as this condition (that is Vx = Vcm)
had been detected.

This is the fundamental idea behind a new and emerging class of switch capacitor
circuits that operate without op-amps, and it relies on being able to detect the crossing
of a virtual ground (a “zero voltage”).

The first implementation of this idea was the so-called comparator-based switched
capacitor (CBSC) technique [210], whereby the detection of the zero-crossing (i.e. the
detection that Vx has reached Vcm and, therefore, Vout has reached the desired final value)
is performed by a comparator.

The switched capacitor gain stage of Fig. 3.31 becomes the CBSC gain stage of
Fig. 3.33, where the op-amp has been replaced by a comparator and a controlled current
source. For ease of comparison, simplified waveforms for this circuit are depicted on
the right-hand side of Fig. 3.32, next to those of the traditional op-amp-based gain
stage.

While the sampling phase during φ1 is analogous, this circuit differs from the op-amp-
based circuit during φ2. Specifically, at the beginning of φ2 the switch S2 is briefly closed
(on φ2I) precharging Vout to the AC ground Vcm. Also, because of this switch’s action on
C2’s top plate as well as the closing of the switch tied to the top plate of C1, Vx is pushed
down to Vcm − Vin. Once S2 is released to open, the constant current source I1 begins
charging C2’s top plate, and hence both Vout and Vx (via the capacitor divider constituted
by C1 and C2) linearly ramp up. Once Vx reaches Vcm the comparator detects the virtual
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Figure 3.33 A comparator-based switch capacitor gain circuit [210]. C© 2007 IEEE.

ground condition and stops the current source I1, completing the charge transfer from
C1 to C2.12

It is important to remark again that, although the waveforms in Fig. 3.32 are very
different, what really matters is not how Vout evolves toward its final value, but how
accurate its final value is. This depends on the accuracy of the virtual ground condition
at Vx when the sampling switch opens and Vout is sampled on CL. In the circuit of
Fig. 3.33 the comparator only detects the zero-crossing condition, it does not force the
virtual ground condition. Therefore it is much more power efficient than the circuit of
Fig. 3.31 using an op-amp as well as more amenable to low supply voltage since the DC
gain–stability trade-off of op-amps is resolved with comparators.

The next evolutionary step to the CBSC technique was the zero-crossing-based (ZCB)
technique [211]. That stems from the observation that, in general, voltage comparators
are designed to compare two arbitrary voltage waveforms, while in this technique the
aim is simply to detect the zero-crossing condition where one of the two inputs is a
(uni-directional) linear ramp. This specification allows one to replace the comparator
with a simpler and more power-efficient zero-crossing detector (ZCD).

This next evolution is shown in the ZCB gain stage of Fig. 3.34.
The ZCB circuit of Fig. 3.34 differs from the CBSC circuit of Fig. 3.33 simply by the

replacement of the comparator with the dynamic inverter composed by transistors M1

and M2. Its behavior is analogous to that of the CBSC gain stage. On φ1 the input Vin is
sampled on C1 and C2. At the beginning of φ2, during φ2I, M4 precharges Vout to ground.
Again, Vx is pushed down to Vcm − Vin and hence M1 turns off. At the same time M2

gets turned on, lifting Vp to Vdd and then turning on M3. CL is therefore initialized below
full scale. Once the re-set phase φ2I is completed, Vp remains charged high and keeps
the sampling switch M3 on, while Vout begins to ramp up due to the current I1. Once
again, Vx ramps up as well according to the capacitor divider constituted by C1 and C2.
At some point Vx becomes high enough that M1 begins conducting current and Vp drops
down. M3 turns off at this point, the output sample is taken, and the charge transfer is
completed.

12 The first CBSC gain stage published in [210] was actually slightly more complex. It had a coarse charging
phase during which I1 was large, to drive Vx close to Vcm very rapidly, followed by a fine charging phase
during which the ramp approached the virtual ground condition slowly, hence facilitating accurate detection
of the crossing condition.
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Figure 3.34 A zero-crossing-based switch capacitor gain circuit and associated waveforms [211].
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Note that, since the slope of the Vx ramp created by I1 is constant, M1 consistently
switches always at the same voltage. This threshold is PVT- as well as ramp-dependent,
but it is not input-signal-dependent. So it introduces an offset (which can be corrected
in a number of ways) but not distortion. The main drawback of this circuit is its being
single-ended and hence suffering from all the usual limitations in terms of linearity, noise,
and disturbance rejection, and hence it is rather unsuited to high-resolution applications.
However, it is certainly much more amenable to low-supply operation and considerably
more power efficient and faster than the CBSC approach [211].

A 1.5 bit/stage pipelined ADC was implemented with multiplying switched capac-
itor DACs (MDACs) using the ZCB technique in a 0.18 μm CMOS technology. This
performed with 6.9 b ENOB (6.4 b) at 100 MSPS (200 MSPS) and Walden’s figure of
merit was equal to FOMW = 0.38 pJ per conversion step (0.51 pJ per conversion step)
[211].

A fully differential ZCB 10 b 26 MSPS pipelined ADC was subsequently demon-
strated in 65 nm CMOS [212]. The fully differential version had two current sources to
implement the coarse and fine charge as in the first CBSC pipeline. More importantly,
the extra power spent in the differential ZCD (implemented as a differential pre-amplifier
driving a dynamic threshold detector) allowed improvement of the dynamic performance
offered by differential circuits. This performed with 8.73 b ENOB at 1.2 V supply and
Walden’s figure of merit was equal to FOMW = 0.16 pJ per conversion step [212].

Other noteworthy ZCB ADCs have recently been published, including a 1.1 V ZCB ��

ADC using switched resistor current sources in 45 nm CMOS, with an input bandwidth
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Figure 3.35 A low-voltage, low-gain amplifier used in an SC circuit. Without using CLS the
output swing of the amplifier is limited by the need to keep the output transistors in saturation
(Vds > Vdssat). The CLS capacitor CCLS introduces an output-dependent level shift into the
voltage on the load capacitor CL and extends the corresponding swing on it [217]. C© 2008 IEEE.

of 0.833 MHz, 7.63 b ENOB and FOMW = 1.91 pJ per conversion step [213], and a
1.2 V 12 b 50 MSPS fully differential pipelined ADC in 90 nm CMOS with 10 b ENOB
and FOMW = 88 fJ per conversion step [214].

The rapid improvement in performance, especially in terms of power efficiency, is
visible and can be expected to continue for some time as this techniques matures and
some of the practical shortcomings become better understood and addressed [215, 216].
Theoretical projections made in [209] indicate the potential for ZCB ADCs to be 3–10
times more power efficient than traditional ADC architectures with the same SNDR and
sample rate.

So far, however, due to various practical limitations (e.g. ramp linearity limiting the
higher resolution, PVT sensitivity of various sorts, etc.) only prototypes with ENOB
between ∼7 b and ∼10 b and sample rates in the tens of MSPS have been demonstrated
in the open literature.

3.2.2 Correlated level-shifter ADCs

Another recently introduced technique dealing with the voltage headroom restrictions
in deep nanometer CMOS processes is the so-called “correlated level shifter” (CLS)
technique [217]. This technique is used in switched capacitor (SC) circuits to increase
both the effective voltage range and the effective DC open-loop gain of the amplifier.
Particularly because of the latter it has some similarities to the well-known correlated
double sampling (CDS) [218]. An example of such a circumstance is shown in Fig. 3.35.

The voltage swing on the output stage is bounded by the need for both output transistors
to stay saturated (Vds > Vdssat). Failing to achieve that causes significant (nonlinear) loss
in the amplifier gain and output compression. Moreover, due to the headroom limitations
(consider a supply of the order of ∼1 V or less) cascoding and gain boosting are not
possible and therefore the amplifier has a low DC voltage gain (say ∼30 dB). These
issues are addressed in the CLS circuit example shown in Fig. 3.36.
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The circuit operates in three phases called “sample,” “estimate,” and “level shift.”
During “sample” the input voltage is sampled in C1//C2 while CCLS and CL are dis-
charged to ground. During “estimate” the circuit behaves as a traditional SC amplifier
with finite op-amp gain AEST and a closed-loop voltage gain G of

G =
(

1 + C1

C2

)(
1

1 + 1/T

)
(3.20)

where T = AESTC2/(C1 + C2 + CIN) while GI = (1 + C1/C2) is the ideal closed-loop
gain one would want and that would result from an infinite DC gain AEST. But since
the DC gain AEST is small for the above-mentioned reasons (e.g. AEST ∼ 30 dB), the
output voltage on the load transistor CL (and on CCLS) settles toward a final value with
a steady-state error that is inversely proportional to the op-amp DC gain AEST. Hence
the output, in this case, is an “estimate” of the actual desired output. Finally, during the
“level shift” phase the CLS capacitor CCLS, which is holding the estimated output, is
reversed and interposed between the op-amp output and the load capacitor. On doing
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this the node voltage at the load capacitor CL first jumps up as a result of the capacitive
level shift introduced by CCLS and then begins settling down toward a new steady-state
value closer to the corresponding ideal gain GI = (1 + C1/C2). It can be proved, in fact,
that the effective gain due to the CLS is [217]

GCLS =
(

1 + C1

C2

) (
1

1 + 1/TEQ

)
(3.21)

with

TEQ = T (2 + T ) ∼ T 2 (3.22)

This is equivalent to having an op-amp with DC gain squared up (e.g. AEQ ∼ 60 dB in
the previous example). Moreover, the voltage at the capacitive load CL, thanks to the
level shift, can now actually rise or drop beyond the limits introduced by the operational
amplifier and can reach (or even go beyond) the supply voltage. This is a non-negligible
advantage since with a higher signal swing it is possible to achieve an equal signal-to-
kBT/C ratio (thermal SNR) with a much lower capacitance. Hence the circuit can be
made to work fast.

A 12 b 20 MSPS pipelined ADC using CLS for the implementation of the MDACs/
pipelined stages has been presented in [217] as a proof of concept in which, on turning
the CLS on and off, it is possible to see a clear improvement in linearity due to the
gain-magnifying effect and range-magnifying effect of the CLS.

3.2.3 Time-to-digital and digital-to-time converters

Another class of mixed-signal circuits that has recently seen renewed attention due to
its potential advantages in nanometer CMOS technologies is the class of time-to-digital
(TDCs) and digital-to-time (DTCs) converters. These are analogs of ADCs and DACs,
respectively, but, instead of having voltages or currents as the analog variables, in TDCs
and DTCs the analog variable is time, or, more precisely, time intervals. As stated, this
type of circuit has actually been around for decades, in various incarnations, as building
blocks in instrumentation and communication circuitry [220, 221, 222, 223] and in “all-
digital” PLLs and DLLs [224]. So, perhaps, this subsection should have been placed in
Section 3.1. However, in the past, these architectures had not been fully recognized as
data converters and even nowadays there is still some debate on this issue. Because of
that, perhaps, this is in fact the appropriate place for this topic.

TDCs and DTCs are usually almost entirely constituted by asynchronous digital blocks
and by analog timing circuitry that does not need to accurately process continuously
varying voltages/currents but rather deals with the edges of square-wave-like waveforms
or rectangular pulses. Combining that with the observation that with CMOS scaling the
transition delays of logic gates decrease and it is then easier to generate and accurately
process short-time pulses, it is conceivable to conclude not only that these semi-digital
circuits scale well but also that the ability to discriminate time intervals with increasingly
higher resolution (and potentially lower phase noise) improves on moving to finer and
finer lithography nodes. As pointed out above, these are very interesting potentials and
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Figure 3.37 (a) A voltage-controlled delay unit (VCDU); (b) a possible circuit implementation
based on a current-starved inverter; (c) the time diagram of the input φin and output φout; and (d)
an example of the voltage-to-phase characteristic of a VCDU, where a central linear region can
be identified with a corresponding linearized voltage-to-phase gain Gφ [223]. C© 2010 IEEE.

have generated quite some attention and research activity, leading to notable advances
in a relatively short time. It is, however, important to remark that, due to practical
limitations being progressively addressed, the potentials have yet to be fully realized
and the resolution and bandwidth of TDCs and DTCs are still not very competitive with
many state-of-the-art ADCs and DACs.

This section will provide a brief introduction to TDCs and DTCs, with some recent
examples of such converters.

The simplest and most common blocks used in TDCs and DTCs are the voltage-
controlled delay unit13 (VCDU) and the D-type edge-triggered flip-flop (DFF). A VCDU
is any circuit able to take a rectangular pulse as an input and provide the same rectangular
pulse as an output with a time delay that can be controlled (within a certain range) by a
control voltage Vc as depicted in Fig. 3.37.

VCDUs are commonly found in ring-oscillators (e.g. in PLLs) and voltage-controlled
delay lines (e.g. in DLLs) and can also be used to convert input voltages into time
intervals since, inevitably, many signal sources are in the form of voltages or currents.
The DFF can be used as an analog for a comparator since, given two pulses, say φin and
φref , fed to its D input and clock input, respectively, as shown in Fig. 3.38, it will return
a logic 1 at its Q output when φin leads φref (φin < φref ) and 0 otherwise (φin ≥ φref ).

Using these simple blocks it is possible to build a variety of DTCs and TDCs.
For example, a simple DTC can be built using a DLL as depicted in Fig. 3.39

[154, 223]. In this 3 b DTC example the DLL generates a set of evenly spaced square
waves (phases) B0–B7 locked to the reference clock φref (B0 = φref ) depicted in the time
diagram below the circuit scheme; these phases are then fed to a multiplexer (or another
suitable digitally controlled combiner if a different pulse shape is desired), which selects

13 Indeed, there are also current-controlled delay units and most of what will be stated below can be equiva-
lently re-proposed with currents instead of voltages.
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Figure 3.39 An example of a DLL-based DTC [223]. C© 2010 IEEE.

the desired time-delayed pulse that is routed to the output φout using the input digital
code Din = [D0 D1 D2].

Considering TDCs, starting from the simplest converter architecture, a time-mode
flash converter is shown in Fig. 3.40 [222, 223]. In this 3 b time-mode flash converter,
the comparators have been implemented using DFFs while the reference resistor ladder
has been implemented by cascading identical VCDUs with the same control voltage Vc

and the same individual delay τ . The input φin is fed to all the DFFs and depicted in
the top left corner of the figure. The reference φref is fed to the first comparator and
then progressively delayed through the voltage-controlled delay line where it is tapped
to each of the remaining DFFs. The corresponding waveforms are represented on the
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Figure 3.40 A flash time-to-digital converter [223]. C© 2010 IEEE.

left of each VCDU. In the example shown in Fig. 3.40 the time difference between the
positive edge of φin and φref falls between 3τ and 4τ . As a result, the top four DFFs
give a zero output while the bottom four DFFs give a one output. The corresponding
thermometric output of the DFFs (accurate timing is omitted in this figure for simplicity
of explanation) is then provided to a thermometer-to-binary decoder, which returns the
3 b output Dout.

In order to better control the time-delay of the VCDUs for PVT variations and to
insure that, aside from cell-to-cell mismatches, the period of φref is evenly divided by
the delays τ , it is possible to complete the delay line with a phase detector and a filter
closing it into a delay-locked loop (DLL) as shown in Fig. 3.41 [222, 223].

One of the limitations of the previous architecture is that the time resolution is
limited by τ (which, being a gate delay, is basically limited by the speed of the process
technology). One approach allowing discrimination of smaller time intervals is to use a
so-called “Vernier” delay line [225] as shown in Fig. 3.42. It can be seen that a second
identical delay line is introduced and the D inputs of the DFFs are tapped from its
VCDUs. The DFFs now see increasing multiples of the differences of the delays of the
two chains:

� the top DFF sees φin and φref ;
� the next one sees φin delayed by τ2(Vc2) and φref delayed by τ1(Vc1), hence that is

equivalent to having delayed φref by a net τ1 − τ2 seconds, bringing it closer to φin by
that amount;
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Figure 3.41 A flash time-to-digital converter with the time reference ladder closed in a DLL [223].
C© 2010 IEEE.

� the following one sees φin delayed by 2τ2(Vc2) and φref delayed by 2τ1(Vc1), hence that
is equivalent to having delayed φref by a net 2(τ1 − τ2) seconds;

� and so on.

The key point is that the progressive delay can now be controlled to a finer granularity
τ1 − τ2. It is implicit that Vc1 and Vc2 need to be controlled by DLLs as has previously
been shown. Clearly, mismatches do limit the approach.

Again, continuing with analogies from known converters’ architectures and tech-
niques, it is possible to increase the resolution of the delay line by means of phase
interpolation, similarly to what is done when performing interpolation in folding and
interpolating ADCs or in flash ADCs. An example of phase interpolation is depicted
in the scheme shown in Fig. 3.43 [226, 227]. This technique can, for example, equally
well be applied to the flash TDC of Fig. 3.40 (e.g. reducing the number of VCDUs but
not the number of DFFs for a constant number of bits or, alternatively, increasing the
resolution by increasing the number of DFFs with a constant number of VCDUs) and
also to the DTC of Fig. 3.39 (e.g. increasing the number of phases fed to the multiplexer
by interpolating between those generated by the DLL; the multiplexer, in this case, will
be controlled by a higher number of bits).

As expected, the corresponding limitations are going to be analogous to those in
voltage-mode interpolators.

Let us consider another example of TDC. It is well known that frequency is the
derivative of phase ( f = dϕ/dt). So, for example, the phase difference between two
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Figure 3.42 A flash time-to-digital converter with finer time resolution using a “Vernier” delay
line [223]. C© 2010 IEEE.
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Figure 3.43 An example of phase interpolation. Adapted from [227].

oscillators with a fixed (controlled) frequency difference f1 − f2 will drift in phase
at a constant rate. Likewise, a voltage-controlled oscillator (VCO) can be used as a
time-mode voltage-controlled phase integrator and therefore is a suitable building block
for a TDC requiring integrators such as a �� TDC. An example of a first-order ��

TDC and associated waveforms is shown in Fig. 3.44 [220, 223, 228, 229, 230] (ϕ(φo)
represents the phase of the VCO’s output φo in radians). The TDC is constituted by a
traditional voltage-mode sample-and-hold (SHA) whose sampled output Vc(n) drives
a VCDU-based ring-oscillator VCO14 with output waveform φo. The latter is fed to a

14 Please pay attention to the fact that, in contrast with what has been shown for the previous VCDU-based
delay lines, the outputs of the VCDUs in this oscillator are sign-inverted.
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Figure 3.44 A VCO-based TDC [228, 229]. C© 2008 IEEE.

counter (which serves the purpose of the quantizer), which is re-set every Ts seconds by
the sampling clock, which counts the number of rising or falling edges in φo during the
sampling period Ts, thereby quantizing the VCO phase modulo 2π [229].

The resolution of this quantization is a function of the ratio of the clock period
Ts = 1/ fs to the time spacing of the oscillator edges (a function of the number of stages
M in the ring oscillator and the VDCU delay τ ). So fs and quantizer resolution are
tied: there is a trade-off between the sample rate and the number of quantizer levels
[231]. This trade-off, however, improves with CMOS scaling thanks to the decreasing
minimum gate delay τ with lower feature sizes.

As shown in Fig. 3.44, the residual phase of φo at the end of the nth sampling period
Ts is the initial phase of the next one:

ϕ(n) = pi (n) +
∫ (n+1)Ts

nTs

KvṼin(n)dt

= pi (n) + KvTsṼin(n)

= pi (n) + GvṼin(n)

= e(n − 1) + GvṼin(n) (3.23)

where pi (n) and e(n) represent the initial phase and the residual phase of φo for the nth
sampling period, respectively, Kv is the VCO’s frequency gain, and Gv is the VCO’s
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phase gain. The quantized output from the counter, accounting for the 2π periodicity,
can be expressed as (apart from some counter latency)

Dout(n) = 1

2π
(ϕ(n) − e(n))

= 1

2π

(
GvṼin(n) + e(n − 1) − e(n)

)
(3.24)

Taking the z transform of that gives

Dout(z) = 1

2π

(
GvVin(z) + z−1E(z) − E(z)

)
= 1

2π

(
GvVin(z) + (z−1 − 1)E(z)

)
(3.25)

Hence the noise-transfer function (NTF) of this VCO-based TDC is [228, 229]

NTF(z) = (
z−1 − 1

)
(3.26)

which is equivalent to a first-order �� ADC. Interestingly, however, this noise-shaped
TDC is an open-loop system and, as such, does not require a multi-bit feedback DAC
[232].

In passing, we note the similarity of this architecture to ramp-based ADCs [5] and, to
some extent, to the previously discussed incremental ADCs (see Section 3.1.5).

Time-interleaving (TI) lowpass �� ADCs offer a way to obtain a bandpass �� ADC
response [202] much like that provided by “comb filters.” This has been theoretically
applied to the above VCO-based TDC architecture in [229] using N interleaved VCO-
based channels and demonstrated in silicon in [233].

A block diagram of the N = 8-channel TI bandpass �� TDC is shown in Fig. 3.45.
The global NTF of this TDC is

NTF(z) = (
1 − z−8

)
(3.27)

with zeros at

zk = cos

(
2πk

N

)
+ j sin

(
2πk

N

)
, k = 0, 1, 2, . . . , N − 1 (3.28)

corresponding to the frequencies

ωk = 2πk

N
, k = 0, 1, 2, . . . , N − 1 (3.29)

The 65 nm CMOS prototype demonstrated in [233] used a master clock at 1.5 GHz; each
channel operated at 500 MHz, resulting in an effective sampling frequency of 4 GHz.
Owing to the frequency periodicity of the response, the TDC can digitize inputs at
DC, 500 MHz, 1 GHz, 1.5 GHz, and 2 GHz. The measured peak SNR and the SNDR at
bandwidth 1 MHz were 63.3 dB and 41.5 dB, respectively [233].

We have not yet made explicit mention of the issues limiting the performance of the
VCO-based TDC. Besides the classic issues associated with any TI ADC, which will
be discussed in Section 3.4 and include gain, offset, timing, and bandwidth mismatches
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between the interleaved channels that originate all kinds of spurious tonal content, the
VCO-based TDC is limited by the following non-idealities, which are discussed in detail
in [229] as well as, with proper differences, in an SHA-less version of this architecture
reported in [234].

� Sampling clock jitter: here the sampling clock is not only used to sample Vin with the
SHAs (aperture jitter), but also serves as a time reference for integration by re-setting
the counters and hence the combined effect is greater than in a conventional ADC;
similarly to what happens to conventional ADCs, the phase noise of this clock shows
up in the form of skirts around the input signal.

� VCO phase noise: the VCO too has its own phase noise, which gets aliased and
frequency-shaped by the high-pass NTF of Eq. (3.26).

� Nonlinearity of the VCO tuning characteristic: as expected this introduces harmonic
distortion into the output φo of the VCO, partly since this is an open-loop block but
primarily because of the fundamental issue that, when one is using a ring-oscillator
VCO made of a cascade of VCDU cells, it is the oscillation period T that is pro-
portional to the control voltage Vc, not the oscillation frequency [235]. So there is a
strong nonlinearity (reciprocation) in this characteristic without even accounting for
deviations from linearity in the �T (Vc) characteristic of Fig. 3.37. The ring-oscillator
VCO nonlinearity introduces a strong second-, third-, and fourth-order distortion,
with weaker higher-order spurs.15 In this example, to mitigate this effect, a frequency

15 It has been reported that in a typical VCO with 5% tuning nonlinearity an ENOB of the order of 6 is to be
expected without compensation [231].
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Figure 3.46 An alternate VCO-based quantizer [231]. C© 2008 IEEE.

planning based on the use of several channels and proper choice of the passband fre-
quencies has been applied in order to have a lot of the corresponding spurious content
fall out of the passband.

� Considerations on the SHA: unlike conventional ADCs, in this TDC the input is
sampled but not directly quantized, while it is instead integrated by the VCO before
quantization. It can be seen that non-zero settling time or a steady-state error of
the SHA does not matter, but its linearity is important. To remove memory effects,
a return-to-zero (RTZ) SHA has been used in [229]. Other issues include charge
injection, clock feedthrough, and slew-rating.

A variation of the VCO-based quantizer is depicted in Fig. 3.46 [231]. Here the
outputs of all the M VCDUs are directly fed to a set of M DFFs (an M-bits register),
which quantizes the VCO outputs at the sampling time and stores their state. Another
identical M-bits register is cascaded to the latter (storing the previous sample), and the
outputs of the two registers are combined by means of M XOR gates. It can be shown
that this alternate VCO-based quantizer of Fig. 3.46 has the same first-order high-pass
noise-transfer function NTF(z) = 1 − z−1 as that of the architecture of Fig. 3.44 [231].
One important advantage of this alternate quantizer is that the outputs of the M XOR
gates correspond essentially to a thermometric representation of the quantizer output,
and this thermometric code circulates as in a barrel shifter; namely the position of the
next sets of ones will begin where the previous set of ones ended, as shown in Fig. 3.47
[231]. That is a powerful feature applied in the architecture that will be described next.

As mentioned above, an important limitation of the VCO-based quantizers is the
harmonic distortion introduced by the VCO tuning characteristic. This distortion can
be reduced by means of negative feedback if, for example, the quantizer is used in a
�� modulator, as shown in Fig. 3.48 [228, 231]. In particular, a CT �� modulator is
discussed in [231]. If the barrel-shifter thermometric M-bit output of the quantizer is
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Figure 3.47 The outputs of an 11-unit VCO-based quantizer over six consecutive samples and
their barrel-shifter feature [231]. C© 2008 IEEE.
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Figure 3.48 A continuous-time �� using the VCO-based quantizer.

directly used to drive the M individual, nominally identical, current-steering cells of
the fully thermometric feedback DAC, then dynamic element matching (DEM)16 has
implicitly been introduced to scramble the mismatches in the M units of the DAC without
requiring additional hardware, power, or delay. Furthermore, the VCO-based quantizer
effectively increases the order of the noise shaping by 1, in addition to what is provided
by the loop filter H (s) thanks to its intrinsic NTF(z) = 1 − z−1. The linearity of the
VCO tuning characteristic is enhanced by the feedback action and, in particular, by the
gain of the loop filter H (s) placed in front of it. A 0.13 μm CMOS prototype discussed
in [231] demonstrated a measured performance of SNR = 86 dB and SNDR = 72 dB
with a 10 MHz signal bandwidth, clocked at 950 MHz, consuming 40 mW at a 1.2 V
supply, using a ring-oscillator with M = 31 VCDU cells and a second-order H (s) (hence
achieving overall a third-order noise shaping thanks to the additional zero in the VCO’s
NTF).

Let us note that for both of the VCO-based quantizers of Figs. 3.44 and 3.46, on quan-
tizing the oscillation edges within the sampling period Ts, frequency is what is actually
quantized. Again, there is a nonlinear relation between the frequency of oscillation of
the VCO and its control voltage Vc, while the relation between the VCO’s phase and
the control voltage Vc is considerably more linear [236]. A further improvement on the
design reported in [231] deriving from this observation has been described in [236]. The
CT �� TDC 0.13 μm CMOS prototype with VCO-based quantizer reported in [236]
demonstrated a measured performance of SNR = 81.2 dB and SNDR = 78.1 dB with a
20 MHz signal bandwidth, clocked at 900 MHz, consuming 87 mW at a 1.5 V supply.

16 In fact, specifically, this is identical to data-weighted averaging (DWA) [195].
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Another approach by which to tackle the linearity issue of VCO-based quantizers has
been reported in [235]. This uses a combination of techniques, including digital back-
ground correction of the VCO nonlinearity and self-canceling dither. In this approach the
VCO-based quantizer is again treated as an open-loop TDC. A simplified block diagram
of the architecture described in [235] is depicted in Fig. 3.49. Four VCO quantizer paths
are visible. Each of them is composed by a fully differential 15-unit ring-oscillator made
of current-controlled delay units (ICDUs), followed by a phase decoder, an (implicit)
differentiator 1 − z−1, and a nonlinearity correction (NLC) block. In the following we
will refer to the current-controlled ring-oscillator as the ICRO.

Although the ICRO is fully differential, as previously discussed, its nonlinearity con-
tains significant even-order distortion terms. Therefore, by using a second, nominally
identical, path so that the two paths combined work in pseudo-differential fashion, the
difference output has a dramatically lower (limited by path matching) even-order distor-
tion and a net 3 dB improvement in SNR (the difference signals have twice the amplitude
and hence 6 dB more power than in a single path, and the combined uncorrelated noise
adds quadratically and hence has 3 dB more power than in a single path; overall the SNR
improved by 6 dB signal minus 3 dB noise, hence there is a 3 dB net improvement).

Dither is differentially injected into the control inputs of the two ring-oscillators
using a current-steering DAC and helps to improve the linearity of the combined two-
path structure at the expense of some signal range. To cancel out the dither from the
output signal, a second pair of pseudo-differential ICRO quantizer paths is needed. This
second pseudo-differential path is fed with the same differential input and an opposite
differential dither so that when the two difference outputs are added together the dither
is canceled out (to the extent of the channels’ matching), while the net differential signal
amplitude doubles again (once again, another 3 dB SNR improvement is expected in
principle).
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Note that, compared with a single non-differential path, the four signal paths consume
four times the power (6 dB increase) and circuit area. However, they result in a net
3 dB + 3 dB = 6 dB SNR improvement. Considering the thermal FOM2 of Eq. (2.11)
or the FOM3 of Eq. (2.12), a 1 dB increase in power consumption is expected for a 1 dB
increase in dynamic range. Hence, to the extent that the SNDR is noise-limited, the use
of multiple paths does not impact the FOM2/3 [235].

The matching of the pairs of paths constituting the pseudo-differential path is not
sufficient to cancel out the harmonic distortion to better than an SFDR of the order
of 60–65 dBc [235]. That is one of the reasons behind the NLC block: the nonlinear
tuning characteristic of the ICRO has been modeled and has been corrected by the
look-up-table-based NLC block. The coefficients for this correction are determined in
the background using yet another replica of one of the quantizer paths. This replica is
fed with three two-level, independent, zero-mean, pseudo-random sequences used to
determine the correction coefficients, and the latter are then applied to the NLC. The
coefficients are periodically updated every 228/ fs seconds. The replica is also used to
calibrate the center frequency of the tuning range of the ICROs.

A 65 nm CMOS prototype was reported in [235]. It had a measured performance of
SNR = 70 dB, SNDR = 67 dB with an 18 MHz signal bandwidth, clocked at 1152 MHz,
consuming 17 mW. An attractive aspect of this architecture is that it is all digital, except
for the voltage-to-current converters used to drive the VCOs.17

3.2.4 Digitally assisted analog techniques

As discussed in Section 1.2, the relentless march toward finer-scale CMOS technologies
is proving to be both challenging and full of opportunities for analog and mixed-signal
designers [239]. Not only do the cost, availability, and speed of digital gates improve
on going from one CMOS node to the next finer one, but also the energy efficiency for
a given logic function has been significantly improving. For example, it has been noted
in [82] that a two-input NAND gate dissipates roughly 1.3 pJ per logic operation in a
0.5 μm CMOS process while the same gate dissipates only 4.5 fJ in a more recent 90 nm
process. That is approximately a 300-fold improvement in only 10 years. Although ADCs
too have become increasingly efficient (as will be discussed in Section 5.1), these and
other analog and mixed-signal devices have certainly not seen such a dramatic energy
improvement: a mere ∼32-fold improvement in energy efficiency has been assessed over
the same decade [82].

Therefore, in order for converters to evolve and thrive (almost in a Darwinian sense
of the term) in this changing environment, the question of whether these devices should
take full advantage of what digital technology can offer forcefully leads even the most
conservative and recalcitrant analog designers to an inevitable positive answer [239].

Indeed, there are various degrees and different ways in which one may want to make
use of this evolution, and a few such approaches have been explored in this chapter.

17 And for the DACs used to inject the dither, although it should be said that these DACs do not need to be
high-performance converters.
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(a)

(b)

(c)

Figure 3.50 Differential amplifiers: (a) a generic fully differential amplifier; (b) a traditional
two-stage amplifier capable of a DC gain greater than 100 dB in a standard 0.35 μm CMOS
process; and (c) a resistively loaded differential pair designed for a DC gain of 8 [240].

The techniques briefly discussed in this section originate from the broad philosophy
of designing analog circuits knowingly lacking the required precision for the target
performance specification because the resulting inadequacies are compensated for using
digital processing.

Let us consider an example to fix the ideas. Let us consider the multi-bit front
MDAC stage of a 14 b pipelined ADC. That is specified to have an op-amp with an
open-loop DC gain in excess of 100 dB so that the closed-loop gain accuracy of this
switched capacitor stage is met for 14 b [241] (see Fig. 3.50(a)). Achieving such a high
open-loop DC gain with a very low supply (think less than 1.5 V) and low transistor
intrinsic gain gm/gds (think less than 15) while, at the same time, using no more than
two cascaded stages for wide closed-loop bandwidth and stability (such as that shown
in Fig. 3.50(b)) is certainly non-trivial. But these are realistic conditions in 90 nm and
beyond.

So, the alternate approach proposed in [240] is to modify this MDAC stage to use a
very simple open-loop amplifier (a resistively loaded differential pair such as the one
shown in Fig. 3.50(c), in this specific example) designed to realize the closed-loop gain
of the residue MDAC stage (8 in this specific example). Such an amplifier is much more
amenable to a lower supply and, due to its simpler topology and open-loop configuration,
is also potentially much faster than the previous one. On the other hand, since the new
amplifier is used in open-loop configuration, a lot of the crucial benefits of feedback
circuits are lost and need to be dealt with. Specifically, the new circuit is much more
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sensitive to PVT variations, both in terms of the nominal values of its key design
parameters (gain, bandwidth, biasing, etc.) and in terms of how these vary during the
normal operation of the circuit. Moreover, it is considerably nonlinear.

That is where digital resources come to the rescue. The idea is that by carefully
modeling the non-idealities introduced by this more CMOS scalable architecture one
can correct for the analog inadequacies by properly digitally processing the con-
verted output of the ADC. In other words, by digitally calibrating for the gain, off-
sets, and, more importantly, harmonic distortion introduced by the new op-amp, it
is possible to digitally post-process the converted data and recover from the analog
nonlinearities.

In this specific example, the amplifier of Fig. 3.50(c) was carefully designed to have
a predominantly cubic distortion while having negligible second and fifth harmonics.
That was carefully modeled, and a cancelation algorithm that relies on signal statistics
(a least-mean-square-, LMS-, based calibration) to measure the distortion coefficients
then digitally corrects for the nonlinearity. It should also be said that in order to obtain
sufficient accuracy for the measurement of errors and subsequent digital calibration
two more bits of resolution are required on the output of the ADC. Two additional
(LSB) bits are then added to the nominal output bits and used to achieve this required
higher internal resolution. The power penalty for this addition is, however, fairly minor
since these redundant comparators make only a small contribution to the overall ADC
power.

Some possible misunderstandings should be avoided from the outset. The criticality
of the work of the analog designer is not diminished by the fact that some coarse circuitry
has replaced a more traditional “precision” approach. On the contrary, it is crucial that
the analog designer does the following.

� The designer must carefully choose the proper “scaling-friendly” structure (e.g. a
resistively loaded differential pair in the above example).

� The designer must model carefully the overall circuit with the simpler active cir-
cuitry embedded in it; for example, what is the proper mathematical representation
of the new stage? What needs to be accounted for and how does it play? Is it pri-
marily a static cancelation that is required or do dynamic effects play a significant
role?

� The designer has to minimize the number and the type of non-idealities that result
from this choice. For example, the same architecture as above would lead to a strong
second- and fifth-order distortion for a lower overdrive voltage of the differential pair
transistors, making the digital cancelation of these additional terms a new challenge
and leading to higher complexity.

� The designer must find a way to effectively detect the errors and correct for them. For
example, is a test signal required for extracting the errors from the digitized output
or can the input signal itself be used to detect them? Will the detection converge to
the identified error coefficient quickly enough or does it require observing over very
long time series while the parameters to be corrected have already changed enough
without having been compensated for? Will the detection and correction hardware
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require more power and area than what was originally aimed to be saved by doing
away with the precision analog circuitry? Can the errors actually be detected in the
first place or do they become indistinguishable from others, or do they experience
further irreversible distortion before they can be detected?18

In other words, while “scaling-unfriendly” precision circuits might be replaceable
with other type of circuitry, the need for deeply knowledgeable analog designers is
even more critical when this path is taken. To get a sense of the potential efficiency
improvement, a direct comparison has been reported in [240], where, for the above-
cited example consisting of replacing the first stage of a 14 b 75 MSPS pipelined
ADC with a modified one using an open-loop Gm R amplifier, the corresponding power
consumption was reduced by approximately 60%–70%. Indeed, the effectiveness of this
approach is expected to become particularly more compelling in deeper scaled CMOS
technologies.

This example, as previously mentioned, was presented primarily to better explain
the key concepts. Namely, accepting that analog, mixed-signal, and RF circuits face a
number of shortcomings when designed for fine-line CMOS processes, the availability
and efficiency of digital processing can be exploited to correct errors and “assist” (hence
the name) in addressing them [242].

Such a concept has actually been more or less “conscious” in its essence for a long
time. For example �� ADCs [81, 82, 175, 243] could be considered a precursor of this
idea in the sense that, for instance, large oversampling is a way to exploit the intrinsic
high speed of a CMOS technology to obtain higher accuracy (mainly lower noise) in a
narrow analog bandwidth. Also, dynamic element matching (DEM) is yet again a way
to leverage digital processing and oversampling to improve the linearity of the DACs
even without measuring it. Despite the further addition of digital decimation filters,
overall, such architectures are among the most accurate and power-efficient when speed
requirements can be met [81].

Also, the general concept of intentionally designing smaller and faster analog circuits
and then digitally calibrating/correcting the resulting linearity errors originating from
component mismatch or the parameter sensitivity originating from PVT variations has
been pointed out in numerous contexts as an enabling capability of calibration [73, 98,
99, 100, 101, 129, 244, 245, 246, 247, 248].

An interesting recent evolution of this concept is associated with adaptive and recon-
figurable ADCs [249]. The latter are converters that can be digitally controlled to vary the
performance or the interconnection of some of their building blocks, therefore changing
their overall conversion specifications in response to different “modes of operation.” For
example, in a unique wireless system that is meant to be used for different communication
standards (e.g. WLAN, DVB, UMTS, Bluetooth, . . . ) an ADC can be “programmed” to
have, say, one mode of operation with a higher dynamic range and narrower signal band
and another mode of operation with a lower dynamic range and broader band [250]. In

18 In mathematical terms, if a nonlinear distortion y = f (x) is what one wants to reverse for, does x = f −1(y)
exist or, at least, does it exist for the narrow operating range of x and y?
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doing so, the operating conditions and power consumption of the ADC are optimized for
the intended mode of operation. The idea can, in fact, be further developed if, for exam-
ple, the spectrum of the input signal is being sensed and the converter is automatically
reconfigured for optimal performance [251]. Another interesting approach, still in the
context of communication systems, was proposed in [252], where the pilot tones of an
OFDM system (normally used for communication-channel equalization) were exploited
to extract mismatch information on the ADC (taking advantage also of the existing
FFT block in the back-end communication processor), and the latter was then calibrated
and operated optimally in the communication system. That is an example of a digitally
assisted analog system. But it is also an example of a more synergistic approach whereby
the ADC is not looked upon as a universe on its own, but rather as part of a more complex
system where DSP resources can be available to digitally enhance various other parts of
the analog sub-system.

3.3 Hybrid ADCs

Various ADC architectures have been discussed throughout this chapter and their similar-
ities have been highlighted where appropriate. But hybrid ADCs are those architectures
that result from the combination of multiple others: a converter that is a mix of a ��

and a pipelined ADC [253], or another that is a mix of an SAR and a pipelined ADC
[166], or one that implements the binary search principle of an SAR ADC as part of a
two-step converter [165], and so on.

Hybrid architectures are often the result of the designer’s intent to combine the
strengths of different types of ADCs and actually create an architecture that, at least for
a given set of specifications, is overall better than any one of its components.

For instance, �� ADCs tend to be more suitable for higher resolution and lower signal
band than pipelined ADCs (which, in turn, are well suited to wideband inputs but are
usually a better fit to moderate resolution). Combining a �� front end with a pipelined
ADC back end was the triggering idea for the 16 b cascaded (MASH) hybrid ADC
discussed in [253] to obtain high resolution (89 dB SNR) and high speed (1.25 MHz
input bandwidth) (respectably so even after 15 years) without requiring calibration.

The block diagram of this cascaded (MASH) converter is shown in Fig. 3.51. Here a
first k-bit �� modulator is cascaded with a high-resolution m-bit second stage. This is
similar to a Leslie–Singh [81] architecture where only some of the quantizer bits are fed
back to the input of the modulator. The second-stage ADC provides m-bits at the same
rate as the �� modulator’s quantizer. In this structure, since the m-bit quantizer is not
closed in a loop, any associated latency is unimportant. The D-cycle delay z−D is used
to equalize the �� modulator output with the m-bit quantizer output which is, in fact,
implemented using a pipelined ADC (hence having latency).

A more detailed block diagram of this 16 b hybrid ��-pipelined ADC is shown in
Fig. 3.52. In this diagram the �� modulator and the pipelined ADC are much more
explicitly visible on the left- and right-hand side of the diagram, respectively. The
first stage of the pipelined ADC is, in fact, directly used by the �� modulator as a
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Figure 3.51 A cascaded (MASH) �� ADC composed of a first �� k-bit stage and a second m-bit
quantizer stage. The output bits are combined and decimated, leading to the digital output [253].
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Figure 3.52 A more detailed block diagram of the hybrid 16 b ��-pipelined ADC [253]. The
second-order multi-bit �� modulator is clearly visible on the left-hand side and its 5 b quantizer
is shared with the sub-ADC of the first residue stage of the pipelined ADC. The pipelined ADC
can be seen on the right-hand side of this block diagram and is composed of a first 5 b stage, two
subsequent 3 b stages, and a final 4 b flash ADC. Each stage has one redundant bit for digital
error correction [253]. C© 1997 IEEE.

quantizer as well as being part of the first residue stage of the pipelined ADC. The
�� modulator is a traditional second-order loop with a 5 b quantizer. The linearity
of the two feedback DACs is improved using DEM. In order to have a wideband
input, the oversampling ratio of the modulator is rather low19 (8×). Hence the input
band is BW = fs/(2 · OSR) = 20 MHz/(2 · 8) = 1.25 MHz. The pipelined ADC is a

19 The sampling rate is limited by the speed of the process, hence the need to resort to a multi-bit loop in the
modulator and, overall, to a cascaded architecture.
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Figure 3.53 A 3 b CABS ADC. There is a layer for each of the n bits to resolve and only one
comparator per layer is triggered (turned on), while all others are “dormant.” The sampled input
signal V̂in drives the binary search algorithm in an asynchronous domino-style cascade [165].
C© 2008 IEEE.

four-stage 12 b 20 MHz ADC, where each multi-bit stage has one redundant bit, for
digital correction. Second-order digital differentiation of the LSBs, which is provided
in the LSB differentiator block, emulates the filtering of the flash quantization noise in
the second-order modulator loop [253].

The careful selection of the architecture and its parameters in this hybrid provides
its performance: a 12 b pipelined ADC does not require calibration, the combination
of a MASH structure and a multi-bit loop in the front-end �� allows the use of a
limited OSR. Overall the converter has 16 b resolution and achieves 89 dB SNR in a
bandwidth of 1.25 MHz. It consumed 550 mW and was implemented on a 0.6 μm CMOS
technology with dual 5AVdd and 3DVdd supplies.20

A more subtle form of hybrid ADC was reported in [165]. This architecture, called
“comparator-based asynchronous binary search” (CABS), can be thought of as a hybrid
of a flash ADC and an SAR ADC. The CABS architecture is depicted in Fig. 3.53.

All the comparators in the CABS of Fig. 3.53 have a built-in reference voltage against
which they compare its input. That is, for example, the calibrated dynamic comparator
discussed in Section 3.1.2 and shown in Fig. 3.7.

In this ADC the sampled input V̂in is simultaneously applied to all the 2n − 1 com-
parators, just like in a flash ADC. However, unlike in a flash ADC, where all 2n − 1
comparators are simultaneously operating and digitizing the input, in this architecture
only n comparators are turned on. Therefore a CABS ADC has a greater energy efficiency
than that of a flash ADC.

20 These last few numbers should be put into context by comparison with the standards of performance of
1997!
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The principle of operation of the CABS architecture, in turn, is essentially the same
as that of an SAR ADC, namely the sampled input V̂in drives a chain of decisions based
on a binary search algorithm that ultimately finds the range (the quantum) within which
V̂in lies. As the search progresses, just like in an SAR ADC, the binary representation of
V̂in is determined bit by bit, beginning from the MSB and progressing toward the LSB.

An example will clarify the operation of CABS. Let us assume V̂in = 0.3 V. Initially
all comparators are turned off and all their outputs are zero. At the rising edge of the
clock the first comparator on the left-hand side is activated. This compares the input
V̂in with its built-in reference of 0 V and determines the MSB d2. If the input is larger
than the reference (V̂in > 0 V) then d2 = 1 and the upper comparator of the next layer is
activated. Conversely d2 = 0 and the lower comparator of the next layer is triggered. In
this example, the former case is true and the upper comparator of the next layer compares
V̂in with its own built-in reference of 1/2 V. The behavior of this step is the same as
that of the previous one. Namely, since V̂in = 0.3 V < 1/2 V, d1 = 0 and the lower
comparator of the next layer is triggered. Finally, since V̂in = 0.3 V > 1/4 V, d0 = 1
and the conversion is over. The falling edge of the clock turns all comparators off again
to a “dormant” state, until the next conversion.

Note that only n = 3 comparators were activated. Each comparator triggered the next
one asynchronously like tiles in a domino chain. CABS has also been referred to as
a “binary search” ADC elsewhere in this book. It is also important to remark that,
unlike with a traditional SAR ADC, there is no need for a controller directing the binary
search or for an internal high-frequency clock generator timing the operation. All of
the circuitry used is purely dynamic (see Section 3.1.2 on dynamic ADCs) and so this
converter is extremely power-efficient. However, as in flash ADCs, the physical size of
the converter grows exponentially with the number of bits.

Another hybrid was proposed in the same paper [165]. That too is similar in principle
to an SAR ADC or to a two-step converter. A 2 b ADC case is depicted in Fig. 3.54 to
illustrate its operation. This time all of the comparators have a built-in reference equal to
zero. The sampled input is fed to the summing node and initially both comparators are off
and with their outputs at zero. Therefore the two 1-bit DACs have zero output as well and
Vq = V̂in. Let us again assume V̂in = 0.3 V. The rising edge of the clock triggers the first
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comparator, which senses Vq = V̂ in = 0.3 V. That is greater than its built-in reference
(Vq > 0 V) and hence it sets d1 = 1 and turns on the first DAC. The DAC subtracts 1/2 V
from the input at the summing node and Vq changes to Vq = 0.3 − 1/2 = −0.2 V. The
first comparator is now locked, so it does not change state any more (until it is re-set),
but its output also goes through the OR gate and the delay τ . So after τ seconds the
second comparator is triggered. τ is chosen to be long enough for the first DAC and
Vq to settle. So the second comparator now sees Vq = −0.2 V (the residue of the prior
operation) and compares it with its built-in reference (zero). Since Vq = −0.2 V < 0 V,
the output of this second comparator is opposite to that of the previous one and it
sets d1 = 0. The second DAC is not activated and its output stays at zero. A similar
OR gate and delay τ could trigger another such stage and continue resolving more
bits.

This architecture operates an asynchronous binary search similarly to an SAR ADC
(or a pipelined ADC, for what matters), has only n comparators, and does not require
a controller to direct its operation. However, unlike the CABS architecture, it does not
grow exponentially in complexity with the number of bits n.

A hybrid of these two hybrids was then presented in the same paper [165] by replacing
the second comparator of the architecture of Fig. 3.54 with a 6 b version of the CABS
ADC of Fig. 3.53. This interesting two-step hybrid has then a 1 b coarse first step and
a 6 b fine second step and resolves 7 b with 1 + (2n − 1) = 1 + (26 − 1) = 26 = 64
dynamic comparators (as opposed to the 127 comparators that would be required if a 7 b
flash ADC were used). A 7-bit implementation of this hybrid ADC in a 90 nm digital
CMOS process with a 1 V supply was reported to achieve 40 dB SNDR at 150 MS/s,
consuming 133 μW [165].

The same authors also proposed other similar hybrids in [254] and [255]. In [254]
a new type of folding stage is placed in front of a flash ADC built using the dynamic
comparators with built-in reference of Fig. 3.7. The folding stage resolves the MSB,
effectively halves the input range by folding it onto its middle, and then resolves the
remaining bits using the flash ADC.

In [255] the same folding stage is placed in front of a 3 b binary search ADC just like
that of Fig. 3.53, and the latter is followed by a 2 b flash ADC that uses the dynamic
comparators with built-in reference of Fig. 3.7. The resulting hybrid ADC has a resolution
of 1(folding) + 3(CABS) + 2(flash) = 6 b. Then four of these hybrid converters are time-
interleaved. A 6 b 2.2 GSPS prototype of this ADC was implemented in a 40 nm digital
CMOS with a 1.1 V supply and had a low-frequency SNDR of 31.6 dB, consuming
2.6 mW [255].

The last example of a hybrid ADC covered in this section is a two-stage pipelined ADC
where each stage is a multi-bit SAR ADC [166]. The aim of this high-resolution (18 b)
high-speed (12.5 MSPS) hybrid is to conjugate the high accuracy and energy efficiency
of SAR ADCs with the higher conversion speed and the ability to relax the sub-ADC’s
accuracy of pipelined ADCs. Furthermore, in order to speed up the conversion rate of
the sub-SAR ADCs, multi-bit SARs resolving 2 b per conversion iteration are used.

The block diagram of this hybrid ADC is shown in Fig. 3.55. Although the archi-
tecture of the two sub-SAR ADCs is slightly different, as will be shown in the
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Figure 3.55 An 18 b 12.5 MSPS hybrid pipeline/SAR ADC [166]. C© 2010 IEEE.

following, sub-SAR1 samples the input Vin and resolves 10 b by performing five succes-
sive approximation iterations, each one of which resolves 2 b per cycle. These are the
nine most significant bits, plus one redundant bit to be used for error correction. The
converter sub-SAR1 also couples with a residue amplifier (RA) synthesizing the con-
version residue V̂res (V̂res = V̂in − Ṽin, where Ṽin is the quantized analog representation
of V̂in), and this residue is fed to the second converter, sub-SAR2, which quantizes it,
completing the conversion by resolving nine more bits (with one bit of overlap across
the RA output) over two successive approximation cycles, each one returning 5 bits.

To correct for capacitor mismatch in the DACs, the outputs of sub-SAR1 and sub-
SAR2 are digitally corrected during the conversion (see the block “bit alignment and
calibration” in the lower right corner of Fig. 3.55). The error-correction coefficients
are determined at final factory test and stored in a non-volatile memory. The same “bit
alignment and calibration” block also performs the combination of coarse and fine bits
to provide the final conversion result.

In more detail, sub-SAR1 is composed of four SAR ADCs, each one of which has
a capacitive DAC (CDAC). Each CDAC samples Vin and then presents its comparator
with V̂in − Vrefk , where Vrefk (k = 1, 2, 3, 4) is the reference voltage corresponding to
the successive approximation algorithm. The references Vrefk are evenly spaced between
each SAR so that the four comparators sense four levels and, combined together, actually
behave as a four-level flash ADC: three levels suffice to resolve 2 b; the fourth level is

http://dx.doi.org/10.1017/CBO9780511794292.004
Cambridge Books Online © Cambridge University Press, 2012



3.3 Hybrid ADCs 107

redundant and allows digital error correction.21 All the results from the four comparators
are fed to the four SAR controllers and used to set the CDACs for the next approximation
iteration. The converter sub-SAR1 then works as a multi-bit SAR resolving 2 b per cycle
(with redundancy) in five approximation iterations and hence, in the end, returns 10 b
that are the nine MSBs plus one redundant bit.

At the end of the fifth iteration, the CDACs are reconfigured to all have the same
output, which corresponds to the residue of the conversion and, by charge transfer
(the four switches shown next to the four SAR comparators close) into the feedback
capacitor of the residue amplifier (RA), depicted in the center of Fig. 3.55, the residue
is amplified22 by 42.66 and fed to sub-SAR2 to be further quantized. Also, when this
coarse conversion phase has been completed, sub-SAR1 is ready to sample and quantize
the next input; that happens while sub-SAR2 quantizes the residue.

Converter sub-SAR2, shown on the right-hand side of Fig. 3.55, does not need to
perform a residue amplification, hence it can have a much simpler architecture. It is
still a multi-bit SAR that compares its input against a four-level ADC (a flash ADC
with autozeroed comparators). Again, that is 2 b plus one more redundant level for
error correction. In sub-SAR2 the SHA function is implemented by the RA while the
SAR DAC merely synthesizes the quantized approximation of the input. The flash ADC
reference is provided by a separate reference DAC, which also scales the flash ADC’s
range during the conversion process to account for the resolution of multiple bits per
approximation cycle.

Another function of the SAR DAC is to inject dither into the conversion. The dither is
used to improve the differential linearity (DNL) of sub-SAR2 and it is digitally subtracted
from the output as shown on the summation block depicted on the lower right-hand side
of Fig. 3.55. The result of the fine conversion from sub-SAR2 and that of the coarse
conversion from sub-SAR1 are combined by the digital encoder on the bottom left of
Fig. 3.55, which also takes care of performing the digital error correction. As sub-SAR2
completes its digitizing function, sub-SAR1 is ready to provide the next residue and
coarse-conversion result.

An 18 b 12.5 MSPS prototype implemented in a 0.25 μm CMOS process achieving
93 dB SNR for a 50 kHz input tone and consuming 105 mW is reported in [166]. A
converter with these specifications finds application in digital X-ray systems, where it is
actually switched between different digitization channels. Similar dynamic performance
could be achieved by traditional SAR ADCs, but these have a much longer conversion
time due to the many approximation iterations required. Similarly, traditional �� ADCs
can also have excellent dynamic performance, but the transient response associated

21 The fourth redundant level is actually not used during the first SAR cycle; however, that’s a detail.
22 The choice of this gain accounts for the redundancy/range scaling as well as the practicality of capacitor

ratios. Also, the RA is autozeroed to reduce offset and 1/ f noise while its gain is factory trimmed. Just like
in traditional pipelined ADCs on gaining up the residue, the offsets of the comparators in the following
stage now relate to a magnified residue; therefore, by comparison, they are equivalent to much smaller
offsets when reported to the RA’s input. Specifically, these offsets have been equivalently gained down by
the amount of the residue amplification: a factor of 42.66.
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Figure 3.56 (a) A generic n-bit M-channel TI ADC with sample rate fs (each sub-ADC samples
at fs/M) [258]. C© 2001 IEEE. (b) The spectrum of a sine-wave input (on the right-hand side)
and the resulting spectrum of the TI ADC output in the presence of channel mismatches (in this
example, M = 4). Adapted from [261].

with the modulator and the decimation filters is too long to allow acceptable channel
switching rates [166].

3.4 Time-interleaving

Time-interleaved ADCs (TI ADCs) have been known for decades [256], and have
allowed digitization of signals with extremely high sample rates, medium to low dynamic
performance, and reasonable power consumption given the resulting speed. For example,
in [116] a large (80 ADC channels!) single-chip TI ADC array implements an 8 b
20 GSPS ADC in a 0.18 μm CMOS process consuming overall about 9 W (ADC buffer
not included) and performing at 6.5 ENOB with 500 MHz input and 4.6 ENOB with
6 GHz input. Also, in [162], eight channels are interleaved in a single-chip TI ADC
implementing a 6 b 600 MSPS ADC in a 90 nm CMOS process consuming 10 mW
and performing at 5.2 ENOB with 100 MHz input and 3.8 ENOB with 329 MHz input.
In a more recent example, a 48-channel 10 b 2.6 GSPS TI ADC on a 65 nm CMOS
process consumes 480 mW for a 7.76 ENOB performance up to the Nyquist frequency
[257].

A generic block diagram of an M-channel TI ADC is shown in Fig. 3.56. Each of
the M sub-ADCs (channels) samples and converts at 1/M of the total sample rate fs,
digitizing n bits. The sampling occurs in repetitive sequence every Ts = 1/ fs seconds:
ADC1 samples Vin(t0) first, then, Ts seconds later, ADC2 samples Vin(t0 + Ts), then
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ADC3 samples Vin(t0 + 2Ts), etc. Finally, ADCM samples Vin(t0 + (M − 1)Ts) and the
cycle repeats when ADC1 samples Vin(t0 + M · Ts) and so on. The M n-bit outputs are
time de-multiplexed so that an n-bit sequence Dout at sample rate fs is recovered in
the correct sampling order.

A very appealing aspect of TI ADCs is that, in principle, the sample rate fs increases
linearly with the number of channels M , as do the power consumption and area. Con-
versely, using a single ADC, for example a pipelined ADC, generally the sample rate is
increased by increasing the transconductance Gm of the amplifiers so that they can settle
faster to the required accuracy. Unfortunately, increasing the bias current to increase
the transconductance reaches a point of diminishing returns due to the nonlinear law
relating Gm and the bias current. Moreover, as device sizes grow, so do their parasitics.
Ultimately, for a given process technology, pumping more current into the amplifiers
first becomes expensive in power and area and eventually simply stops bringing any
further speed advantage.

Because of this linear relation between fs and M and the power and area of the TI
ADC, researchers have recently found the combination of interleaving and SAR ADCs
particularly powerful, the reason being that SAR ADCs require relatively small area and
are very power-efficient. Although these are not the fastest architectures, interleaving
a large number of them can lead to high sample rates with excellent energy efficiency
[159, 162, 163, 257].

Unfortunately, the biggest challenge with interleaving, and the reason why this
approach hasn’t spread out in a viral way, is that dynamic performance is severely
limited by channel mismatches. Mismatches between the sub-ADCs affect the different
quantized outputs Ṽin(t0), Ṽin(t0 + Ts), . . . , Ṽin(t0 + (M − 1)Ts) and so on consistently
with the mismatched characteristics of the channels. So, when these digitized outputs
are recombined to produce Dout, the input digitized series has been convolved with the
mismatched channel characteristics in a cyclic fashion. Specifically, the main channel-
to-channel mismatches playing a role are the following.

� The sub-ADC offset error mismatch: each sub-ADC ADC j has its own offset offset j ,
and it adds that to the samples it digitizes. Therefore an M periodic sequence offset j ,
j = 1, 2, . . . with period equal to M/ fs is superimposed on the digitized signal and
shows up as tones at fo = k · fs/M , for k = 0, 1, 2, . . . , with power that depends on
the amount of offset mismatch only.

� The sub-ADC gain error mismatch: each sub-ADC ADC j introduces its own small
gain (frequency-independent) error, slightly changing the magnitude of the digitized
output. Owing to the repetitive input time-multiplexing scheme, these fixed errors
repeat themselves in a cyclic fashion and therefore the effect of that is equivalent to
applying amplitude modulation with an M periodic sequence to the input signal series
Ṽin. This introduces spurs with power that depends on the input signal amplitude and
on the amount of gain error mismatch, placed at frequencies

fg = ± fin + k

M
fs, k = 1, 2, . . . (3.30)
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� The sub-ADC timing skew error mismatch: similarly to the gain error mismatch,
a sampling-time skew mismatch between the sub-ADCs results in an M periodic
aperture sampling error in the input signal sequence. In this case, then, the effect is
analogous to phase modulating (instead of amplitude modulating) the input signal
with the cyclic timing skew error sequence. This time the power of the resulting
spurs depends on the amount of timing skew mismatch, but also on the input signal
frequency (unlike the gain error mismatch). The frequency location of these spurs is
the same as that of the tones introduced by the gain error mismatch, namely

fg = ± fin + k

M
fs, k = 1, 2, . . . (3.31)

However, again, the power of these spurs increases with the input signal frequency
since, intuitively, the faster the input signal is the larger will be the error introduced
when the sampling time gets erroneously skewed.

� The sub-ADC bandwidth error mismatch: each sub-ADC’s SHA has a certain fre-
quency response. This frequency response has different gain and phase at differ-
ent input frequencies. Mismatches between these M frequency responses convolute,
again, with the digitized input sequence, leading to spurious tones at, again, the same
frequencies as the other spurs. Generally, the resulting spurious energy introduced
by the phase mismatches dominates over the contribution due to gain mismatches
for signals at frequencies lower than the bandwidth. Conversely, the effect of gain
mismatch dominates over phase mismatch for signal frequencies greater than the
bandwidth.

The important thing to understand is that the introduction of the “interleaving spurs”
results from the mismatch between these individual sub-ADC errors, not from the
absolute errors themselves. In principle, if the sub-ADCs have those errors (offset, gain
. . . ), but such errors do match one another in all channels, then there are no interleaving
spurs and only the accuracy shortcomings due to the individual channel errors are
present in the output Dout. Clearly, if the errors are minimized in absolute terms, their
mismatches are consequently smaller quantities, and therefore the spurs become smaller
accordingly.

For the simplest (and most common) case of a two-way interleaved ADC, considering
the first Nyquist band and a pure sinusoidal input Vin(t) = A cos(2π fint), the interleav-
ing spurs are those located at frequencies 0 and fs/2, due to offset mismatch, and the
one at fs/2 − fin for all other cited mismatches. The latter spur results from a combi-
nation of all of the effects discussed above. For this case, a formula combining offset,
gain, and timing mismatches for the resulting interleaved output has been published in
[259]:

Dout(kTs) = As cos(2π finkTs + θs)

+ An cos

[
2π

(
1

2
fs − fin

)
kTs + θn

]
+ OScm + cos(πk)OSdiff (3.32)
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where G = (G1 + G2)/2 is the average gain, OScm = (OS1 + OS2)/2 is the average
offset, OSdiff = (OS2 − OS1)/2 is the offset mismatch,

As = AG
√

cos2(π fin δt) + α2 sin2(π fin δt)

An = AG
√

α2 cos2(π fin δt) + sin2(π fin δt) (3.33)

θs = arctan(α tan(π fin δt))

θn = −arctan(α tan(π fin δt)/α)

with α = (G2 − G1)/(2G) the relative-gain mismatch and δt = δt2 − δt1 the timing-
skew mismatch.

The first tone in Eq. (3.32) is the intended input tone. The second tone is the inter-
leaving spur at fs/2 − fin resulting from the gain and timing mismatch. The remaining
terms are the spur at DC (i.e. OScm) and at fs/2 (i.e. cos(πk)OSdiff ) resulting from offset
mismatch only.

Note from Eq. (3.33) the interaction of gain and timing mismatch in the spur at
fs/2 − fin while there is no contribution from the offset in this term.

Indeed, that is the case assuming a pure sine signal. Harmonics will experience the
same fate as that of the pure tone. Namely, they will mix with the mismatches as
described above, and then lead to corresponding interleaving spurs with commensurate
power.

The interleaving spurs have been thoroughly analyzed with respect to their impact
on the dynamic performance of TI ADCs in tens of publications (e.g [258, 259, 260]
and the several publications cited therein). The interleaving spurs are minimized either
by calibrating for the above-cited mismatches [261, 262, 263] or by calibrating the
individual errors to the point that also the mismatches become negligible [73, 129].

Given the parametric sensitivity of the interleaving spurs alluded to above and the
fact that some of the effects of these mismatches interact with each other [260], it is
not always easy to measure, separate, and correct for them. On a scale of difficulty it
is possible to say that calibrating for offset mismatch is the easiest of all. There are
countless ways to cancel out offset in absolute terms [33, 34, 65, 261, 262]. Besides,
as mentioned above, this type of error does not depend on the input signal. The second
in terms of difficulty is the calibration of gain error mismatch [261, 262, 264, 265].
Although this also depends on the amplitude of the input signal, it does not depend on
its frequency.

The hardest effects to correct for are the timing skew mismatch and the bandwidth mis-
match. Digital filtering (emphasis) to counter the effect of analog bandlimiting/filtering
in each channel has been proposed to tackle bandwidth mismatch problems [263].
However, its implementation is far from being trivial. A common brute-force approach
consists of maximizing the input bandwidth of the SHAs by boosting the sampling
switches so that the bandlimiting effects are negligible at the frequencies of the input
signal. Timing skews are indeed quite problematic. The brute-force approach to deal
with this problem is to use a single SHA working at full sample rate fs and then feed in
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Figure 3.57 Time-interleaved passive sampling using a global clock φ. The falling edge
determines the actual sample time for each of the M TI sampling networks [74]. C© 2000 IEEE.

all the interleaved channels [266]. This approach is extremely challenging for the speed
at which the SHA needs to operate and, consequently, also power-hungry.

A digital calibration approach using interpolation to correct for the proper sampling
instants has been proposed in [267], and a mixed-signal approach has been proposed in
[268]. However, these approaches can be computationally challenging. Moreover, what
is particularly critical and challenging is the ability to properly measure the actual skews
with sufficient accuracy for them to be properly calibrated. Other ways to calibrate for
timing skews have relied on “blind” calibration [269, 270].

In cases where the TI ADC accuracy specifications allow it, timing skews are mini-
mized by design using careful circuit and layout design of the sampling clock distribution
network [73, 129, 265]. An alternate popular approach consists of gating the sampling
time for all channels using a single (master) clock [271, 272] as shown in Fig. 3.57.
Different variations of the same concept have been proposed, each one with its own
advantages and disadvantages [117, 163, 273, 274]. When the number of channels M
is large, a compromise between using a single SHA for all the channels and using M
interleaved SHAs is to do a “hierarchical” interleaving. This means dividing the inter-
leaved channels into groups and then using one SHA for each group while all the SHAs
are time-interleaved [257, 275]. Finally, another possibility is to use digitally adjustable
delays in the clock path [116, 276].

Analogously to DEM, randomizing the order of the channels to break the cyclic
pattern leading to the spurious tones and spreading the associated spurious power into
the noise floor has been proposed in different ways in [277, 278, 279, 280] to address
all of the mismatches discussed above.
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It should be noted that, although calibration and shuffling are effective ways to address
the above dynamic performance issues, these also come with additional overhead, namely
they add power and area to the consumption of the interleaved ADCs. Although digital
functionality and power scale very well in advanced fine-line CMOS processes, this
aspect should not be completely overlooked, especially when interleaving is sought for
energy-efficiency reasons.

To conclude this section, we briefly mention the extremely interesting idea introduced
in [163]. Rather than trying to calibrate for mismatches among the channels, the 36-
channel, 5 b, 250 MSPS ADC presented in [163] integrates many more channels than
it needs to interleave. This redundancy in the number of channels allows one to select
the 36 “best” channels, namely those with the tighter matching, to use for the resulting
TI ADC. Note that redundancy and calibration are somewhat complementary to the TI
ADC matching problem. Redundancy is effective when a very large number of channels
is considered since the same number of redundant channels gives greater improvement in
yield than in the case of few channels. However, for high resolution and a limited number
of sub-ADCs, calibration is preferable, especially since the associated overhead is minor
compared with the power and area of a high-dynamic-range ADC. So redundancy
works best for large arrays of medium-to-low-resolution sub-ADCs. Finally, note that
the selection of the “best channels” for the prototype in [163] was performed in the
foreground using off-chip software that assesses the individual performance of each of
the individual channels.

3.5 What about pipelined ADCs?

The presence of pipelined ADCs has been felt throughout this chapter. For example,
comparator-based/zero-crossing pipelined ADCs are discussed in Section 3.2.1, corre-
lated level-shifting pipelines are presented in Section 3.2.2, digitally assisted pipelines
are the topic of Section 3.2.4, hybrid pipelines are covered in Section 3.3, and time-
interleaved pipelines are discussed in Section 3.4. Explicit or implicit references to this
architecture have repeatedly been made. The fact is, the traditional pipelined ADC is
a fairly mature architecture that has seen considerable, continuous, and broad develop-
ment and expansion over the last 20 years. Today there is virtually no data-conversion
design organization, large or small, that hasn’t got traditional pipelined ADCs in its
arsenal.

From a purely architectural standpoint there haven’t been many major breakthroughs
for traditional pipelined ADCs in very recent years. Performance has primarily advanced
in terms of conversion efficiency (i.e. power consumption for a given SNDR) and sample
rate. Both have progressively improved thanks to a combination of design dexterity,
various circuit techniques (many of which have already been covered in the context of
other architectures), and advances in process technology and calibration. In fact, during
the last 5–10 years, major attention has been paid to the introduction and application of
several calibration techniques for all sorts of circuit impairments: capacitor mismatch,
finite op-amp gain, offsets, incomplete settling, memory effects etc. [48, 98, 99, 101,
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244, 245, 246, 247, 248, 281, 282, 283, 284, 285, 286]. As has previously been discussed,
both for other architectures and in a broader context, calibration is not only a way to
address manufacturing limitations and parameter spread, but, if applied carefully, also
can be exploited as a way to push performance. For example, mixed-signal designers
know all too well that, by ignoring PVT variations and mismatch, it is possible to design
circuits with minimal current consumption and minimal transistor sizes, and hence small
associated parasitics, that are thus able to operate at very high frequency. The problems,
so to say, arise quickly when the nominal design needs to be made robust. That is when
calibration can be introduced to counter all of the cited issues with, one hopes, minimal
additional loading on the signal path (hence preserving the speed and power optimization
designed under nominal conditions) and at the cost of peripheral overhead. A discussion
of calibration techniques for pipelined ADCs would require considerable space and is
beyond the scope of this book.

Another recent trend, driven by the desire to reduce power consumption, has been
associated with techniques aimed at removing an active sample-and-hold (SHA) stage
[69, 287, 288, 289, 290, 291]. That is motivated by the fact that in a typical pipelined
ADC the front-end SHA consumes about 20%–30% of the total ADC power and
often limits the linearity and dynamic range of the ADC. Moreover, removing the
SHA allows one to reduce the input sampling capacitor sizes due to the relaxed noise
budget.

The removal of the SHA was first presented for low-power operation in [287]. While
power consumption is reduced, there are two main drawbacks. First, for a given power
dissipation, speed is limited because one requires a short comparison phase between
the sampling and amplification phases of the first stage and an additional feedback
capacitor decreases the feedback factor. This issue can be relaxed by dividing the
sampling phase into two, using the second half of the divided phase for comparison
[290]. However, this division is not suitable for a high-speed, high-resolution ADC,
which demands high-linearity input sampling and a short sampling phase. Furthermore,
clock jitter performance worsens because the sampling clock signal has to propagate
through additional gates.

The second drawback is an aperture error caused by resistance/capacitance (RC) delay
mismatch between the input networks for the first multiplying digital-to-analog converter
(MDAC) and the flash ADC. This mismatch can introduce significant sampling errors,
especially, when high-frequency signals are applied to the ADC [287, 288]. Thus, the
input frequency can be limited by aperture error.

An approach that merges the SHA with the first MDAC by sharing on different phases
both the op-amp and some of the capacitors has been proposed in [291]. This allows one
to save both power and area with a technique that is a sort of extension of the well-known
“op-amp sharing” technique [292, 293].

A diagram of the pipelined ADC with the merged SHA and first residue/MDAC
stage (SMDAC) is shown in Fig. 3.58. A simplified schematic diagram of the SMDAC
is reported in Fig. 3.59. The circuit essentially operates in three phases: sample/
amplification (S/A), discharge (D) and hold phase (H). A sketch of the timing diagram
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Figure 3.60 Waveforms for the control phases driving the operation of the circuit in Fig. 3.60
[291]. C© 2008 IEEE.

for the corresponding digital control signals is reported in Fig. 3.60. A pictorial
description of the circuit operation is shown in Fig. 3.61. The circuit operates as follows.

1. During the S/A phase, the input is sampled on the sampling capacitor (Cs).
2. While the input sample is held on Cs, the op-amp and feedback capacitors (Cf s) are

re-set to an AC ground during the discharge phase.
3. Then, in the hold phase, the charge on Cs is transferred to the Cf s and the comparators

make a decision after the op-amp has entered the linear-settling region.

Capacitor sizes are carefully chosen to meet noise and matching requirements, and Cs is
set to 4Cf for a gain of 4. In the next S/A phase, Cs is charged to the next input sample,
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Figure 3.61 Operation of the merged SHA/MDAC circuit. (a) Sampling Vin at clock period k on
Cs while creating residue for the sampled data of clock period k − 1. The latched sub-ADC
drives the MDAC capacitors to the proper reference levels derived from the digitized Vin(k − 1).
(b) Holding Vin(k) in Cs while the MDAC capacitors are discharged. (c) The hold phase: Vin(k)
develops on the MDAC capacitors by charge transfer from Cs, and it is digitized by the sub-ADC
of that stage [291]. C© 2008 IEEE.

while the charge on the Cf s is directly used for the MDAC operation, that is, one of the
four capacitors Cf is connected to the op-amp output and the others are connected to
either ±Vref or 0, depending on the decision from the previous phase. The rest of the
pipelined stages work with a traditional two-phase non-overlapping clock.

Some important observations need to be made. First, the hold phase is about 30%
shorter than that of a conventional SHA because of the additional discharge phase.
However, since the SMDAC output is not sampled by the following stage during the hold
phase, the SMDAC op-amp does not see an explicit load from the sampling capacitors
during the subsequent stage. Thus, the total op-amp load in the hold phase is cut by
about 50% compared with that for the conventional SHA. This results in faster settling
without increasing power dissipation. The second important fact relates to the memory
effect. There is no memory effect for the hold operation because of the discharge phase.
However, since there is no re-set phase between the hold and S/A phases, the error voltage
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Figure 3.62 An alternate merged SHA/MDAC (SMDAC) scheme [69]. C© 2009 IEEE.

stored on the op-amp input parasitics during the hold phase can affect the SMDAC output
during the S/A phase. However, as analyzed and discussed in [291], this effect is actually
smaller than that of a conventional MDAC.

An alternate approach for merging the SHA and the first MDAC is discussed in [69],
and a simplified version of its circuit is shown in Fig. 3.62. Unlike the previous scheme,
the circuit of Fig. 3.62 uses the same set of capacitors Cs both for sampling the input
Vin during φ1 and to perform the MDAC function during φ2. Because of that, the charge
stored in these capacitors at the end of φ2 is a coarsely quantized (nonlinear) version of
Vin(k). So, when the following phase φ1 starts, the circuit driving the Css would have to
force the new input level Vin(k + 1) against this very nonlinear initial condition and, if it
does not fully settle before φ1p ends, then nonlinear distortion would be introduced. To
solve this issue an additional switch controlled by the narrow pulse φclear shortly clears
the charge stored in the capacitors Cs before the new input is sensed.

Another difference between this approach and the previous one is that the sub-ADC
(the flash ADC) in this scheme actually samples the input directly, while in the previous
scheme the flash was driven by the op-amp. Because of that, the flash ADC used in
Fig. 3.62 must be a “sampling flash architecture” to minimize the mismatch between
the signal sampled by the MDAC and the flash while quantizing high-frequency inputs
[69, 287, 288].

We’ll conclude this section with a brief mention of a very interesting architectural
innovation for pipelined ADCs that was presented recently in [294]. The advantages
of continuous-time �� ADCs versus discrete-time �� ADCs have been discussed in
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detail in Section 3.1.4 and include inherent anti-aliasing filtering, ease of drivability, and
different sampling jitter sensitivity among others. Similarly, [294] presents two different
pipelined ADC architectures with a continuous-time front stage that have features similar
to those of CT �� ADCs. In fact, the first stage of a pipelined ADC is being implemented
using a continuous-time circuit whose function is to synthesize the first residue and to
resolve the first nMSB most significant bits. This residue is subsequently fed to a traditional
switched capacitor pipelined ADC which samples it and completes the conversion in
the usual discrete-time fashion. Just like in CT �� ADCs, since the sampling does not
happen at the input of the ADC but rather after some CT gain stage, the input signal has
inherently been pre-filtered for aliasing,23 and, furthermore, the corresponding sampling
jitter sensitivity of this sampling is relaxed by the amount of this intermediate gain. On the
other hand, the jitter sensitivity can emerge in a different guise when the quantized input
is compared/subtracted with/from the continuous input signal to synthesize the residue.

A diagram depicting this architecture is shown in Fig. 3.63. On comparing its CT first
stage with a classic switched capacitor’s DT second stage it is possible to see that the
first stage is aiming to derive the first residue using CT circuitry. However, the cascade
of the sub-flash and DAC requires some time τ to produce the analog quantized input
V̂in which, subtracted from the continuous-value input Vin, creates the residue. In the
classic switch capacitor circuitry (e.g. the one for the second and following stages) this
issue is circumvented by the fact that the input Vin is sampled before its quantized V̂in

analog is synthesized and then subtracted from it to form the residue. Therefore both Vin

and V̂in correspond to the very same original voltage level and same time instant. In the
first stage of the structure of Fig. 3.63, instead, it takes at least τ to quantize Vin and then
synthesize V̂in. Therefore, in order to have the subtraction with the proper timing and

23 Although in CT ��s the oversampling dramatically facilitates the anti-alias filtering since it allows a
relaxed roll-off and allows sufficient frequency range to achieve significant attenuation at frequencies
approaching fs/2.
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proper voltage level, a prediction filter H (s) is introduced in front of the quantizer/DAC
block. The function of the prediction filter is to create an estimate of the input Vin at
a time τ seconds later, so that this signal, after subsequently having been delayed by τ

seconds by the quantizer/DAC block, ultimately results in the proper V̂in(t) when it is
used to create the residue.

Although the heralded advantages of a CT front end are certainly very attractive,
it is quite apparent from this discussion that the design of the prediction filter H (s)
requires one to make some assumptions and impose restrictions on the frequency con-
tent and allocation of the input signal. Furthermore, the predicted signal is, itself, an
approximation, which sets limits on the accuracy of the converter, and, finally, the circuit
implementation of H (s) could be non-trivial.

3.6 Conclusions

This chapter has covered some of the most recent advances in analog-to-digital conver-
sions. Dynamic performance and energy efficiency have progressed considerably during
the last decade or so. The increasing challenges offered by nanometer-scale CMOS
processes have sent designers back to the proverbial white board, and have led to a wide
variety of different solutions for the many different specifications and needs in ADC
design. Some of these are purely analog, while others rely on digital functionality to
various degrees. The proper balance depends on the context into which the ADC needs
to fit and, to some extent, also on the designer’s personal judgment and experience.
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4 Advanced digital-to-analog
converters

As briefly mentioned in Section 2.4, a variety of DAC architectures have been developed
and are being utilized, depending on signal-bandwidth and dynamic-range needs. These
include capacitive DACs, resistive DACs, and current-steering DACs among others. The
former two categories are routinely used either for stand-alone converters for precision
applications or as internal sub-blocks for all types of ADCs. However, the current-
steering architecture is certainly the one which has recently received the most attention,
across a large resolution range, due to its inherent high speed and its ability to directly
drive low-impedance loads (notably resistors). It is for this reason that this chapter will
cover only current-steering DACs.

The chapter is organized as follows. First the basics of this architecture are briefly
summarized for convenience. That includes a discussion of segmentation. Static linearity
is then the topic of Section 4.2, where the causes of static linearity errors and techniques
by which to minimize them are discussed. That is followed by a discussion on “intrinsic-
matching DACs” where static linearity is guaranteed by design. Next, traditional as
well as advanced calibration techniques are covered as an alternate approach to address
mismatch errors, freeing up the designer to focus on other dimensions such as silicon
area or dynamic performance.

Various sources of dynamic linearity errors are discussed in Section 4.3. Their
detrimental effects leading to high-frequency distortion are described. This is fol-
lowed by an account of a variety of circuits and techniques to mitigate these issues in
Section 4.3.3.

Layout and floorplanning techniques are particularly important to the performance of
current-steering DACs since improper layouts cause as many real-life problems as (or,
arguably, even more than) poor circuit design. This is the topic of Section 4.4.

Subsequently, dynamic element matching (DEM) for Nyquist DACs is discussed in
Section 4.5. These techniques are used to randomize mismatches so that the associated
spurious tones arising from harmonic distortion are turned into broadband noise-like
spurious content, trading off an improvement in SFDR for a degradation in NSD.

Signal processing techniques, which are increasingly being implemented in the context
of digital-to-analog conversion, are discussed in Section 4.6. These include interpolation
and modulation of the output pulse to shape the classic sinc(x) output spectral distortion
and/or to modify the output images in bands higher than Nyquist, etc., which are covered
in Section 4.6.
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A brief discussion of “specialty-type” DACs such as direct digital synthesis (DDS)
and audio DACs as well as the rapidly emerging area of so-called RF-DACs is the topic
of Section 4.7.

The topic of current-steering DACs is much broader than many non-specialists would
guess at first, and, therefore, a lot has had to be left out of this book due to space
limitations. However, perhaps, one of the messages that the reader will take away from
carefully reading this chapter is that the (too) common misconception that little is
happening in the “land of DACs” (or the even more puzzling one that “designing DACs
is easier than designing ADCs”) could not be any more baseless.

4.1 Current-steering DACs: basic architecture and segmentation

Before covering some of the most recent advances in the area of current-steering DACs
a summary of the background concepts for this architecture will be given. Some people
refer to current-steering DACs also as switched current DACs, given that currents are
switched toward different nodes in order to synthesize an analog output. Although we
won’t digress into a semantic debate and in spite of the fact that some current copier cells
sometimes find use in the internal circuitry of current-steering DACs [295], we will not
use the term “switched current” when referring to these DACs because that term refers
to a fairly different class of analog circuits meant to be the current-mode alternative to
switched-capacitor circuits [296].

For the sake of completeness we will also mention that the name “continuous-time”
(CT) DACs is also sometimes used for current-steering DACs simply to distinguish them
from switched-capacitor (SC) DACs (which some would find natural to associate with
discrete-time systems) [154].

A current-steering DAC converts an n-bit input binary code of the form Din =
(dn−1, . . . , d1, d0)′ (where di = 0 or 1 are the input bits) into an output current Iout:

Iout = IFS

2n − 1
·

n−1∑
i=0

di 2
i (4.1)

where IFS is the full-scale output current.
Equation (4.1) can be rearranged as follows:

Iout =
n−1∑
i=0

di
IFS2i

2n − 1
=

n−1∑
i=0

di Ii (4.2)

which suggests that, having n binary weighted currents Ii = IFS2i/(2n − 1) available,
Iout could be obtained by properly steering all the currents Ii corresponding to the bits
di = 1 toward the output node (where they get summed), while all the remaining currents
I j for the bits d j = 0 would be steered toward a ground/dump node, as depicted in
Fig. 4.1. This possible implementation is referred to as a binary weighted DAC.
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Figure 4.2 An ideal thermometer decoded DAC.

On the other hand, if C = (c2n−2, . . . , c1, c0)′ is the thermometer coded equivalent of
Din = (dn−1, . . . , d1, d0)′, then Eq. (4.1) can also be rearranged as

Iout =
n−1∑
i=0

di
IFS2i

2n − 1
=

2n−2∑
j=0

c j
IFS

2n
=

2n−2∑
j=0

c j Iu (4.3)

which suggests that, having 2n − 1 identical “unit” currents Iu = IFS/2n (sometimes
referred to as unary currents), another possible implementation would consist of steering
all the currents Iu corresponding to c j = 1 toward the output node synthesizing Iout,
while, again, steering all the remaining unary currents to the dump/ground node, as
shown in Fig. 4.2. This implements a thermometer decoded DAC.

Mixed binary-weighted/thermometer-decoded implementations can then be con-
ceived. For example, if the M most significant bits of Din are thermometer decoded
while the remaining L least significant bits of Din are left in binary code, then the sum-
mation in Eq. (4.1) can be partitioned into two summations, one with a binary weighted
contribution and one with a unary contribution:

Iout = IFS

2n − 1
·

n−1∑
i=0

di 2
i =

L−1∑
i=0

di Ii +
2M −2∑

j=0

c j Iu with n = M + L (4.4)

This leads to the implementation of a segmented DAC, made of two sub-DACs: a
thermometer decoded MSB segment and a binary weighted LSB segment as shown in
Fig. 4.3.
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Figure 4.3 An ideal segmented DAC.

Note that in Eq. (4.4), to satisfy the equality, the scale of the two sub-DACs must be
properly re-sized, leading to the following unary and weighted currents:

Iu = IFS

2M

Ii = Iu2i

2L

(4.5)

and to the following additional relationships:

Iu = I0 +
L−1∑
i=0

di Ii

I0 = IFS

2n

(4.6)

which essentially means that the full-scale current IFS is divided into the 2M unary
currents (Eq. (4.5)); 2M − 1 of them are used to implement the MSB segment while the
last one can be further sub-divided in a binary weighted fashion to implement the LSB
segment (Eq. (4.6)).

The LSB segment just defined can actually be segmented further (in a somewhat
recursive fashion if we think of this LSB segment as an independent DAC that we
now want to segment more) by thermometer decoding its U most significant bits while
leaving the remaining least significant bits implemented as a binary weighted DAC. So
the n-bit DAC is an “M–U–L segmented DAC” composed of an M-bit thermometer
decoded (unary) MSB segment, a U -bit thermometer decoded upper1 LSB segment and,
finally, an L-bit binary weighted lower LSB segment [297, 298].

It is apparent, at this point, that there are many options with regard to the means of
synthesizing the output current Iout of a DAC by steering and summing, in an (input)
code-dependent way, a set of pre-built unary and binary weighted currents. But before
analyzing advantages, trade-offs, and motivations behind the above architectural choices,
let us begin to look at some circuit implementations to fix the ideas.

1 Sometimes referred to as an “intermediate” segment.
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Figure 4.4 Simplified transistor-level implementation of a segmented DAC.

A possible transistor-level implementation for the M–L segmented DAC of Fig. 4.3 is
shown in Fig. 4.4. The MSB and the LSB segments are visible on the left- and right-hand
side of the diagram, respectively, following the structure previously shown in Fig. 4.3.
The unit currents Iu are set by the 2M identical PMOS devices MCS, all identically biased
with the same source, gate, drain, and bulk potentials. As previously described, the first
2M − 1 PMOS MCS devices are used in the MSB segment. The last MCS device on the
right sets the total current used in the LSB segment.

This current is then partitioned into the binary weighted derivative currents Ii using
a current splitter constituted by cascode devices M0, M1, . . . For the latter devices, it
is assumed too that their corresponding terminals’ potentials are all equal and, in fact,
identical to those of the cascode transistors MCAS of the MSB segment. Hence the proper
current split is obtained through device sizing (i.e. suitably choosing the W and L of all
the cascodes). It is assumed that all of the above-mentioned devices, so far, are always
biased in saturation.

Continuing from top to bottom, all cascode devices are followed by source-coupled
pairs acting as current-steering switches. The gates of these switches are driven by
switch driver circuits (not shown in the picture to avoid clutter) so that each current
supplied by the cascodes is fully steered (through the turned-on switch) toward one
of the two output nodes at potentials Voutp and Voutn, respectively. Note, in fact, that
in this transistor implementation, unlike in the conceptual schemes of the prior fig-
ures, a differential output with a ground-referenced load RL is implemented (giving
a differential output voltage Vout = Voutp − Voutn and differential output current Iout =
Ioutp − Ioutn).

Before proceeding any further, a few remarks are in order. First of all, any deviation
from the above-cited assumption of saturation and equal quiescent point for the current-
source devices MCS will result in considerable current errors, leading to static linearity
errors (INL/DNL errors). The drain of the MCS devices is therefore a relatively sensitive
node, and the potential at these nodes depends on the cascode devices MCAS, M0, M1,
etc. It is, in fact, equally important that the cascode devices act to keep that node
as firm as possible and isolated from the rest of the structure, particularly from any
code-dependent disturbance originating from the switches or, even worse, any potential
variation resulting from Vout.
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Figure 4.5 Possible architectural styles: P-type or current sourcing (left); N-type or current
sinking (center); and complementary or push/pull (right).

Second, the use of the current splitter based on the cascode devices M0, M1, etc. is
a powerful segmentation technique, because constraining the total current of the LSB
segment to be equal to Iu means that the smaller weighted currents Ii are now expected to
match each other in the desired weighted ratio only to a level that is commensurate with
the number of bits in the LSB segment alone. Satisfying that will automatically meet
the required, but much greater, ratio between such currents and the MSB unit current Iu.
For example, let us consider an n = 14-bit DAC with an MSB segment of M = 7 bits
and an LSB segment of L = 7 bits. If the LSB segment were to be implemented using a
separate array of seven weighted currents (plus an additional I0 as explained before) and
hence the value of such currents were set solely by the corresponding current-source
devices, then the smallest current I0 (which is I0 = Iu/2L = Iu/128) would need to
match Iu to better than 1/2n = 1/16 384 � 0.006% (referred to, in the technical jargon,
as “to n = 14-bit level”). Conversely, using the above current splitter, the requirement
for I0 is now only to match the other currents within the LSB array. So, considering the
largest of them, I6 (which is I6 = I0 · 2L−1 = 64I0), I0 will need to match I6 to better
than 1/2L = 1/128 � 0.8% (referred to as “to n = 7-bit level”). The tough matching
challenge is then limited to making the 128 unity currents Iu properly match one another.

Note that so far we have shown DACs sourcing a current from a positive supply into
a grounded load. Because the current sources are implemented using a stack of PMOS
transistors, this type of architectural choice goes by the name of P-type DAC. That is
shown on the left in Fig. 4.5. It is clear that a complementary approach, an N-type DAC,
is also possible, as shown in the center of Fig. 4.5, where the load is tied to a positive
supply and the DAC sinks its output current from it. Finally, it is also possible to have
fully complementary DACs composed of a combination of a P- and an N-type DAC
alternately sinking and sourcing currents from/to a load at an intermediate voltage level
[299] as shown on the right of Fig. 4.5. Although, traditionally, almost exclusively P-type
DACs have been designed in the past,2 N-type DACs are becoming much more common

2 Owing to the matching and 1/ f noise characteristics of PMOS current sources as well as to make it
straightforward to directly drive a ground-referred output load.
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Figure 4.6 A binary weighted DAC using identical currents and an R–2R network.

in very-high-speed applications due to the many performance advantages in having
high-mobility (μn) devices in the signal path. In this chapter we will liberally switch
back and forth between P-type and N-type DACs in our discussion, always implying that
the complementary type (including the fully complementary type) is easily derivable by
the reader.

Before concluding this section it is worth mentioning one more technique that allows
relaxation of the current-source matching requirements for implementing the binary
weighted LSB segment. That is based on an application of so-called “R–2R” ladder net-
works, which are more commonly utilized in voltage-mode low-speed/precision DACs
[5, 52]. A binary weighted current-steering DAC using identical current sources com-
bined with an R–2R network to implement the binary weighted current contributions is
shown in Fig. 4.6.

Owing to its regularity and modularity, this approach allows one to design very
compact and area-efficient DACs. However, one of the main disadvantages is that the
resistive network, with its many intermediate nodes (the current source’s injection points)
and the output node, introduces just as many time constants [52, 300]. This leads
to large glitches in the output when the bits change state and, therefore, to inferior
dynamic linearity. For this reason, this technique is generally limited to implementing
only a few bits and it finds more frequent use in bipolar designs, such as in [301, 302,
303, 304], where many binary weighted BJTs are harder to lay out and design than
their CMOS counterparts. Otherwise it can be appropriate where very-high-frequency
dynamic performance is not required but small area is important, such as in calibration
DACs [305] and in some video applications [300].

4.2 Static linearity

4.2.1 A summary of the limitations

The final example of Section 4.1 has already introduced a key point at the foundation
of the linearity performance of DACs, namely the matching of the currents in the array.
Let us compare the two extreme cases, namely a fully thermometric DAC versus a fully
binary weighted DAC. As discussed earlier, the foundation of the thermometric DAC is
an array of ideally identical 2n − 1 unity currents Iu. If a DAC based on this array is given
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a digital input sequence Din corresponding to an increasing ramp with unit steps (e.g. the
sequence 0, 1, 2, . . .) then the resulting current output will be a monotonically increasing
ramp since a new Iu current is steered toward the output at each code increment. The
currents in the array will have relative mismatch to one another, but, since some current
is always added at each code increment, monotonicity is preserved. However, deviations
of the actual unary sources from the nominal value Iu will lead to errors in each step size
and hence to DNL errors. Accumulation of such errors leads to INL errors. Deviations
from Iu are mismatches of each element of this array with respect to Iu and, therefore,
also mutual mismatches between the currents of the array. Note, however, that since
this DAC is fully thermometric each current Iu in this example corresponds to an LSB
(Iu = IFS/2n) and, therefore, the relative matching of the current sources must be worse
than ±50% of Iu to lead to a local DNL error greater than 1/2 LSB. On the other hand, it
is intuitive that the accumulation of even such small DNL errors can lead to large (many
LSBs) INL errors.

Providing the same digital ramp to a fully binary weighted DAC won’t necessarily lead
to the same smoothly monotonic output. In this case, mismatches between the weighted
current sources will lead to DNL errors at major bit transitions. For example, let us
consider an n = 4-bit DAC and imagine that the input ramp is nearing middle scale,
going from Din = (0111)′ to Din = (1000)′ (namely the MSB is changing state). For
Din = (0111)′ the currents I0, I1, and I2 are steered toward the positive output while I3 is
steered toward the negative output. When the next code Din = (1000)′ arrives I3 is steered
to the positive output and all others to the negative output. The output is expected to
increase by one LSB, and it will increase by �Iout = I3 − (I0 + I1 + I2). The deviation
of �Iout from one LSB could be quite large and, in fact, it could equally well be positive
or negative (leading to a non-monotonicity in the latter case) because of a mismatch in I3

with respect to its nominal value IFS/2. For example, a ±50% error on I3 will here lead
to a gigantic “middle-scale” error equal to ±25% of the full-scale current! Similarly,
a ±50% error on I2 will lead to an error of ±12.5% of the full-scale current at the
bit transitions Din = (0011)′ → (0100)′ and also at Din = (1011)′ → (1100)′, namely
at the two “quarter-scale” points. Similar considerations apply for I1s matching at the
4-bit transitions at each eighth of the full scale and so on in a “self-similar” fashion.

Let us also note that, although, to make it easier to achieve reasonable matching,
binary weighted currents can be implemented by aggregating (summing) unary currents,
as exemplified in Fig. 4.7, the above-described problem at bit transitions continues to
hold for binary weighted DACs.3

It is clear, then, that a binary weighted DAC suffers from greater DNL errors than
those of a thermometric DAC. However, assuming that the mismatch errors between the
unit elements used to implement either type of architecture are uncorrelated, when these

3 Let us not forget that, again, at a bit transition, the output does not change by one LSB because of the
addition of a single LSB current as happens in a thermometric DAC. Even using the aggregate unity-
currents implementation, the output is changing because a large bank of cumulatively mismatched currents
is replaced by a completely different set of mismatched currents. While the total number of unity currents
involved has changed by one unit only, however, the cumulative error of the first bank can be much larger
than the unit current itself, and the same is also true for the cumulative error of the new bank of current
sources now steered to the output.
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Figure 4.7 A 3-bit binary weighted current array obtained by aggregating unity currents: (a) the
unity-currents array; (b) the binary weighted currents array; (c) a possible layout arrangement for
the eight unit currents; and (d) an alternate layout arrangement for the same system.

individual mismatch errors quadratically add together leading to the INL, it is possible
to see that, in statistical terms, the two architectures have essentially very similar INL
performance [306].4

Insofar as DNL is concerned, a segmented DAC will perform somewhere in between
the case of the binary DAC and the case of the thermometric DAC (while the INL
performance, once again, is the same as for the other architectures). Also, it should be
apparent now why, as shown in the previous section, the MSB segment is thermometer
decoded and the LSB segment is binary weighted (not the other way around!). So for
an M–L segmented DAC the worst-case DNL error is then more likely to happen at a
code transition when the LSB segment turns off and a new unity current from the MSB
segment turns on.

Denoting with σu the rms error of the unity currents aggregated to implement the
above-discussed architectures, it is possible to estimate the DNL and INL errors for each
choice. The corresponding results are reported in Table 4.1 [54].

Another source of static linearity problems is the finite output impedance of the current
sources in the DAC array. The issue is easily understood by considering the following
examples. Let us consider the thermometer decoded DAC shown in Fig. 4.8, where the
impedances Zu = 1/(1/Ru + jωCu) of the unary current sources have been highlighted
and all sources and impedances are assumed to be identical.

4 A recent study has demonstrated that, in fact, on average, for the same resolution and unity-currents accuracy,
binary DACs are expected to have smaller INL errors than thermometric DACs [307]. However, in practice,
these differences are small when typically high yield is targeted.
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Table 4.1. A summary of INL and DNL errors for various architectural choices [54]

Thermometric Segmented Binary

σINL
1
2 σu

√
2n

σDNL �σu �σu

√
2L+1 − 1 �σu

√
2n − 1

Number of switched elements 2n − 1 L + 2M − 1 n

Iu

c0 = 1

ZL

Vout

Zu Iu

c1 = 1

Zu Iu

c2n−2 = 1

Zu

ZL

Figure 4.8 A thermometer decoded DAC with finite source impedances.

The DAC’s output current is fed to a differential load ZL, developing a differential
output voltage Vout. If the current sources were ideal, and hence |Zu| were infinite, the
output would follow from the ideal equation (4.3). However, with finite |Zu|, as the input
code changes and the individual unary currents are steered toward one output terminal or
the other, the overall output load on each of the two output terminals varies as well. For
example, when the input code is zero, the total impedance at the positive output node is
ZL while the total impedance at the negative output node is the parallel between ZL and
all of the Zus (i.e. Zu/(2n − 1)). When the input code is at full scale (i.e. 2n − 1) then
the situation is completely reversed, namely, now it is the positive output node which
sees the smallest total impedance ZL//[Zu/(2n − 1)]. On the other hand, if the input
code is close to mid-scale, then half of all the Zu are parallel to ZL at the positive output
node while the other half are parallel to ZL at the negative output node. So, in this case
the output load is essentially balanced.

Clearly, this code-dependent output impedance introduces a code-dependent error
into the current-to-voltage conversion. This error is present for all frequencies, so it
introduces both static and dynamic linearity problems. In fact, while at DC the error can
be relatively minimal since all the impedances are (generally large and) purely resistive, at
higher frequency the capacitive components of Zu instead become increasingly dominant
(so |Zu| becomes smaller and smaller), making the overall output impedance very much
code-dependent.

In [308] it is shown that the static linearity is affected as follows. If the output is
taken differentially, as in the example of Fig. 4.8, then the resulting INL has an S-shape.
Hence, at low frequency, odd-harmonic distortion is to be expected. The corresponding
maximum contribution to the INL has been estimated to be [52, 308]

INL � RL22n

4Ru
(4.7)
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However, if the output is taken single-ended (namely on only one of the two terminals,
as in the case of Fig. 4.2) then the corresponding INL has a bow shape (hence leading
to even-harmonic distortion). Furthermore, in the latter case, the INL is about one order
of magnitude larger than that in the differential case.5 Clearly, the linearity error due
to finite current source impedance adds on top of the linearity error introduced by
mismatches discussed previously (which is a completely independent issue). Suitable
use of cascoding in the current sources is a way to keep Zu high enough, with respect to
ZL, to make this effect sufficiently negligible for the desired level of linearity.

Unfortunately, as will be discussed further in Section 4.3, even with cascoding, ulti-
mately, at very high frequency, the parasitic capacitances make the Zus non-negligible
and distortion is unavoidable. It goes without saying that, although we have presented
this problem in the simplified case of a thermometric DAC, the problem very much
exists for any type of segmentation.

4.2.2 Intrinsic-matching DACs

The previous section has highlighted how mismatches in the current sources or the
current splitters lead to static linearity errors quantified by DNL/INL. Clearly these
mismatches arise from the mismatch in the transistors setting these currents. So, in the
example of the architecture shown in Fig. 4.4, mismatches in the MCS devices introduce
errors in the MSB segment currents, whereas mismatches in the M0–ML−1 devices
introduce errors in the current splitter and hence in the LSB segment. Assuming that all
sources of systematic mismatch6 in such devices have been resolved, random variations
arising from the manufacturing process affect matching. For MOS devices, biased in
saturation, with a relatively long and wide geometry (which, for today’s standards,
means L , W > 1 μm) and roughly square shape (W ∼ L), the relative mismatch can
be quantified using Pelgrom’s model [42, 43], which has already been mentioned in
Section 1.2.1:

σ 2(�VT) = A2
VT

W · L
(4.8)

(
σ (�β)

β

)2

= A2
β

W · L
(4.9)

where AVT and Aβ are the Pelgrom parameters quantifying the expected mismatch in
threshold voltage VT and current factor β for a given process. Performing a mismatch
analysis (similar to a noise analysis where random mismatches are treated analogously
to random noise sources [43]) and assuming a square law for an MOS’s drain current
lead to the relative mismatch in drain current between two nominally identical adja-
cent devices with equal gate–drain–bulk–source potentials but randomly mismatched

5 Even when the output is taken differentially, a small fraction of this considerably larger even-order nonlin-
earity will add to the differential odd-order nonlinearity as a result of small output imbalances/mismatches.

6 Including differences, between otherwise matched devices, in the corresponding gate–drain–source–bulk
potentials as well as differences in the layouts or their surrounding layers and structures.
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drain current: (
σ (�IDS)

IDS

)2

=
(

σ (�β)

β

)2

+
(

gm

IDS

)2

σ 2(�VT) (4.10)

or, otherwise, referring the mismatch to the gate–source voltage instead of the drain
current,

σ 2(�VGS) = σ 2(�VT) + 1

(gm/IDS)2

(
σ (�β)

β

)2

(4.11)

In most practical cases, the threshold-voltage mismatch (�VT) is the dominant source
of mismatch, rather than the geometry/lithography mismatch (�β). Its contribution
can be diminished (by brute force) by designing for the largest possible overdrive
voltage (VGT = VGS − VT, typically with VGT � 200–300 mV) and/or for the lowest
possible transconductance efficiency (i.e. by making gm/IDS minimal in Eq. (4.10)).
This, however, often leads to large values of VDS (since the devices need to be biased in
saturation) and hence comes at the expense of voltage headroom, which is an especially
critical issue in scaled CMOS processes with low supplies.

Of course, as can be seen in Eqs. (4.8) and (4.9), increasing the MOS area W · L
decreases both sources of mismatch; but large areas also clearly lead to large parasitics
that impact the high-frequency performance of the DAC.

The previous equations have given us a model for the random mismatches in MOS
devices. Static linearity specifications can then be addressed either by designing for
“intrinsic matching” or by calibration. Designing for “intrinsic matching” means that
the mismatch level of the critical currents is deliberately kept sufficiently low by design,
namely by a suitable combination of segmentation choices (i.e. how many bits are
assigned to the MSB, U-LSB, and L-LSB segments and how these are implemented),
device sizing, and biasing. In cases like these, designers can proceed by using/iterating
“Monte Carlo”-style simulations to determine the best choice of segmentation, device
sizing, and biasing [309, 310]. For instance, in its simplest form, Pelgrom’s model can
be used to randomly generate “populations” of mismatched current sources. These ran-
domly generated current sources are then suitably combined (e.g. using the aggregation
technique discussed in the previous section) into simulated segmented DACs (each one
with its own DNL and INL), ultimately allowing one to analyze distributions of INL/DNL
and, hence, estimate the yield for a desired INL for given choices of device sizing, bias-
ing, and segmentation. This type of analysis can be done fairly quickly using tools such
as Matlab if, just to fix the ideas, a sample DAC (one member of a large population
of simulated DACs) can be simply internally represented as a one-dimensional vector
whose elements are the nominal values of its current sources with their added random
mismatch obtained from Eqs. (4.8) and (4.9). This Monte Carlo analysis (generating
such DAC populations) is then iterated, varying segmentation and device design, until a
satisfactory linearity and corresponding yield are reached.

Alternatively, mathematical models for the yield and distribution of DACs’ INL have
been proposed. A recent one, derived from the “Brownian bridge” process, gives the
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Figure 4.9 A linear gradient in VT over a row of identical devices results in a large mismatch in
drain current (further aggravated by the current square law) between distant devices.
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Figure 4.10 An appreciable “r · i” drop over a supply line of a row of identical devices results in a
large mismatch in drain current between distant devices.

yield for a case with |I N Lmax| < 0.5 LSB as [307]

YieldINL = 1 − 2
∞∑

k=1

(−1)k−1 exp

(
− k2

2(2n − 1)(σ (�IDS)/IDS)2

)
(4.12)

allowing one, again, to determine the target relative current mismatch (σ (�IDS)/IDS)
for a desired yield.

The previously discussed random mismatches are the dominant source of matching
errors on a very localized scale, namely when comparing adjacent devices. However,
superimposed on this local randomness are process and, possibly, temperature gradients,
namely variations of process/electrical parameters in space (over the die) leading to
mismatch between nominally identical devices placed at different locations the chip.
For example, as shown in Fig. 4.9, a linear gradient in threshold voltage VT over a
row of identical transistors leads to a large mismatch in drain current between distant
devices. A similar effect is observed when, for example, due to ohmic (also known
as “r · i”) voltage drops over the supply line of the same structure as that of Fig. 4.9,
the source potentials of the transistors are gradually shifted from their nominal voltage
over the array, leading to appreciable spatial mismatch in the currents as shown in
Fig. 4.10.

If, for instance, the devices in one of the previous two examples set the currents for
a thermometric DAC where an increasing input code corresponds to steering the next
current in this row, then both the DNL and, especially, the INL will rapidly increase
over the input code. Again, since the order in which the currents are steered, called the
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Figure 4.11 The effect of a gradient to the DNL and INL in the cases of (a) a straight switching
sequence and (b) a better switching sequence that minimizes error accumulation in the INL.

“switching sequence,” is the same as the order in which these are placed in space, spatial
errors directly result in increasing static linearity errors.

Since gradients cannot be eliminated, one way to mitigate this problem is to adopt
a cleverer switching sequence. Let us consider again the example of the threshold
voltage gradient shown in Fig. 4.11(a). If, instead of following the depicted switching
sequence “1, 2, 3, 4,” the switching sequence is changed to “4, 2, 1, 3,” as shown in
Fig. 4.11(b), then the DNL sequence is changed (though its amplitude is not changed)
into an alternating positive/negative-sign sequence and, therefore, the INL errors now
compound differently into a much more bounded amplitude set.

Clearly, as we have already remarked, the error build-up from other types of spatially
induced mismatches, such as ohmic drops on power lines or undesired propagation
delays, can also be mitigated through the use of appropriate switching sequences.7

Furthermore, when considering large spatial arrangements, gradients might no longer
be that linear and may have quite arbitrary contours.

7 It is important to note, however, that r · i drops or propagation delays, unlike a-priori unknown gradients,
are predictable in size and distribution and, therefore, can also be dealt with by more effective techniques,
such as equalization by means of layout trees [311].
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In [312, 313, 314] optimal switching sequences to tackle arbitrary gradients on both
one-dimensional and two-dimensional arrays have been discussed. Fifty-fold reductions
in INL have been claimed to have been achieved through sensible combination of unit-
element splitting/distribution together with switching-sequence optimization using the
so-called “Q2 random-walk” switching scheme [312]. A simplified approach to element
placement and switching-sequence design that does not require quad and multiple-quad
decompositions is described in [314].

In most Nyquist-rate DACs, with a relatively large number of current sources, the
switching sequence will be fixed once. This means that it will be “hardwired” to the
DAC as part of its design. On the other hand, if the number of current sources involved
is not too high (say, for example, fewer than 20 or so are used), and if the DAC is
oversampled (as are those used in the feedback DACs of oversampled �� ADCs) then
it is practical to design circuits that change the switching sequence for each new data
input to the DAC. The latter approach is termed “dynamic element matching” (DEM)
[67, 68, 81]. By constantly changing the association between the DAC’s input code
and the mismatched elements used to synthesize the output, DEM algorithms attempt
to de-correlate mismatches from inputs and, hence, to turn mismatch-induced linearity
errors into noise-like code-independent spurious outputs. Dynamic element matching
will be discussed in Section 4.5.

4.2.3 Calibration of DACs

The main advantage of intrinsic-matching DACs is their relatively low complexity. The
main disadvantage, however, is that adopting intrinsic matching dramatically reduces the
design degrees of freedom since the quiescent point and sizing of essentially all current
sources and splitters become fixed to meet the matching requirements. Unfortunately, as
pointed out in the previous sections, this can lead to designs with either large associated
parasitics or limited voltage headroom, or both, with adverse consequences for the
high-frequency performance of these DACs.

Calibration is then an alternative to intrinsic matching. In other words, sizing and
biasing are not being bounded by matching constraints because the effects of mismatches
in the currents are measured and then compensated for in a different manner.

The simplest form of analog calibration of DACs’ current sources is based on the
current-copier technique [295]. The principle of that is depicted in Fig. 4.12 [296].

First, an input current Iin is fed into a diode-connected MOS transistor biased by
Ib, hence developing a corresponding gate–source voltage VGS(Ib + Iin). Then, the gate
terminal is disconnected from the drain and left open. As a result, its gate–source voltage
is sampled and held by its parasitic gate–source capacitance CGS at its potential at the
time of opening VGS(Ib + Iin). Hence the resulting output current Iout is equal to Iin.

Figure 4.13 shows a less idealized implementation of the copier. The main non-
idealities in this more realistic current-copier circuit include attenuations due to finite
in/out impedance ratios, charge injection coming from the MOS switches, and the
discharge (which one hopes is slow) of the parasitic capacitor CGS that leads to a droop
in Iout over time. The main cause of this discharge is the inevitable presence, at the
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Figure 4.12 The principle of operation of a current copier: (a) during “track” mode VGS follows
the input; (b) during “hold” mode, the sampled input current is stored by means of the charge in
CGS and the corresponding VGS forces an output current that should ideally be Iout = Iin at the
time of sampling.
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Figure 4.13 A more realistic current copier. When the input is sampled, the opening of the
switches causes charge injection into the memory transistor’s CGS, hence altering the sample.
Moreover, the reverse-biased drain-to-bulk and source-to-bulk junctions of the switches tied to
the gate of the memory transistor can be modeled as a reverse-biased diode in parallel with CGS.
This diode introduces a charge leak that discharges CGS and hence causes a droop of VGS and Iout.
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Cal.
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Figure 4.14 The principle of operation of the current-source calibration. During calibration a
reference current IREF = Iu is imposed on MCS and MM in parallel. So any deviation of the fixed
current If from its nominal value is absorbed by the variable current Iv and memorized by MM.
During normal operation the gate of MM is open and Iu is routed to the current-steering switches.

memory transistor gate node, of the reverse-biased junctions introduced by the MOS
switches used to sample VGS.

The current-copier technique can be applied to the calibration of current sources
as exemplified in Fig. 4.14. Here, during calibration, a reference current IREF is
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superimposed on an MOS current source implemented as the combination of a (large)
device MCS with a fixed current If and a (small) device MM with a variable current
Iv. Let’s assume that the reference current IREF is set to the desired value Iu and that
If is designed to have a nominal value slightly lower than Iu. Then, when IREF is
forced on the MOS current source, any negative/positive current deviation (e.g. aris-
ing from mismatches) on the sum If + Iv will force the value of Iv to change so that
IREF = Iu = If + Iv can hold (assuming, of course, that the range of Iv can accommo-
date it). Once the calibration phase is completed, the PMOS switch gating MM opens
and the total calibrated current If + Iv is routed toward the current-steering switches.

If all the unity-current sources for a DAC array are implemented as just described,
then a single reference current IREF can be used to set their currents, one at a time. In
this way, all currents will be calibrated relative to a unique reference and, to within the
limits of this process, can be made equal to Iu.

If the calibrated currents could be held constant over time then the calibration could
be done once (e.g. at start-up) and then the DAC could be operated after that (this would
be a foreground calibration). Unfortunately, due to the above-mentioned discharge of
CGS a periodic “refresh” of the calibrated currents is necessary. So, while the DAC is
operating with the calibrated currents, periodically, one at a time, each current source
is disconnected from the DAC’s output to be calibrated and an additional, previously
calibrated current source (sometimes referred to as a “spare” current source) replaces
the source under calibration so that the process is transparent to the DAC’s operation.
This refresh process continues periodically in the background. As explained in Section
2.5, one advantage of background calibration is that it will also allow the circuit to track
IREF over any changes, for example due to process, supply, and temperature variations,
during the DAC’s operation.

This principle can be used to directly calibrate all the nominally identical currents
of a thermometric DAC; for example, that is typically the case for the MSB segment
in a DAC such as the one depicted in Fig. 4.4. For the LSB segment, typically, its
total current (nominally equal to Iu) will be also calibrated to be equal to IREF, for
instance by temporarily shorting all the cascode currents in the splitter into IREF during
the calibration phase. Insofar as the splitter’s current ratios are concerned, intrinsic
matching of the cascode transistors will need to be achieved. But, as explained earlier,
the matching requirement is greatly relaxed in this structure.

4.2.4 Advanced calibration techniques

This calibration approach has recently been generalized in the “nested background
calibration” [89] developed for a segmented DAC composed of an MSB, a ULSB, and
an LLSB segment. In order to avoid major discontinuities occurring when bit changes
cause transitions between segments, the nested calibration trims the segment boundaries.
In the MSB–LSB segmented DAC, the sum of the currents of the LSB segment was
calibrated to the nominal current Iu of one of the elements of the upper (MSB) segment.
Similarly, in the MSB–ULSB–LLSB DAC with nested calibration algorithm, the sum
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of the currents in a lower segment is calibrated to the smallest element in the next higher
(previously trimmed) segment. Again, the current splitters within each segment rely on
intrinsic matching.

For example, as described in [89], in an M–U–L = 6–2–5 segmented DAC, first the
2M = 64 MSB Iu unit cells (namely, the entire MSB array plus one dummy MSB cell)
are calibrated with respect to IREF. Then the sum of 2U = 4 ULSB cells (which is equal
to Iu) is calibrated with respect to IREF. After that, the total current of the entire ULSB
array (2U − 1 = 3 ULSB cells) plus the sum of the current of the entire LLSB array
(plus one dummy LSB current), which is again nominally equal to Iu, is calibrated with
respect to IREF. As can be seen in this example, dummies are used to complete the total
required currents during calibration. Also, just as described before, if the calibration runs
in the background while the DAC operates, previously calibrated spare cells/segments
are employed to synthesize the output while identical sections of the current arrays are
being calibrated.

As discussed above, all of the background calibration algorithms periodically “refresh”
the currents in the array to re-set their value to the desired reference. Let us consider the
circuit shown in Fig. 4.14. The act of disconnecting the cascode MCAS from the output
steering switches to connect it to IREF through additional switches inevitably creates
a disturbance visible at the output node. This happens periodically at the refresh rate
fCAL of the calibration process, hence resulting in undesired tones in the DAC output.
One way to deal with that is to continuously vary the refresh rate in a random fashion
within a prescribed range fCAL1– fCAL2. On doing this the undesired output tones are
“scrambled” into a broadband noise-like output component, ideally disappearing within
the noise floor [89].

Using the current-copier method described above, due to the charge leakage in CGS,
the calibration cycle needs to be repeated periodically to refresh the correction currents.
An alternative to that is to store the correction in a longer-lasting fashion, avoiding or
postponing the need for a refresh cycle. For example, in [298] the difference between
the pre-calibrated current and the reference current is digitized using an auxiliary ADC,
called cal-ADC; this datum is then stored in RAM and, using an ancillary DAC, called
cal-DAC, the correction current is added to the calibrated current source. A diagram
illustrating this principle is shown in Fig. 4.15.

Both the cal-ADC and the cal-DACs do not need to sample and convert rapidly since
the required correction currents are essentially constant (in the case of a foreground
calibration) or slowly varying (for background calibration). They also do not need to
have high resolution/accuracy since the correction/error current is only a small fraction
of the calibrated current to start with. Therefore, for example, a very-small-area and
power-efficient successive-approximation ADC or an incremental ADC would be a
very suitable choice for the cal-ADC. A single such ADC can be used to determine
the digitized error-corrections for all of the calibrated currents. Each digitized error-
correction data word will require only a few bits. These words require small RAMs
and, likewise, simple, small, low-accuracy cal-DACs, one for each calibrated element.
So a one-word RAM cell and one cal-DAC are lumped with each calibrated current
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Figure 4.15 Current calibration using a mixed-signal calibration loop [298]. C© 2003 IEEE.
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Figure 4.16 A floating current source [316]. C© 2000 IEEE.

source. For example, the 18 b 400 MS/s DAC discussed in [298] uses a single 6 b SAR
to determine the digital corrections, and 129 comparably low-resolution, very-low-area,
cal-DACs for the 127 unary currents in the MSB segment, plus one for the combined
intermediate–lower LSB segments and a last one for a biasing section.

A somewhat similar approach has been proposed in [316], where a �� cal-ADC is
used to measure the mismatch errors and a single cal-DAC is used to apply the correction
(5%–10% of the total unary source current) to the calibrated sources. The principle of
operation is depicted in Fig. 4.16. Here only one cal-DAC is used because, similarly to
the current-copier approach, the correction currents for each cell are held locally with
each calibrated cell using the combination of a capacitor and transconductor (see the
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branch below the cascode transistor MCAS in Fig. 4.16). The measurement cycle and
the correction cycle occur independently and simultaneously and without disconnecting
(and replacing) the calibrated sources from the output. Each source is sequentially
measured against a reference (which is set to be the sum of the intermediate/lower
LSB segment current, so that gaps between the segments are canceled) by sensing the
current from the supply side (using RMEASURE in Fig. 4.16) rather than the output side,
hence avoiding a direct coupling with the output. The correction data is again stored
in a RAM. At the same time the single cal-DAC periodically restores the charge in the
capacitors, converting into a voltage the calibration data in the RAM. Because of the way
the current source is built and sensed, this scheme has been named a “floating current
source.”

Finally, in [317], the idea of a background calibration using floating current sources is
further explored in a low-voltage context and, once again, with a fully analog calibration
loop (not requiring digitization). The analog calibration loop eliminates the digitization
overhead while the use of floating sources has the advantage of minimizing the coupling
to the output.

So far we have considered schemes in which the current to be calibrated is sensed at
the drain of the current-source devices MCS and MM. For example, that is the case for
the scheme of Fig. 4.14. However, since to set the current of MM during calibration this
device is diode connected, this approach has two fundamental limitations. First of all, it
limits the voltage headroom since it does not allow biasing of the cascode MCAS with a
source potential closer to the supply (yet still keeping MM and MCS in saturation). Second,
depending on how the cascode is biased, the drain potential for MM–MCS might vary on
going from calibration (when MM is diode connected) to normal operation (when it is
imposed by MCAS’s source potential), hence introducing a systematic variation between
the calibrated value of Iu and the sourced current as a result of channel-length modulation.
Both issues are addressed if the cascode MCAS is included in the calibration. That is
addressed, for example, in [318, 319], where an analog calibration loop is introduced
around the entire MM–MCS–MCAS structure as shown in Fig. 4.17.

In Fig. 4.17, the trapezoid marked with R on the right-hand side represents a trans-
resistance amplifier, which serves two main purposes. It closes the feedback loop around
the cascoded current source, providing a low-impedance point where the reference
calibration current IREF is injected. It also implements a voltage level shift between the
drain of MCAS and the gate of MM, keeping the calibrated devices at their desired biasing
point. In fact, designing the transresistance amplifier so that its input potential tracks the
drain voltage of MCAS during normal operation [319] eliminates any residual changes in
Iu between calibration and operation mode (although introducing MCAS alone into the
loop has already diminished this current error by a factor approximately equal to MCAS’s
intrinsic gain compared with the previous scheme). As shown in Fig. 4.17, only one such
transresistance amplifier is required in order to sequentially calibrate all current cells. A
similar approach was subsequently presented in [89] as well.

All the previous calibration techniques correct for static mismatch in the current
sources only. Therefore these can be used to improve the DNL and INL but have only
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Figure 4.17 Calibration including the cascode transistor.

indirect benefit regarding the dynamic performance of DACs (a topic discussed in
subsequent sections). The indirect benefit consists of the fact that, if calibration is used
to correct for DC current mismatch originating from the mismatch in the MOS devices
setting such currents, then the designer has far greater freedom to size all relevant
devices for high-frequency performance. Namely, the corresponding sizes and quiescent
points can be set to lead to the shortest possible time constants along the signal path (as
explained more precisely in Section 4.3).

Recently, however, more sophisticated calibration techniques accounting also for some
of the dynamic performance limitations have been proposed. For example, the calibration
technique proposed in [320] is based on the following considerations. Let us consider
the unity current Iu, j provided by one (e.g. the j th cell) of the unary sources in the MSB
segment of a DAC and the reference current IREF. The static mismatch E j = Iu, j − IREF

is what has been nulled using the previously described calibration techniques. However,
when, during normal operation, the j th current is switched between the positive and
negative outputs of the DAC, due to transients and timing-skew mismatches between
this unary cell and the reference cell, timing errors add up to amplitude (DC) errors E j .
In principle, one way to assess the dynamic error could then be to alternately switch Iu, j

and IREF between the positive and negative outputs at a frequency fm and to measure
their dynamic difference e fm, j = iu, j − iref under this condition.8 If we take the FFT
of the dynamic mismatch waveform e fm, j , this periodic signal will have a fundamental
component and harmonics. Each of these tones can be represented by a phasor with its
own I and Q components. So, for the first harmonic, at frequency fm, the mismatch
phasor can be represented by E fm, j = (I fm, j , Q fm, j ); the second-harmonic phasor will
be E2 fm, j = (I2 fm, j , Q2 fm, j ) etc. The first and second harmonics bear the largest power
and so the higher-order harmonics are neglected. Since these two tones are used to
represent the difference between each individual source and the reference, they can be

8 Note the use of lower-case letters to emphasize the time-varying component of these currents.
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considered as representations of a “dynamic DNL.” In line with that, a “dynamic INL”
is defined as

inl =

√√√√√
∣∣∣∣∣∣
2M−1∑
j=0

E fm, j

∣∣∣∣∣∣
2

+
∣∣∣∣∣∣
2M−1∑
j=0

E2 fm, j

∣∣∣∣∣∣
2

(4.13)

The algorithm proposed in [320] estimates the powers of E fm, j and E2 fm, j for all unary
cells; then it automatically changes the switching sequence of the cells with the objective
of minimizing the above-defined “dynamic INL.” Hence, this approach can be thought of
as a dynamic extension of the static techniques based on switching sequences discussed
in Section 4.2.2. Although, in addition to accounting for dynamic errors (while in the
methods of Section 4.2.2 only static errors are explicitly targeted), with this approach (a)
dynamic errors are actually measured and (b) an optimal switching sequence is derived
accordingly and applied to change the DAC’s operation.

It is also important to note that once the optimal switching sequence has been found and
applied to the DAC no scrambling of the cells occurs. Distortion is hence systematically
minimized. That is in contrast with DEM techniques (discussed in Section 4.5) insofar
as here distortion is not scrambled into a broadband set of spurious tones that degrade
the noise spectral density.

A couple of additional important remarks are in order. First of all, the dynamic error
phasors are determined at a single frequency fm; since these phasors will vary for dif-
ferent choices of fm, the optimization performed is in general valid for fm only and,
therefore, different results, in terms of DAC dynamic performance, have to be expected
depending on the choice of fm. It is intuitive that for low fm the calibration performs
similarly to a more traditional static calibration. Second, regardless of the fact that this
is implemented as a foreground or background calibration (using a pre-calibrated spare
cell in operation to replace the one being calibrated), the comparison between the j th
cell and the reference is done in isolation from the output. Hence dynamic issues arising
from the effect of the output to the j th cell itself are not accounted for (this will be dis-
cussed further in Section 4.3). Lastly, although here mismatches are actually estimated,
on the other hand, just like for the optimized static switching sequences described in
Section 4.2.2, there is no actual correction of the sources of mismatch (including the
DC current values), but rather a minimization of their global effect (the dynamic INL of
Eq. (4.13)) through an optimal sorting of the switching sequence.

An actual circuit implementation of this approach can be found in [320], where (a)
additional steering switches are cascoded to the current cells to isolate them for the
mismatch estimation, (b) a chopping circuit followed by a continuous-time �� ADC is
used, as a zero-IF scheme, to digitally estimate the mismatches in a sequential order, and
(c) the sorting algorithm determining the optimal switching sequence is implemented
off-chip and the resulting sequence is then applied to the programmable thermometer
decoder for the MSB segment of the DAC.

Another dynamic calibration approach that bears some key commonalities with the
latter method is proposed in [321, 322]; this time, however, the calibration is performed in
the background without disconnecting the cells from the output or using spare cells; also
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Figure 4.18 A calibration loop for compensation of dynamic effects [321]. C© 2011 IEEE.

the switching sequence is not changed, while the current sources are actually controlled
in order to compensate for the effect of the mismatches.

A high-level scheme illustrating the idea is shown in Fig. 4.18. The DAC is composed
of a binary weighted LSB segment and a unary MSB segment, depicted on the left-hand
side of Fig. 4.18, feeding the output current to load resistors RL. Each unary source in
the MSB segment is calibrated to match the total current of the LSB segment (removing
segment boundary discontinuities and, also, implying that the total current of the LSB
segment is the reference current). The DAC is a return-to-zero (RTZ) DAC with a 50%
duty cycle. The calibration runs in the background and is active in the half-period during
which the DAC output is being zeroed. The output zeroing is accomplished by forcing
half of the current sources (half of the MSB unary sources) to steer their current to
the positive output while the other half (in fact, the remaining MSB unary sources plus
the total LSB segment) is steered to the negative output. The order in which these are
selected is determined by a pseudo-random-number generator (PRNG) implemented
using a linear feedback shift register [322]. The turning-off transient (and hence also
any non-zero residue due to the current mismatch) during the output-zeroing phase
is sampled using a track and hold (T/H) and the contribution due to the MSB unary
element to be calibrated is extracted from the output by using the chopper, driven using
the pseudo-random binary correlation sequence R0[k] corresponding to that specific
unit element for the zeroing phase of the output. That is digitized using a continuous
time �� ADC, the output of which is used to update an accumulator corresponding
to the calibrated unary element, which ultimately drives the calibration DAC for that
element. As usual, all unary elements are sequentially calibrated and the loop is repeated,
providing a periodic refresh of the MSB currents.

Although the calibration acts to change the DC currents of the MSB unary sources and,
therefore, there is no explicit corrective action on dynamic errors such as timing-skew
delays between the unary elements, this approach, in addition to measuring the residual
non-zero output (resulting from uncalibrated DC current mismatches) also measures the
transient response (during zeroing) of the output, with all current-steering cells actively
sourcing the load, and acts to equalize all contributions under these conditions. That is
in stark contrast with all other methods previously considered, in which each element to
be calibrated is instead isolated from the remainder of the array and only the DC current
is measured. The results reported in [321] show a significant improvement in linearity
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not only at low frequency, but, in fact, sustained all the way to the Nyquist frequency
and becoming limited, as expected, by the timing-skew errors.

To conclude this section we will briefly mention that a possible alternative to cal-
ibration is trimming. Some recent examples of trimmed DACs have been reported
in [323, 324]. The advantages and disadvantages of trimming versus calibration have
already been discussed in Section 2.5.

4.3 Dynamic linearity

The previous sections discussed some of the imperfections leading to static linearity
problems. These included

� DC current mismatch among the sources in the DAC array;
� finite output resistance of the current sources;
� ohmic (“r · i”) drops on power lines.

All these issues persist, extend and, in fact, can degrade further when the dynamic
performance of DACs is considered. The previous analysis on the effect of output
resistance of the current sources and the ohmic drops is extended by considering the
corresponding impedances. The output impedances of the current sources, due to the
effect of stray capacitances at various nodes constituting the current sources, decrease in
magnitude for increasing frequency. Therefore the previously discussed code-dependent
errors introduced by such finite resistances degrade further when the impedances become
even smaller for rapidly varying signals.

The ohmic series drops on power supply lines also degrade as inductive components
along these lines add up to the total series line impedance when such lines are traversed
by dynamic signals. That is especially worrisome when the dynamic signal is correlated
to the DAC output itself.9

In addition to all of the above, many new additional sources of linearity performance
degradation become increasingly important as the frequency of the signals involved
increases. These additional sources of problems include

� load imbalances between otherwise matched and/or weighted elements;
� switch and switch-driver mismatches;
� issues associated with the way each current is steered from the positive to the negative

output;
� timing skews between the switching times of steering switches of different current

sources;
� clock jitter (depends only on fout);
� coupling between otherwise disconnected circuit blocks (e.g. digital noise, supply

and substrate noise, coupling between adjacent unary/binary elements); this is not
negligible for high fs even when fout is low.

9 Attention should be paid to the different influence of fout and fs. For example, even if fout is relatively low,
when fs is large, high-frequency components are present in the current flowing along many lines and that
causes the associated stray inductances to develop undesired local voltage transients.
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Figure 4.19 A linearized and simplified thermometer decoded DAC with finite source impedances
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It should also be said that, although current-steering DACs have been widely designed
and used for a few decades, meaningful published results and techniques to cope with
these dynamic imperfections are somewhat recent and still relatively open to further
analysis and full experimental verification. As result of all that, within the span of roughly
10 years (and only in limited part attributable to the progressing process nodes) Nyquist-
rate CMOS DACs have been reported with distortion performance of SFDR = 73 dBc
at around 10 MHz in 1998 [306] (in 0.35 μm), at around 45 MHz in 2000 [316] (in
0.35 μm), at around 200 MHz in 2004 [311] (in 0.18 μm), and at around 500 MHz in
2011 [321] (in 90 nm). Not only that, but also the output rate of 12–14-bit DACs has
gone from the low hundreds of MS/s in the late nineties [325, 316], to breaking the GS/s
barrier in the early–mid 2000s [311], and is continuing to inch higher and higher with
sustained dynamic performance [90].

4.3.1 Finite output impedance

The issue associated with the finite output impedance has already been introduced
in Section 4.2.1 [52, 90, 308, 326, 327, 328]. For the discussed example of a fully
thermometric DAC it is possible to derive an expression for the contribution to distortion
of this specific limitation in the case of a perfectly balanced circuit and differential output
[90]. Let us for convenience represent the DAC’s digital input Din with the signed input
variable d , such that −N ≤ d ≤ N (where N = 2n is the number of current sources).
The small-signal linearized circuit shown in Fig. 4.8 can be reduced to the simplified
circuit shown in Fig. 4.19.

As previously discussed, the ideal converter current goes mostly to the load ZL as
intended but also partly to the code-dependent impedances Zup and Zun, resulting in
distortion. The output voltage phasor is therefore [90]

Vout = ZL N Iu

[
d

N
+

(
d

N

)3 [
ZL N

2Zu

]2

+ · · ·
]

(4.14)

In this equation there is clearly visible a first term that is linearly dependent on the input
code d representing the intended conversion output signal. There is, however, also a
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Figure 4.20 The frequency dependence of the magnitude of the unity source impedance and of the
corresponding HD3. The corner frequency is ωc = 1/(RuCu). Adapted from [90].

power series with the odd-harmonics contribution to the output. The first (cubic) term of
that is the third-order distortion and hence the third-harmonic distortion for a full-swing
output is promptly derived:

HD3 =
[ |ZL|N

4|Zu|
]2

(4.15)

In general, the higher odd-harmonic distortions due to this phenomenon are given by
[326, 328]

HDk =
[ |ZL|N

4|Zu|
]k−1

(4.16)

In the common case in which the load is primarily resistive (ZL = RL, commonly that
is either 50 	 or 70 	) and the unity current source impendance can be represented as
having a dominant pole (Zu = 1/ (1/Ru + jωCu)) [329], HD3 will degrade quadratically
with frequency as shown in Fig. 4.20 [90]. In general, HDk will degrade with a frequency
slope equal to k − 1 [86].

The severity of this type of performance degradation can be realized with a numerical
example. Let us consider a 14-bit DAC segmented as 7–3–4. The thermometer decoded
segment has then 27 − 1 = 127 unary cells, plus one more unary current Iu is current-
split to implement the upper and lower LSB segments. Hence we can use the previously
discussed thermometric model for N = 128. If RL = 50 	 and the desired maximum
distortion is HD3 = 0.000 316 (namely −70 dB), the minimum unary impedance is
found using Eq. (4.15) to be

|Zu| ≥ RL N

4
√

HD3
= 50 · 128

4 · √
0.000 316

� 90 k	 (4.17)

Solving the corner frequency ωc = 1/(RuCu) relation for a desired maximum output
frequency of fout = 500 MHz leads to a maximum tolerable parasitic capacitance Cu =
1/(2π fout Ru) = 1/(2π · 500 MHz · 90 k	) � 3.5 fF. The latter is unrealistically low and
gives the reader a sense of the importance of this problem.

As was seen during the derivation of Eq. (4.15), the issue does not directly stem
from the presence of the parasitic capacitances Cu per se. As can be seen in Fig. 4.19,
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Figure 4.22 The gate–source capacitance of an MOS transistor as a function of the bias point.

the distortion originates from the fact that such impedances/capacitances dynamically
change which output node they end up connected to, as a function of the switches’ state,
hence dynamically “stealing” currents to the output in a code-dependent fashion. As
always, the key word is “code-dependent,” as it translates into distortion.

A solution to this problem, recently proposed in [90], consists of making the capaci-
tance contributed to each of the output terminals independent (at least to first order)
from the status of the switches. That is accomplished by augmenting the traditional
two-switch cell (highlighted by a lighter shaded rectangle in the depicted scheme) with
a biased cascode MC as shown in Fig. 4.21.

If the biasing current Ib is too low (or zero [330]) then, when the corresponding switch
is off, the cascode too will turn off and the corresponding capacitance contributed at
its drain will be dramatically different from that contributed when it is on and carrying
the current Iu + Ib. So, taking advantage of the nonlinear characteristics of the gate–
source capacitance of MOS transistors [5, 33], shown in Fig. 4.22, it is sufficient to
provide a current Ib that will keep MC’s Cgs within the relatively constant region on the
right-hand side of this plot even when the corresponding series switch is off. A bias
current of the order of 1%–2% of Iu has been shown to be sufficient for this purpose
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Figure 4.23 A simplified schematic representation of one of the DAC current-steering cells.

[90]. In this way, the capacitance seen at the drains of the cascodes MC is approximately
constant regardless of the status of the switches and hence leads to a finite but fairly
code-independent output impedance, dramatically reducing the associated distortion
contribution.

4.3.2 The common source node of the steering switches

One of the most delicate nodes for the analog part of a DAC is the common source node
of the current-steering switches, namely node S in Fig. 4.23 [327, 331]. We have already
seen in the previous section that if this node’s capacitance, after “reflection” from the
switches, shows up alternatively in the negative or positive output in a code-dependent
fashion this can lead to high-frequency harmonic distortion. There are, however, more
important reasons to keep this node as isolated from the output as possible and fairly
quiet in terms of signal swing.

Owing to the presence of Zu at S, any voltage swing vS at this node leads to current
iu passing into Zu. This current iu adds to the desired current Iu at S and hence ends at
the DAC output after passing through the switches. If iu is signal/code-dependent then
it introduces output distortion. To be clear, Zu in Fig. 4.23 is the lumped contribution of
the actual current source circuit implementation used to generate Iu but it also includes
the contribution of the two switches and their associated parasitics (e.g. primarily their
Cgss).

If the cell is isolated (i.e. no meaningful coupling from neighboring circuits occurs)
then the voltage swing vS can result from two sources: (a) the output swing Vout itself and
(b) the control signals c0+ and c0− driving the switches. Both of these sources couple
into S through the switches, so the design must focus on dealing with (a) minimizing
the corresponding coupling mechanism and/or (b) the nature of the involved signals
themselves.

First of all, let us consider the coupling mechanisms through the switches. The cou-
pling of Vout = Voutp − Voutn into S occurs primarily because of finite isolation between
the drain and source of the switch that is turned on.10 At low frequency and for small

10 There is also some capacitive coupling through the Cds of the off switch; however, at least at moderate
frequency, that is definitely negligible compared with the much more direct coupling through the turned-on
switch.
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signals the single-switch coupling consists of an attenuation amounting to the intrinsic
gain Asw = gm/gds of the on switch (e.g. the one steering the current to the positive
output terminal at voltage Voutp) if the latter is kept in saturation:

vS � Voutp/Asw (4.18)

So, for example, if Asw = gm/gds ∼ 15 then, by observing the node S of various current
cells, while the DAC is synthesizing Vout, it will be possible to see a 15-fold attenuated
copy of the positive output node voltage Voutp for the cells with c0+ > c0− and a 15-fold
attenuated copy of the other node voltage Voutn for the other cells.

This attenuation will dramatically drop if the switch is driven into triode (instead of
saturation) either by design or as a result of a large output swing. In this case the on
switch can be modeled as a resistor (the channel resistance) and a large vS causes a large
dynamic distortion current iu. Because of that, from now on we will assume that the
DAC has been designed to keep the on switches in saturation under all circumstances.

The switches’ gain Asw, just like any gain, will degrade at high frequency. The sizing
of the switch should be optimized for the intended frequency of operation, taking into
consideration both the parasitics degrading its high-frequency performance and the fact
that, although a minimum length L = Lmin maximizes gm, it also leads to relatively
small g−1

ds due to channel-length modulation and short-channel effects (in other words,
L = Lmin isn’t likely to be an optimal choice) [33].

Considering a higher-frequency case, as one switch turns on and the other one turns off,
vS swings from the attenuated copy of the node voltage of one of the two output terminals
to the attenuated copy of the other node voltage. Therefore the total capacitance Cu =
1/(ω · Im(Zu)) at S varies its charge accordingly through iu. It can be proved [86, 327]
that, for an N -cell DAC and a sine-wave signal at frequency f , the corresponding
second- and third-harmonic distortions are

HD2 = π f ZLCu N

2Asw
(4.19)

HD3 = π f ZLCu N

4Asw
(4.20)

On combining Eqs. (4.15) and (4.20) it is possible to see that for frequencies lower than

f3 = Asw

π ZLCu N
(4.21)

the source node S capacitance switching effect of Eq. (4.20) dominates the third-
order distortion, while for higher frequencies the output-impedance-induced distortion
described in Section 4.3.1 dominates.

Using a “telescopic design”11 for the cascoded (and/or regulated cascoded) current
sources to implement the source Iu allows a minimal contribution to Cu [298]; however,
again, one needs to also bear in mind the contribution to Cu of the gate–source capaci-
tance Cgs of the switches. Also, note that, although a dominant-pole model for Zu has

11 Namely one with smaller and smaller drain capacitances as the stacked transistors approach the output
node.
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Figure 4.24 A conceptual diagram for boosting Asw by means of negative feedback and control
signal c0+/− modulation.

been assumed so far, in general, depending on the implementation of the current source,
there might be a plurality of poles with none quite dominating for all frequencies [326].
Although the maths describing the distortion will change accordingly, the underlying
principles don’t change too much [86].

Moreover, the technique using the biased cascoded switches [90] described in Section
4.3.1 addresses both distortion mechanisms since it magnifies the attenuation of Voutp/n

at vS by means of the cascode MS in series with the switch in addition to also mitigating
the code-dependent switched-impedance problem as discussed previously.

Clearly, in all these cases, any additional level of cascoding needs to be carefully
considered in the light of voltage headroom issues in nanometer CMOS processes.

Finally, the switch’s intrinsic gain Asw can be boosted for moderate signal frequencies
by means of local negative feedback sensing the node S and modulating the turn-
on switch’s control signal c0 to counter the swing of vS as described in [332] and
shown in the conceptual scheme of Fig. 4.24. In this technique the absolute difference
δV = VHI − VLO between the switch turn-on voltage VHI and the switch turn-off volt-
age VLO is kept constant; however, these two voltages are locally regulated through
the feedback amplifier so that vS is driven to stay as close as possible to VREF.12 The
approach works well for output frequencies within the bandwidth of the regulating loop
and does not limit the voltage headroom because no additional transistors are stacked
up [332].

4.3.3 Switches and their drivers

The last technique described in Section 4.3.2 represents a first example of a switch driver.
As we stated in the same section, another possible source of code/signal-dependent
disturbance to vS (and hence distortion) is represented by the coupling of c0+/− to node
S. In the case of the previously discussed coupling of Voutp/n into vS nothing really can
be done on Voutp/n, so design acts to mitigate the coupling. On the other hand, in the case

12 In reality, it is sufficient to modulate VHI alone to control vS as long as VLO is kept sufficiently low to insure
that the corresponding switch is off as desired.
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of the coupling of c0+/− into S, the designer has control over the nature of c0+/− and
can therefore implement proper countermeasures as explained below.

A number of considerations can be made on the switches’ control signals c0+/−. The
current-steering cell of Fig. 4.23 is nothing more than a classic differential pair, with
the steering switches as the “input pair.” As such, for it to work optimally, the control
signals c0+/− need to be properly balanced, and must have a constant common mode
level c0CM = (c0+ + c0−)/2 setting the quiescent point of the node S to VS = c0CM −
VGSsw, where VGSsw is the switch MSW’s gate–source voltage corresponding to the full
current Iu:

VGSsw = VT +
√

2Iu

β
(4.22)

If c0CM is indeed constant both when c0+/− are going through the on–off transition and
when they are going through the off–on transition (while Iu is gradually steered between
one output node and the other) as well as when they have fully settled to the desired state
(and hence Iu is fully steered) then, in principle, node S sees no coupling from c0+/−,
namely vS = VS (ignoring Voutp/n coupling) and no distortion is introduced as a result.
In practice, even if c0CM is truly constant at all times, a very small vS variation (and a
glitch) will show up at S as a result of the MOS square law relating the drain current
of the current switches to their gate–source voltages,13 as a result of stray capacitances,
device mismatch, and second-order effects.

As for the amplitude δV of the differential control signal c0 = c0+ − c0−, this requires
only that most (i.e. depending on the required resolution) of the current Iu is steered onto
one output branch when the transition has been completed. Since the differential transfer
characteristic id = id+ − id− = G(c0) of the switch pair is the large-signal function [5]

id = Iu

√
βc2

0

Iu
− β2c4

0

4I 2
u

for |c0| ≤
√

2Iu

β
(4.23)

then, on setting δV = √
2Iu/β, in theory for c0 = ±δV all of the current Iu has been

fully steered. In practice, that is a good initial guess but the minimum δV can be found
by simulation, also due to the fact that nanometer-scale MOS transistors don’t strictly
follow the square law.

Given all that, it is possible to design suitable differential drivers for the switches such
as the circuitry exemplified in Fig. 4.25. Here, with suitable sizing of the tail source
Idr and the resistors R1 and R2, it is possible to convert the digital rail-to-rail signal
q0 into a proper differential control signal c0+/− with desired common mode level and

13 In practice this effect is tolerable (and will be neglected for simplicity in the remainder of this discussion)
since the current switches are typically of small size and therefore, during this transition, they rapidly move
to conducting high current density, a region of the parabolic law where the slope doesn’t vary too much
and the law is almost linearized. This leads to a rather reduced swing at S. Furthermore, in finer nanometer
processes, due to strong velocity saturation, the power of 2 in the MOS square law is more realistically
approximated by a fractional number between 1 (linearity) and 2 (the square law). In other words, the swing
at S due to this law reduces considerably. In theory it is zero if the exponent is 1.
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Figure 4.25 The differential driver scheme.

amplitude.14 In fact, multiple CML stages might need to be interposed between the
rail-to-rail logic and the CML drivers to improve the balance of the signals. Moreover,
care should be taken in the design of such drivers to insure that the high-to-low and
low-to-high transitions of c0+/− are even.

A possible downside of such a type of “CML” driver is the relatively high static power
consumption (due to the fact that Idr is flowing at all times) and area (primarily due to
the resistors) [334, 335]. However, it should be said that, for relatively high speed, CML
circuits are known to be as power efficient as (or even better than) more traditional static
CMOS logic [336].

In order to mitigate both the power consumption and area issues in the differen-
tial drivers, other approaches have been pursued. Similarly to the approach shown in
Fig. 4.24, two reference levels VHI and VLO can be created so that the steering switches
can be turned on and off by forcing their gate terminals to these levels as needed.
Two options are possible: a single (“global”) reference generator for VHI and VLO com-
plemented by local buffers supplying these voltages to the local switches; or mul-
tiple “local” generators associated with each pair (or a “local” group) of switches.
Expectable trade-offs among power consumption, pair-to-pair coupling, layout routing,
driving capability, and area need to be considered for the architecture and segmentation
chosen [63, 298].

An example of a reference generator suitable for a P-type DAC is depicted in Fig. 4.26
[63]. In this scheme it is assumed that a low-impedance-output common mode reference
VoutCM = (Voutp + Voutn)/2 is available and sets VLO (which, for a P-type DAC, is the
level that turns on the desired switches). The circuit of Fig. 4.26 develops the desired
voltage level shift δV needed to turn off one of the switches (by setting its gate at
VHI = δV + VLO) when the other one is fully on (i.e. with its gate at VLO = VoutCM).

In principle the driving scheme for the steering switches could be the one shown in
Fig. 4.27 using MN1–MN4 to connect the steering switches to the reference generator.
However, when the steering switches’ gates become tied to VHI and the charges at those
nodes need to change so that the new voltage level is established, then, due to the finite

14 In [333] the input range of the large-signal characteristic of the switching pair Eq. (4.23) is extended by
degenerating the pair in order to use a driver with larger swing instead.
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2I

VoutCM

I

Vbias1

Vbias2

VHI

= VLO

Global

Figure 4.26 A VHI/VLO reference generator [63] for a P-type DAC. This generator, consisting
essentially of a P-type source follower, is intended for an individual switch pair and creates VHI

from a supplied VLO. The biasing voltages Vbias1 and Vbias2 can be global [63]. C© 2007 IEEE.
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Figure 4.27 A simple driver using the reference generator of Fig. 4.26. When q0 = 1 then
c0− = VHI through MN1 and c0+ = VLO through MN3. When q0 = 0 then MN2 and MN4 set
c0+ = VHI and c0− = VLO [63]. C© 2007 IEEE.

driving impedance of the reference generator, a switch gate voltage c0+/− transient
develops as shown in the small insert plot of Fig. 4.27. If the switching activity is high
enough then VHI and the switch gate voltage c0+/− might not be settled yet when a new
switch-state change happens. Therefore the reference generator is unable to re-establish
the desired VHI ahead of the new switching transition and a code-dependent memory
effect (effectively an inter-symbol interference problem) on the generated voltage leads
to a new introduction of dynamic nonlinearity at the DAC output.

This problem is addressed either by designing the reference generator with lower
output impedance (in order to make the transient time constant shorter) or by selectively
recharging the disturbed output reference node so that it can quickly recover. In the
former case, power–area issues similar to those in the CML driver case can arise. An
example of the second case is shown in Fig. 4.28 [63, 298]. In Fig. 4.28, a complementary
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Figure 4.28 An enhanced version of the driver in Fig. 4.27. The extended structure with MP1–MP4

and the two inverters transfers charge packets from the top supply to restore the charge lost by
the reference generator when driving the steering switches, hence compensating for the
code-dependent glitches in VHI [63]. C© 2007 IEEE.
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Figure 4.29 Simple latch driver scheme.

set of switches MP1–MP4 provides the output reference node with the charge previously
lost to drive the steering switches by selectively draining it from the positive supply.

An alternative to bounded-swing drivers, and, to some extent, a more traditional
approach, is to directly drive the switches with a rail-to-rail fast latch such as the one
depicted in Fig. 4.29.

In this case the state transition of c0+/− is intended to be the fastest possible. The
design and layout of the switches and the latch need to be carefully done together, hence
the term “swatch” (switch–latch) used by some [86].

When the control signals c0+/− swing rail-to-rail, as opposed to the previously dis-
cussed cases with bounded differential swing, there are several potential issues that
need to be considered carefully. First of all, once the state transition is completed,
the on switch’s gate terminal is held at the positive supply voltage of the latch.
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Figure 4.30 A P-type DAC with a lower supply latch.

Therefore, depending on the amplitude of the output voltage Voutp/n, the on switch
may be (possibly temporarily) driven into triode, hence causing distortion (e.g. when
Voutp/n < VGsw − VT). Second, for both switches, a large and rapid swing c0+/− at the
switches’ gates results in a large charge injection (from the switch’s channel) and
feedthrough [330] (from the switch’s Cgd) to the output node (and to the node S through
the switch’s Cgs), also introducing distortion. Finally, while the signals c0+/− are changing
state, the corresponding common mode c0CM may vary from its desired value (discussed
above), and it might be different from its final value at transition completed. Such vari-
ation of the common mode c0CM directly results in a variation of vS, since, as explained
above, vS should always stay at VS = c0CM − VGSsw(Iu) in order to have iu = 0. In fact,
besides the obvious distortion introduced by varying the small-signal current iu, a vari-
ation in vS that pushes the top-most transistor of the current source from its intended
saturation state into triode will cause a very large and sudden drop in Iu. This current will
only begin to recover its original value after the on–off transition has been completed,
returning to flow through the on switch. Again, this is a very large variation visible at
the output, not a small-signal variation.

Using a “digital language” some authors describe this condition by stating that both
switches turn off at the same time and so the current Iu cannot flow, when, in fact, as
just described, the problem is that the switches are “yanked down” until they drive the
current source out of its intended bias point, possibly turning it off.

There are basically two ways to address this problem: using drivers with reduced
supply and, hence, once again reduced swing, or changing the crossing point of the
c0+/− signals.

If a P-type DAC architecture is chosen then it is fairly straightforward to use a lower
supply for the driver than for the current cell as shown in Fig. 4.30. That is partic-
ularly natural if a process with dual supply and corresponding lower-voltage/shorter-
channel/higher-speed devices is used.

Conversely, in an N-type DAC this approach would result in either (a) lifting the
bottom supply of the latch from ground to a higher voltage level or (b) lowering the
bottom supply of the current cell to a negative supply.

The second way to address the problem is to change the crossing point of c0+ and
c0−. In this way, when their state transition occurs (and either switch is conducting
at least some current), the corresponding c0CM is not very far from its intended level.
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Figure 4.31 Variation of c0+/−’s crossing point and its impact on node S.
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Figure 4.32 An example of a high-crossing-point driver.
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Figure 4.33 A variation on the previous driver circuit with the ability to adjust the crossing point.

Some examples clarifying the concept are depicted in Fig. 4.31 and an example of a
switch driver with a skewed crossing point is shown in Fig. 4.32 [312, 328, 329, 330]. A
variation of this circuit allowing one to change the crossing point by means of a control
voltage is shown in Fig. 4.33.

Since the rise and fall time of these waveforms is meant to be as fast as possible, small
timing skews can vary the crossing point (and its corresponding distortion performance),
making it quite sensitive to PVT variations. A solution to automatically control it has
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Figure 4.34 The concept for automatic control of the crossing point [311]. C© 2004 IEEE.

been proposed in [311, 337]. It consists of monitoring the switching activity of the node
S of an isolated replica of the current cell, automatically varying its crossing point to
minimize the glitch at S, and using the resulting set point (Vctrl) for all the drivers used
in the actual DAC. The concept is illustrated in Fig. 4.34. On the left-hand side a partial
replica of the current cell recreates the desired source voltage VS. On the right-hand
side a more complete replica has its switches turned on and off at the clock rate and its
common source node voltage vS experiences glitches depending on the crossing point.
A regulating loop senses the switching common source node (vS), compares it with the
static node (VS), and then adjusts the crossing point to minimize their difference. The
resulting Vctrl is then applied to all the controllable crossing-point switch drivers in
the DAC array.

So far we have described different techniques that generate the control signals c0+/−
aiming at minimizing the corresponding swing vS at node S resulting from code-
dependent switching. An entirely different technique, called “differential quad switch-
ing” [311, 338, 339], does not minimize this voltage swing (in fact, the swing itself
increases), but rather aims at making the swing/glitch at S fully code-independent. The
latter is true if S experiences an equal disturbance originated from the switches at every
clock cycle (i.e. independently from the code/signal), instead of being disturbed only
when the current’s steering direction changes from one output terminal to another as a
result of a new input code.

That is accomplished by adding a second pair of steering switches to the usual pair of
switches as shown in the P-type current cell in Fig. 4.35. The four switches are driven
by suitable logic ANDs between the regular control signals c0+/− and the output update
clock � or its complement. The corresponding time-domain waveforms are sketched
in Fig. 4.36. First of all, let us notice that in the quad scheme only one of the four
switches is turned on for each conversion cycle. Moreover, on comparing the dual and
quad switching schemes in Fig. 4.35 it is clear that in the dual switching scheme the
steering direction of the current Iu is not changed by the addition of the new switches
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Figure 4.35 The differential quad switching current cell [338] (on the right-hand side) obtained as
an extension of the traditional dual switching cell. Adapted from [311]
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Figure 4.36 The waveforms associated with the dual and quad switching.

and it continues to be determined by c0. However, whereas in the dual switching scheme
the common source node is disturbed only when c0 changes state, in the quad switching
scheme even if c0 does not change state during a given conversion cycle a pair out of
the four switches will change state, hence creating a disturbance to the common source
node. That is visible on the waveforms of Fig. 4.36 and, in particular, it is apparent when
comparing vS (for the dual switching scheme) with vS1 (for the quad switching scheme).
The same effect can also be described by saying that the harmonic distortion resulting
from the vS glitches in the dual switching scheme is canceled out and replaced by tones
at the sample frequency and its integer multiples. The latter are not signal-dependent
and, besides, are far from the spectral content of Vout, which is located at very high
frequency and also likely to be significantly filtered by the reconstruction filter following
the DAC.

A few options for the respective frequencies for � and c0 exist (e.g. “interleaved
sampling,” “double sampling”), providing some choice in terms of the power of the
clock-dependent tones [311].

Besides the increase in strays at the common source node, the main drawback of the
quad scheme is the increase of power consumption and complexity deriving from the
addition of the extra switches and local logic to generate the additional control signals.
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Figure 4.37 An example of the effect of timing skews on the output current of a thermometric
DAC. On the right-hand side it is possible to see that a gradual skew in the state transition times
can result in a rising current output with a different shape and longer transition time.

All and all, that is a reasonable price to pay given the significant distortion improvement
provided by this approach [311].

4.3.4 Timing skews

Other important sources of dynamic nonlinearity becoming increasingly important for
very high speed are the timing skews between the actual switching time instants of the
multiple current-steering pairs (or quads). It has, in fact, been tacitly assumed so far
that all current-steering pairs change their state (i.e. the direction of the steered currents
from one output terminal to the other) at exactly the same time. However, inevitably,
due to timing skews of different origins, each pair will in fact make its state transition
at a slightly different time instant (in fact, to be completely accurate, even with slightly
different transition times), leading to output distortion as exemplified in the simple DACs
sketched in Figs. 4.37 and 4.38.

The sources of timing skew are multiple and include (see also Fig. 4.39)

� interconnect delays along the output lines carrying the individual current contributions
to the output nodes;

� device mismatch in the steering switches;
� device mismatch in the switch drivers;
� interconnect delays along the clock lines triggering the state transitions for the latches;
� code-dependent load mismatch on the clock input for the latches;
� interconnect delays along the data busses to the current cells;
� load mismatch on the data busses to the current cells.
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Figure 4.38 An example of the effect of timing skews on the output current on a binary weighted
DAC. Timing skews can lead to even more dramatic distortion in this case than in the previous
one.
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Figure 4.39 Various sources of timing skew.

Before discussing these issues in more detail it is important to make a few remarks
that will provide a sense of the relevance of these matters.

First of all, Nyquist-rate current-steering DACs can have total physical dimensions
ranging from about 0.5 mm to 1 mm even in advanced nanometer processes such as
65 nm or 90 nm CMOS processes [90, 321]. Therefore it is not surprising to have, for
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example, buffered clocks, data busses, and output current lines routed across the DAC
and covering distances of this order of magnitude. With that in mind and considering rise
and fall times of logic signals of the order of tr = 50 ps, the corresponding wavelength of
such signals is λ ∼ c · 2tr = 3 · 108 · 2 · 50 · 10−12 = 3 mm, which is very comparable
to the distances discussed and hence (1) interconnect delays simply cannot be ignored
and (2) many long lines ought to be modeled as distributed lines [340].

Another important consideration is that propagation delays are not necessarily the
real issue. The problem is rather the mismatch (that can be systematic, random, or
signal/code-dependent) between delays which would otherwise be equal and fairly
benign.

With these concepts in mind, let us consider the sources of timing skew previously
enumerated and highlighted in Fig. 4.39.

Beginning with the output lines, each current will travel some distance from the
steering switches to the output load. Hence, even if all steering switches in the array
were to change their state at the same time, there will be differences in the timing at
which each cell current reaches the load (the current waveform for cells located closer
to the output nodes will experience shorter delay than will that for those located further
from them). The contribution of this error source to the DAC’s SFDR has been analyzed
[341] and assessed to be

SFDR = 4
[
1 + (2ω0τ )2

]
τmaxω0 cos (πω0/ωs)

√
1 + ω2

0τ
2

(4.24)

where ω0 = 2π f0 is the output (angular) frequency, ωs = 2π fs is the output (angular)
rate, τ is the output time constant,15 and τmax is the maximum time-constant variation.
Here, the spread in delays between the cells is modeled as a variation in time constant;
τmax is such a maximum variation.

Similarly, the clock determining the time instant at which the cells change state may
not reach all cells at the same time. The contribution of that to the SFDR is [341]

SFDR =
4
√

(1 + 4ω2
0τ

2)/(1 + ω2
0τ

2)

dmaxω0 cos (πω0/ωs)
(4.25)

where dmax is the maximum delay difference between the cells.
The similarity between Eq. (4.24) and Eq. (4.25) is expectable since in either case

the result is a delay mismatch between the cells’ contributions to the total output. A
number of observations on these results can be made. First of all, as expected, the SFDR
degrades as the spreads in delays τmax and dmax increase (clearly there is no corresponding
contribution to distortion when all delays are the same, namely τmax and dmax are zero).
Moreover, the contributions to the SFDR depend on the ratio ω0/ωs between the output
frequency f0 and the sample rate fs. The worst SFDR is seen for f0/ fs ∼ 1/4. For low

15 The model assumed for the output settling is that the steering switches change state instantaneously,
resulting in a current step into the output load, and that the resulting voltage response behaves as a
single-pole 1/τ = 1/(RLCL) system.
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Figure 4.40 Compensating the clock delays with the output delays.
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Figure 4.41 Equalizing the clock delays as well as the output delays with clock T-tree structures.

output frequency (ω0τ  1) Eqs. (4.24) and (4.25) simplify to

SFDR � 4

τmaxω0
(4.26)

and

SFDR � 4

dmaxω0
(4.27)

respectively, which means that the SFDR degrades with a −20 dB/dec rate over f0 when
the latter is low.

An implicit assumption in the output and clock timing skews just described is that
these are systematic in the sense that they are due to uneven distances in the routing of
the signals. Therefore, they can be (completely or partially) canceled out with proper
routing techniques. For example, the similarity of Eq. (4.24) and Eq. (4.25) suggests
that the two effects could be, at least partially, canceled out by providing a very delayed
clock (larger d) to a cell that is very close to the output node (smaller τ ) and vice versa as
exemplified in the routing style depicted in Fig. 4.40 [311, 341]. A more complex but also
more accurate approach consists of using clock trees as shown in Fig. 4.41 [311, 341] or
Fig. 4.42. Similar considerations and equalization techniques can be applied to compen-
sate for systematic timing skews in data lines. The availability of multiple metal levels
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Figure 4.42 Equalizing line delays (in this example, the clock) with clock H-tree structures.

in the adopted process technology is of paramount importance for implementing such
techniques and, where needed, to shield the multiple networks from one another.

A completely different source of timing skews is due to the mismatch in the steering
switches and in the latches. Indeed, device mismatch in the steering switches introduces
an input offset δc0 into the current transfer characteristic of Eq. (4.23). This random
(assuming that the steering switches have no systematic mismatch) voltage offset causes
the steering of the current to begin earlier/later than desired when c0 changes state. The
issue is minimized if the transition of c0 from one state to the other is very fast. The
same can be said for the latches driving the steering switches: mismatches, particularly
in the input devices of the latch (because the contribution of the other devices in the
latch is reduced by the voltage gain between the input and the device at hand), result
in input offsets and hence timing lead/lag. Once again, the faster the state change, the
smaller the timing skew. Small switches offering low capacitive load to strong latches
often lead to optimal solutions [334, 335].

Finally, as noted in previous sections, the output voltage Voutp/n couples to the common
source node S through the steering switches. As a result, the “trip point” of the steering
switches is once again disturbed (similarly to the just discussed case of mismatch between
the steering switches), resulting in a signal-dependent timing skew [342]. Minimizing
this coupling as discussed in Section 4.3.2 and, again, designing for the fastest possible
steering transition are ways to mitigate this problem.

Code-dependent delays can also emerge in otherwise perfectly geometrically equal-
ized structures making use of clock trees and suchlike, when the loads connected to the
trees become code-dependent. That is the case, for example, of the fast latch structure
shown in Fig. 4.29. The clock line that connects a large number of latches of this type
will see a load that varies depending on how many of these latches change state from
time to time since the channel and the stray capacitances of the switches forcing the state
change may, or might not, need to vary its stored charge. Third-order distortion typically
results from that [63].

The solution then consists of equalizing the load to the clock line as implemented
in the modified latch shown in Fig. 4.43 [343, 344]. In this circuit, the simple latch of
Fig. 4.29 has been augmented by an additional pair of switches (M3 and M4) and a set
of inverters, which force the extra switches M3 and M4 to have a state that is always
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Figure 4.44 A universal current cell.

complementary to that of M1 and M2, hence making the load on the clock line higher
but code-independent.

The last source of timing skews we will discuss in this section is due to large systematic
differences in load between the segments of a DAC and within binary weighted sections
of it. For example, in the segmented DAC depicted in Fig. 4.4, all transistors, including
the steering switches, are sized proportionally to the currents they carry. This means
that, to insure that all currents are truly steered concurrently (at least systematically),
all the switches’ drivers need also to be sized proportionally. When the number of bits
in the binary weighted segment is relatively high this can become impractical and ways
to re-balance the drivers or the loads need to be found.

A somewhat sloppy way consists of adding dummy loads to “faster nodes” to equalize
the corresponding time constants. For example, in the scheme of Fig. 4.4, let us consider
the weighted cells controlled by d1 and d2. Just to give an idea, these could be driven
by the very same latch if the gates of the steering switches for the cell controlled by d1

were also loaded by additional dummy PMOS transistors equal to the steering switches.
Alternatively, the latch driving d2 could be implemented by a suitable parallel connection
of two latches identical to the single latch driving d1.

A smarter solution, which also equalizes the time constants associated with internal
nodes of the current cells, consists of creating a “universal current cell” used throughout
the DAC array to implement all contributions, unary or weighted [345, 346]. For example,
let us consider the cell shown in Fig. 4.44. A cascode-based splitter creates four identical
currents equal to Iu/4. All of the steering switches are connected to the single control
signal c0. This single and modular cell can be used to create unary or binary weighted
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Figure 4.45 A universal cell connected to generate a current Iu/4 (top) or a current Iu (bottom).

currents such as Iu, Iu/2, and Iu/4 simply by properly shorting together the outputs
O0–O3. An example is shown in Fig. 4.45. As stated earlier, however, regardless of
how much current is steered to the output, the load on the latch is constant and all the
time constants of the internal nodes are matched. Creating a layout with this cell is also
very modular and straightforward since the amount of current steered can be hardwired
simply by a via connection (or a missing via) between selected outputs O0–O3 and/or
the DAC output rails (Voutp/n) or VDD.

A similar alternative to that is the so-called “pseudo-segmentation” [347, 348]. This
consists of implementing both the weighted and the unary cells as an “aggregation” of
identical unity cells similarly to what was explained in Section 4.2.1 (see Fig. 4.7). This
is an attempt at extending the performance advantages in linearity and scalability of
classic thermometric DACs to arbitrarily segmented DACs. At the same time, the digital
complexity of thermometric DACs (involving binary-to-thermometric decoders, their
internal propagation delays etc.) is avoided by proper hardwiring of the involved cells as
shown in the “pseudo-decoder” exemplified in the case of a 3-bit binary weighted DAC
shown in Fig. 4.46.

4.3.5 Other causes of dynamic performance degradation

This section concludes the discussion on the causes of dynamic performance degradation
and some of the techniques to mitigate their impact. There are a few more items to which
the DAC designer may need to pay attention in order to be able to hit the target dynamic
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Figure 4.46 A pseudo-decoder for a 3-bit binary weighted DAC.

performance. Specifically, these include undesired coupling of digital noise into sensitive
analog nodes and clock jitter.

Let us first concentrate on the coupling of digital noise generated by the multitude
of digital circuits and signals existing in a DAC chip. Since the digital activity is likely
going to be driven, in one way or another, by the DAC input codes, it will result in output
distortion. This can manifest itself either as clearly visible harmonics of the intended
output, or as mixing products of the output, its harmonics, and/or the clock frequency
(or frequencies related to that), or as a broad range of spurious tones that, although
harmonically related to the output in some form, have a somewhat “colored-noise”
nature when observed with a spectrum analyzer.

Digital noise (or, better, digital disturbance) can couple into analog circuits in a variety
of ways, including

� through physical proximity in the placement of “offending” digital circuits and
“victim” analog circuits;

� intersection between conductors of digital signals and of analog signals;
� lack of proper isolation between digital and analog supplies.

Proximity can be the result of a strategy to minimize strays and area, and possibly
improve matching. Intersection of wires can be inevitable due to space and routing
restrictions. However, both of these also lead to undesired capacitive and inductive
coupling.

This can happen in layout, for example when metal lines are close and/or parallel for
sufficient length to build enough fringing or overlap capacitance or sufficient magnetic
coupling. It can also happen through the substrate, particularly if that is epitaxial and,
hence, has low resistivity along its surface. It can also happen in the package through
bonding wires coupling or in the laminate of BGAs.

Sophisticated layout and package-extraction CAD tools exist, but, unfortunately, at
present, all of the above mechanisms are still extremely hard to capture, properly model,
and simulate, especially considering the level of accuracy required for high-performance
converters. Besides, extracted netlists, due to the distributed nature of the strays, can be
extremely large and therefore challenging both to the ability of simulators and computer
servers to handle them, and to the ability of designers to actually gain insight into where
the most important source of trouble may be coming from.
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The skilled designer often needs to pair engineering acumen and intuition with a
decent level of CAD know-how to efficiently anticipate, narrow down, isolate, and
then reproduce with test cases and controlled simulation experiments the origins of
the coupling and then find ways to mitigate them without disrupting the development
schedule in the process. Regarding ways to mitigate the coupling, besides increasing
the physical distance (often dramatically reducing the problems due to the exponential
dependence of many of such strays on physical sizes) and/or changing the orientation
of the coupled structures, the introduction of various types of interposed shields (tied
to low-impedance signal grounds or sometimes left “floating”) can “break” electric
and magnetic field lines into controlled return paths for stray currents. Also, local
substrate sneaky paths can be selectively altered by careful introduction of substrate
contacts (again, tied to proper low-impedance AC grounds), by the use of insulating
trenches, and/or by the introduction of buried doped wells (deep n-wells, triple wells
and similar other options are often available in analog-friendly flavors of many CMOS
processes).

Finally, in addition to the type of mechanisms described above, undesired AC coupling
between signals and supplies or between otherwise isolated supply domains can also
arise in the input/output (I/O) “ring” through voltage clamps and ESD protection circuits.
These are all meant to monitor and limit mutual potential differences between supplies
and signals. However they also come with many strays that can be non-negligible and,
for sufficiently high frequency, provide plenty of detrimental coupling. Because of that
the skilled designer is advised not to overly delegate to the ESD expert, who, perhaps
due to excessive zeal or conservative ESD design, may unintentionally hand over an
easily overseen source of trouble at the last minute.

Finally, sampling clock jitter is at present one of the toughest road blocks to high-
dynamic-range performance when dealing with very-high-frequency signals. Just like
for ADCs, the phase noise of the sampling clock is mixed with the output of a DAC
and therefore can become the limiting factor for its noise performance. The dependence
and manifestation of that is essentially the same as in ADCs and, therefore, will not be
discussed much further here. It is, however, interesting to remark that, although the final
results are essentially the same, the underlying mechanisms are not. In ADCs, aperture
errors lead one to randomly sample the continuous-time input a bit too early/late and,
hence, capture a signal that has a slightly different amplitude than what it would have
had had it been sampled at the correct time. In DACs, instead, since the output is, in fact,
a continuous-time signal, sampling clock phase noise leads to an output level that can
randomly last a bit too long or not long enough compared with what would have been
the case without phase noise. This also means that the charge delivered by the output
current to the load can be too much/too little from period to period. In other words, the
error isn’t an amplitude error (as in ADCs) but rather a random timing-skew error. Once
again, it is intuitive how that can become very important for rapidly varying outputs for
which even small timing errors can be visible in comparison with the rate of change of
the output signal. On the other hand, it won’t be very visible on slowly varying signals
(perfectly flat DC signals in the extreme case), for which the output step between one
sample and the next one is minimal.
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With that in mind, it is also quite intuitive why non-return-to-zero (NRZ) DACs have
considerably less sensitivity to clock jitter than do return-to-zero (RTZ) DACs. NRZ
DACs have only one clock edge per conversion, and output-level variations go only
from the present output to the next one. On the other hand, RTZ DACs have two clock
edges per conversion period (hence the phase noise is twice as much as in the NRZ case)
and the jittery edges of the output can be quite large because the output returns all the
way to (and from) zero in every period.

Finally, dual RTZ DACs [349], namely DACs whose output is the combination of
two RTZ DAC outputs with the same output level but phase shifted by half a period,
have the same jitter performance and output power as an NRZ DAC but with distortion
performance comparable to (better than) that of an RTZ DAC [350].

4.4 Layout and floorplanning

The most effective way to keep control of strays16 and, therefore, minimize the
inevitable performance degradation when moving from a schematic design to an actual
physical implementation is to start on the right foot by adopting a proper layout and
floorplanning strategy.

There are generally two approaches to floor planning for current-steering DACs: a
linear style and a matrix style (also referred to as Manhattan style). The linear style
[90, 298, 311, 334, 351] consists of laying out the current cells, switches, latches, and
some of the logic circuitry into identical slim and long slices and then abutting them in
a straight line as depicted on the left-hand side of Fig. 4.47.

In the Manhattan style, on the other hand, the individual identical cells are shaped in
a more square shape and are then arranged into a two-dimensional matrix as depicted
on the right-hand side of Fig. 4.47 [306, 352].

More functional detail on the linear arrangement is shown in the diagram of
Fig. 4.48. Owing to its relative simplicity, the linear style provides a straightforward
way to closely abut devices that are meant to match one another as evidenced in
Fig. 4.48, where it is possible to distinguish a separate area for the current-source
devices MCS, one for the combination of the cascode MCAS and steering switches MSW,
and one for the drivers/latches. The physical separation among these sections also mini-
mizes undesired coupling between them; such as coupling between the very active digital
signals in the latches, decoders etc. and the quiet current-source devices.

Common signals such as supply lines, biasing, output busses etc. are routed through
the arrays as appropriate. Clock-tree structures such as those described in the previous
sections can be adopted for actual clock signals and outputs, but also for other types of
global nets such as biasing lines and power supplies [337]. The reason for the latter is that,
if the associated stray resistances and capacitances cannot be sufficiently minimized due
to their aggressive corresponding requirements, they can at least be equalized among the
cells to better mitigate the corresponding detrimental effects discussed in the previous

16 Or to jeopardize an otherwise fine circuit design.
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Figure 4.47 DAC floorplans: (left) linear style and (right) matrix/Manhattan style. Adapted from
[348] and [312].

sections. Once again, the availability of multiple metal levels is a powerful enabler of such
techniques insofar as it allows layering and, to some extent, shielding and decoupling
among multiple global nets over the large array of cells. It is, in fact, also because of the
increased availability of additional multiple metal levels in advanced CMOS processes
that there has recently been an increase in popularity of this floorplanning style over the
more traditional Manhattan style.

A more detailed diagram showing an example of the Manhattan floorplan is depicted
in Fig. 4.49. Although in this case the interconnects between the transistors constituting
the current cells are potentially more compact than in the linear floorplan, on the other
hand, a considerable number of long critical lines must be run through the entire array.
In fact, both digital lines with a fair amount of activity and critical analog lines, such as
the bias lines and the output rails, run across the entire array and cross to one another in
multiple places. That can cause significant coupling between the respective signals and
can ultimately result in visible harmonic distortion and a broad range of spurious tones
in the output spectrum.

4.5 Dynamic element matching in segmented Nyquist-rate DACs

Dynamic element matching (DEM) is a well-known class of digital techniques allowing
one to improve the distortion performance of DACs at the expense of an increase in
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the NSD by pseudo-randomly scrambling the usage pattern of its constituting cells [68].
Some DEM algorithms, called mismatch-scrambling algorithms, turn the distortion tones
into white noise and therefore are better suited to wideband, Nyquist-rate converters.
Other DEM algorithms, called mismatch-shaping algorithms, turn the distortion spurs
into a frequency-shaped noise and, therefore, are a good fit for oversampled converters.

DEM techniques have been widely and successfully used in DACs built from a
relatively low number of 1 b sub-DAC cells such as in �� ADCs [81], �� DACs
[353, 354], and sub-DACs of pipelined ADCs [281, 355]. These are very well-established
techniques, the corresponding literature is vast, and a discussion on that is well beyond
the scope of this book.

However, very recently, examples of DEMs in current-steering Nyquist-rate DACs
with many constituting elements (the type of DACs discussed in this chapter) have been
reported. Providing a glance at these advanced and somewhat specialized DEMs is the
topic of this section.

A number of challenges have limited wider use of DEMs in Nyquist-rate DACs. First
of all, the effectiveness of element scrambling relies on time-averaging the undesired
output deviations (due to mismatches and leading to nonlinearity). If, after scrambling,
on average, the output levels are correct then the deviations from a linear response are
turned into a randomized addition, namely into a noise-like waveform superimposed
on the desired output. For the averaging to effectively take place the output waveform
frequency needs to be considerably smaller than the frequency at which the elements
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Figure 4.49 A matrix floorplan. A unity cell contains here both analog and digital blocks. The
state of the switches is determined by local logic sensing the state of the row and column code.
Even though this is a very simplified diagram (e.g. the current-source bias lines aren’t even
sketched) the multiple intersections between analog signals and digital signals are apparent.

are scrambled. It is clear that this is easily satisfied in oversampled converters, where
the signal band is, by definition, much smaller than the sample rate. That is not the case
for Nyquist-rate DACs unless the output signal is at a much smaller frequency than the
Nyquist frequency (i.e. essentially falling again in the case of oversampled signals).

Another issue has long been associated with the implementation of the DEM scrambler
placed between the input data stream Din and the actual DAC. Specifically, conventional
implementations of DEM scramblers assume that all the DAC elements being scrambled
are nominally identical (i.e. that the scrambled DAC is a fully thermometric one). These
algorithms, in fact, take advantage of the natural “redundancy” present in thermometric
DACs: if all unit elements are indeed the same then the desired final summed current
can be equally well obtained through multiple selections of the elements as long as the
total number of selected elements is constant. So the DEM will always pick a different
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combination of unit (actually mismatched) elements, hence scrambling the distortion
patterns into uncorrelated noise-like spurs.17 However, since DEM scramblers make
use of cascaded bit-shuffling blocks (also known as “butterfly networks”) arranged into
tree-like structures, the size of the scrambler grows exponentially with the number of
bits, quickly becoming impractical for DACs with several output levels.

Because of all that, some early attempts at introducing DEM scramblers into Nyquist-
rate current-steering DACs were limited to partial sections of thermometric segments
[298, 301, 351] and, therefore, did not always provide their full potential benefit [351].
In fact, since the addition of the DEM scrambler could introduce more (possibly code-
dependent) digital activity into what could be an already potentially noisy environment,
the relative benefit in terms of DC and low-frequency distortion improvement may end
up being unintentionally traded for a further degradation of the high-frequency behavior.
A way to effectively mitigate this problem in mismatch-shaping DEMs has been reported
in [357, 358], where the key idea is keeping the number of switching events per period
constant so that the disturbances as a whole are no longer directly code-dependent.

The same general idea has also been applied (this time in a mismatch-scrambling
case) to the zeroing cycle of the output of a return-to-zero (RZ) DAC in [321], where
the output is nulled by steering the currents of half of the elements to the positive output
and half to the negative output; however, the order of selection of the current elements
is always different and randomized and, hence, static as well as dynamic mismatches are
scrambled into noise.

As pointed out above, one of the obstacles to introducing DEMs for Nyquist-rate
DACs with multiple current cells has been that the DEM encoder’s complexity and the
number of shuffled unit elements grow exponentially with the number of bits of DAC
resolution [68]. Furthermore, while the thermometric DAC structure provides the previ-
ously mentioned “redundancy” (i.e. in the absence of mismatch, the particular selection
of the units is irrelevant) exploited by traditional DEMs, in a binary weighted DAC the
elements constituting the array are not interchangeable since each has a different weight.

For intuitive reasons, some of these problems resemble those of implementing a high-
resolution DAC (say, more than 8–10 bits) with a fully thermometric approach. Then, in
analogy to the segmentation approach followed for high-resolution DACs, “segmented
DEMs” have been introduced first in �� converters [350, 359, 360, 361] and, more
recently, in Nyquist-rate DACs [356, 362, 363, 364] with segmentation.

While in [350, 360, 361] the different segments have different weights but each is still
individually thermometric and hence independent DEM scramblers are used for each of
them (hence the segmentation boundary mismatch needs to be separately addressed), in
[356, 359, 362, 363, 364] the segmented DEM scrambler controls the full segmented
DAC. One of the keys to the latter approaches consists of intentionally introducing
the needed “redundancy” among the binary weighted elements by adding more binary
weighted cells to the existing ones. The redundant binary weighted elements are then

17 The requirement for the scrambler is that (1) each choice of elements is statistically independent from the
choices made in other sample periods and (2) all of the possible sets of chosen elements have an equal
probability of being chosen [356].
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used in an exclusive way (i.e. if two cells of equal weight Ki now replace what was
originally a single cell of the same weight Ki , only one of the two cells is actually used
to steer current to the output at a time, while the other one dumps its current to a ground
node) and the selected cell changes from cycle to cycle as directed by the DEM scrambler.

Note that, on introducing redundant cells/elements, the actual DAC resolution (or, in
other words, the number of output levels) increases. However, as explained above, the
actual usable input range of the DAC does not increase. For example, in [356], a 14 b DAC
with a 4–10 segmentation is described. Without the segmented DEM the DAC would
have had 24 · 210 − 1 = 16 383 (i.e. 214 − 1) output levels. To introduce the required
redundancy and a segmented DEM scrambler, ten additional binary weighted cells
are added to the binary weighted LSB segment. The resulting structure could then
provide 24 · (210) + (210) − 1 = 17 407 levels; however, as explained above, only 214 − 1
are actually usable since the redundant sources are only mutually exclusively steered to
the output. All that is a fundamental limitation of the segmented DEM approach.

The structure of the segmented DEM scrambler is still a tree structure. However, the
segmentation limits the complexity of the scrambler considerably. While the sub-network
of switching blocks controlling the thermometric section still grows exponentially with
the number of corresponding segment bits, on the other hand, the remainder of the scram-
bler essentially grows linearly with the size of the binary weighted segment [356, 364].

Finally, a very important point associated with these DEM methods is that they
scramble not simply the static mismatches (i.e. the static currents in the cells) but also
the entire waveforms associated with the constituting cells. Therefore nonlinearities
associated with timing mismatches between these cells are also scrambled. What the
DEM cannot address, since it does not stem from selection order or mutual mismatch,
is, for example, the finite output impedance of the cells [356, 364].

Confirming the above considerations, the SFDR performance plots (versus the output
tone frequency fo) of the scrambled DAC reported in [356, 362, 363] are remarkably flat
and begin dropping only when the impedance limitation starts limiting them. Once again,
just like for every DEM algorithm, since the spurious power initially concentrated on the
harmonics is scrambled into noise-like spurs, the NSD after scrambling is degraded com-
pared with the NSD before scrambling. Likewise, the SNDR will, in the best case, stay
the same or, possibly, degrade due to the additional switching introduced by the DEM.

4.6 Signal processing techniques

Besides the circuit techniques discussed in the previous sections, various signal pro-
cessing (SP) techniques are increasingly associated with high-speed DACs, being used
to maximize their performance in specific circumstances and applications. In part, the
introduction of such techniques has been the natural result of the access to higher integra-
tion of digital functions in advanced CMOS processes. For example, many commercial
DACs include significant on-chip digital pre-processing functions such as interpola-
tion/filtering and digital frequency up-conversion ahead of the actual conversion into an
analog output. On the other hand, other signal processing techniques are either partially
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Iout(kTs)
Iout((k + 1)Ts)

Figure 4.50 In an NRZ DAC the output swings from one converted level to the next one at every
period Ts.

Ts

iout

t

Iout(kTs)
Iout((k + 1)Ts)

Tp

Figure 4.51 In an RTZ DAC the output swings from one converted level to zero before heading
toward the next converted level at every period Ts. The output is only non-zero for a time Tp.

or entirely implemented in analog form to enhance or suppress specific features of
the analog behavior of the converter itself, as will be shown in some of the following
examples. A quick overview of these techniques is the topic of this section.

To begin with, it is useful to recall some known relations describing the time- and
frequency-domain behavior of the output of an ideal DAC. In most of the previous
sections we have tacitly assumed that we are considering DACs with a continuous-
time output iout(t) swinging from Iout(kTs) to Iout((k + 1)Ts) as a result of input codes
Din(k) and Din(k + 1), respectively, at subsequent sample times (Ts = 1/ fs being the
sample/output time period) as shown in Fig. 4.50. That is what is commonly referred to
as a non-return-to-zero (NRZ) DAC.

However, in general, it may be desirable (as explained later) to design a DAC whose
output at time t = kTs stays at the converted value Iout(kTs) for only part of the period
Ts while it goes to zero during the remainder of Ts, before it goes to the next converted
value Iout((k + 1)Ts) at t = (k + 1)Ts and so on, as depicted in Fig. 4.51. A DAC with
such behavior is called a return-to-zero (RTZ) DAC.

In general, a well-known time-domain representation for a DAC output such as the
one shown in Fig. 4.51 is

iout(t) =
[ +∞∑

n=−∞
Iout(nTs)δ(t − nTs)

]
⊗ rect

(
t

Tp

)
(4.28)
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Figure 4.52 The spectrum of an example of a narrowband digital signal Iout( f ).

where Tp, 0 < Tp ≤ Ts, is the time during which the output is held at Iout(nTs), ⊗ is
the convolution operator, δ(t) is the Dirac delta function, and rect(t) is the rectangular
function:

rect(t) =

⎧⎪⎪⎨
⎪⎪⎩

0 if |t | > 0.5

0.5 if |t | = 0.5

1 if |t | < 0.5

(4.29)

The Fourier transform of iout(t) in Eq. (4.28) is

iout( f ) = Iout( f )

[ +∞∑
n=−∞

δ( f − n · fs)

]
Tp

Ts
e− jπ f Tp sinc( f Tp) (4.30)

where sinc( f Tp) is the normalized sinc function:

sinc( f Tp) = sin(π f Tp)

π f Tp
(4.31)

For example, in the case of an NRZ DAC (Tp = Ts), the magnitude plots for a possible
narrowband signal Iout( f ) and the corresponding output iout( f ) are shown in Figs. 4.52
and 4.53, respectively. In the latter, it can be seen that, in addition to aliasing, the output
spectrum iout suffers from magnitude distortion due to the sinc function. This results in
a magnitude suppression that is greater in higher Nyquist bands.
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Figure 4.53 The spectrum of the converted NRZ DAC output iout( f ) (solid line). For convenience,
the undistorted aliases of Iout( f ) are shown as dashed lines and the envelope of the∣∣(Tp/Ts) · sinc( f Tp)

∣∣ function is reported as a dotted line. Note also the nulls of the sinc function
at k fs. In this example fs = 500 MHz.

In a regular NRZ DAC appreciable distortion can even be detected within the first
Nyquist band (0 < f < fs/2) since, for example, at the Nyquist frequency ( f =
fs/2) we have sinc( f · Tp) = sinc( fs/2 · Ts) = sinc(0.5) = sin(π/2)/(π/2) = 2/π �
0.64 (namely −3.9 dB). If necessary, in the first Nyquist band, the latter can be corrected
by means of digital pre-distortion/emphasis [365].

If the signal Iout( f ) of the example of Fig. 4.52 is converted using an RTZ DAC
with Tp = Ts/2 the resulting output spectrum will change as shown in Fig. 4.54. If,
instead, an RTZ DAC with Tp = Ts/3 is used, the output spectrum will be that shown in
Fig. 4.55.

A plot of the sinc function for different Tp/Ts ratios is shown in Fig. 4.56 and presents
another important consideration, namely that, although an RTZ DAC suffers less from
sinc distortion (only in the sense that the aliases are a bit more equal to each other),
the power of the output iout(t) decreases (which is intuitive, since there is actually less
non-zero output during Ts) with understandable detrimental impact, for example, on the
SNR.

Because of that, a brute-force way to restore the overall output signal power is to
increase the output amplitude by increasing the full-scale output current IFS. The latter
may inevitably impact the entire design of the DAC, its voltage headroom, and its
distortion performance.
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Figure 4.54 The spectrum of the converted RTZ DAC output iout( f ) (solid line) for Tp = Ts/2.
Note the nulls of the sinc function at 2k fs. In this example fs = 500 MHz.
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Figure 4.55 The spectrum of the converted RTZ DAC output iout( f ) (solid line) for Tp = Ts/3.
Note the nulls of the sinc function at 3k fs. In this example fs = 500 MHz.
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Figure 4.56 The envelope of the sinc distortion for various sizes of the DAC output pulse. The
NRZ (Tp = Ts) is shown as a solid line. The RTZ cases for Tp = Ts/2 and Tp = Ts/3 are shown
as dotted and dashed lines, respectively.

Despite these issues, besides a reduced sinc distortion, there are valuable reasons
why an RTZ DAC may be a suitable choice in some cases. First of all, when an NRZ
DAC swings from one output level to the next one every Ts seconds, its output might
not have sufficient time to settle to the desired final value within Ts. As result of that,
when the subsequent digital input is converted, the corresponding new analog output
will also depend on the prior initial condition (which is the prior unsettled condition).
If the output settling follows the laws of a linear system (namely, this could be modeled
as a perfectly linear DAC followed by a linear dynamic system, such as a linear filter)
then no distortion is introduced because of that. However, if the settling is nonlinear then
this initial condition dependence results in distortion. A related example of this type of
nonlinear settling is when the DAC output exhibits a different settling behavior when
rising from a lower output level to a higher output level than when falling from the same
upper level to the same lower level. That issue can be visible, for example, in single-bit
DACs (�� DACs) for audio applications. These phenomena are known as nonlinear
inter-symbol interference (nonlinear ISI) [366].

Assuming that it is possible to re-set the output to zero at every cycle, as in an RTZ
DAC, the memory of the prior output is erased before a new one is produced. This
eliminates or dramatically reduces ISI and its associated distortion.
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Figure 4.57 In a dual RTZ DAC the output is effectively the combination of two RTZ outputs with
the same value but shifted by half a period.

Second, as we have seen in previous sections, many causes of dynamic linearity prob-
lems in DACs occur when the steering switches change state (e.g. timing mismatches),
resulting in a transient nonlinear settling of the output that eventually dies out. If these
“glitches” are sufficiently short-lived (at least, sufficiently short relative to Ts) then one
way to “mask them” to the output is to steer the output current to a ground node while
the glitch is happening and then re-route the current to the actual output node after its
effect has died out. Hence the RTZ output appears “glitch”-free, namely, substantially
free of distortion spurs [297].

Once again, the dual RTZ technique [349] previously cited in Section 4.3.5 (see an
example of a dual RTZ output in Fig. 4.57) is characterized by a sinc distortion equal to
that of an NRZ DAC, and also has the correspondingly stronger output power and lower
clock jitter sensitivity, while at the same time addressing some of the cited distortion
mechanisms as in an RTZ DAC. This technique, while very successful in audio DACs
[350], has not yet been sufficiently proven in applications for which both very high
speed (output frequencies in excess of hundreds of MHz) and very high dynamic range
(harmonic distortion greater than seventy or more dB) are needed simultaneously, such
as in wireless infrastructure transmitters.

An interesting phenomenon happens if, instead of repeating the same output level
twice within the same period as in a dual RTZ DAC, the output level during the second
half of the output period is instead made equal in amplitude but opposite in sign, as
shown in Fig. 4.58 [367, 368]. So, applying Eq. (4.30) for Tp = Ts/2 = 1/(2 fs), if the
Fourier transform of the RTZ output is given by

ia( f ) = Iout( f )

[ +∞∑
n=−∞

δ( f − n · fs)

]
1

2
e− jπ f/2 fs sinc[ f/(2 fs)] (4.32)

then, the Fourier transform of the signal shown in Fig. 4.58, called “mixed mode,” is
given by

iout( f ) = ia( f )(1 − e− jπ f/ fs )

= ia( f )(1 + e− jπ e− jπ f/ fs )

= ia( f )(1 + e− jπ (1+ f/ fs))

= 2ia( f )e− j π
2 (1+ f/ fs) cos

[
π

2

(
1 + f

fs

)]
(4.33)
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−Iout((k + 1)Ts)

Figure 4.58 In a mixed-mode DAC the output can be seen as the combination of two RTZ outputs
with equal amplitude and opposite sign, shifted by half a period.

Hence, in this case, the sinc distortion is replaced by a different frequency-shaping
function, resulting in an attenuation of the output signal power in the first Nyquist band
while the power of the alias in the second Nyquist band is instead increased as shown
in the upper plot of Fig. 4.59. This is very advantageous if the intended synthesized
signal is actually the image in the second Nyquist band (as opposed to the one in the first
Nyquist band). That image has visibly a higher power than in a traditional NRZ or RTZ
DAC, and the other aliases are eventually further suppressed by using a passband filter
(selecting only the image in the second Nyquist band) instead of a traditional lowpass
reconstruction filter.

The implementation of the mixed-mode waveform shown in Fig. 4.58 could be done
by proper convolution, in the digital domain, between the series Din and a suitable series
of 1s and −1s before the actual digital-to-analog conversion. However, it is much more
easily obtained using the differential quad switching already presented in Section 4.3.3
with intuitive modifications of the sequence of the state/sign of the control signals for
the four switches [367, 368].

The above mixed-mode scheme is actually a particular case of a more general approach
whereby the DAC output can be built as a proper combination of multiple input-data-
controlled pulse trains (each one shifted in phase from the next) as described, for example,
in [369]. The advantage of these signal processing approaches, once again, is that one is
able to emphasize and de-emphasize specific images of the input spectrum [370] so that
the DAC can actually directly synthesize a very-high-frequency output signal starting
from a low-frequency input. In this way the DAC essentially embeds an up-conversion
mixer, which, for example, can then be eliminated from the following analog signal
chain in a transmitter application.

An alternate implementation of the mixed-mode technique employs two parallel
DACs, both clocked at the output rate fs and fed with the same input data series
Din at fs. However, the two DACs are clocked with a phase shift of 180◦, hence also
creating two phase-shifted outputs iout1 and iout2, which are then subtracted to obtain iout

as shown in Fig. 4.60.
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Figure 4.59 The frequency shaping for the mixed-mode DAC: (a) while the power of the alias in
the second Nyquist band is increased, the other aliases are attenuated; (b) the envelopes of the
magnitude of the sinc distortion for an NRZ DAC (solid) and an RTZ DAC with Tp = Ts/2
(dotted), and the shaping of the mixed-mode DAC (dashed). In this example fs = 500 MHz.
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Figure 4.60 The block diagram for an alternate implementation of the mixed-mode DAC.

In a slight variation of this technique, presented in [371], the two DACs are NRZ
DACs (instead of RTZ DACs as in the mixed-mode technique) and their outputs are
summed (instead of being subtracted) as shown in the block diagram depicted in
Fig. 4.61. As a result of that, the spectrum of the NRZ iout1 is

iout1( f ) = Iout( f )

[ +∞∑
n=−∞

δ( f − n fs)

]
e− jπ f/ fs sinc( f/ fs) (4.34)
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Figure 4.61 The block diagram for an image-cancelation parallel DAC [371]. C© 2004 IEEE.

while the spectrum of the resulting output iout = iout1 + iout2 is

iout( f ) = iout1( f )(1 + e− jπ f/ fs )

= 2iout1( f )e− jπ f/(2 fs) cos

(
π

2

f

fs

)

= 2Iout( f )

[ +∞∑
n=−∞

δ( f − n fs)

]
e− jπ3 f /(2 fs) cos

(
π

2

f

fs

)
sinc

(
f

fs

)
(4.35)

which, not surprisingly, closely resembles the mixed-mode equation (4.33) (although,
again, the sinc distortion in iout1 is different from that of ia due to the use of two NRZ
DACs). Noting that cos

(
1
2π f/ fs

) = 0 for f = fs + 2m fs and m = 0,±1,±2, . . . ,

whereas it is cos
(

1
2π f/ fs

) = (−1) f/(2 fs) for f = 2m fs and m = 0,±1,±2, . . . ,

Eq. (4.35) can be further rewritten as

iout( f ) = Iout( f )

[ +∞∑
n=−∞

(−1)nδ( f − 2n fs)

]
e− jπ3 f /(2 fs) sinc

(
f

fs

)
(4.36)

By observing the periodicity of the delta series (which determines the aliases of
Iout( f )) in Eq. (4.36) it can be seen that half of the original images of iout1( f ) and iout2( f )
have been canceled out. Specifically, iout( f ) has only the baseband image of Iout( f ), its
image in the third and fourth Nyquist bands, and on and on with this periodicity, as
depicted in the lower spectrum of Fig. 4.62. Unfortunately, however, the sinc distortion
on iout( f ) is still that of the NRZ DACs with output rate fs.

Also, as expectable, in practice the image suppression might not be as complete as
described above if, for example, the timing skew between the two DACs isn’t as perfect
as desired. So, if �T0 is the delay between the clocks driving the two DACs, ideally
it should be �T0/Ts = 1/2. Referring to the image on the second Nyquist band, it is
possible to define the Nyquist-image suppression ratio (NISR) as the ratio between the
Nyquist-image amplitude without suppression (�T0/Ts = 0) and the Nyquist-image
amplitude with incomplete suppression (�T0/Ts � 1/2). It can be proven [371] that the
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Figure 4.62 The frequency shaping for an image-cancelation parallel DAC. The output iout1

containing all aliases is depicted on the upper plot, while the final output iout with the canceled
second and third images is depicted on the lower plot. In this example fs = 500 MHz. Adapted
from [371].

NISR is given by

NISR � 1

|cos(π�T0/Ts)| (4.37)

Therefore, as expected, the suppression is infinite for perfect time-shift �T0/Ts = 1/2
but degrades rapidly as the timing-skew error increases.

Similarly, gain mismatch, offset mismatch, and other mismatches between the two
parallel DACs will also degrade the quality of the image suppression (although, as is
intuitive, the timing skew is the hardest mismatch to control). In spite of these similarities
with time-interleaving (discussed in Section 3.4), this approach does not exactly represent
a form of time-interleaving since the outputs of the two DACs are always present and
summed; moreover, the output is shaped by sinc( f/ fs) instead of sinc( f/(2 fs)) [371].

The issues associated with the above mismatches can be eliminated by moving the
signal processing cancelation described by Eq. (4.36) into the digital domain and then
following it with a single DAC. However, in this case, the cost to the single DAC is not
negligible, either, since this DAC’s output rate needs to double to 2 fs [371].

This brings us seamlessly to the last and most common signal processing technique
described in this section, which can be used to minimize the sinc distortion and/or
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Figure 4.63 The block diagram for the cascade of an up-sampler, an interpolation filter, and a
DAC.

simplify the design of the reconstruction filter by spacing away the output signal images.
It consists of interpolating the input data series Din sampled at fs, namely another data
series Du

in at a higher sampling rate L · fs is created from Din using a digital up-sampler
as follows [372]:

Du
in(n) =

{
Din(n/L) if n = 0,±L ,±2L , . . .

0 otherwise
(4.38)

where L is a positive integer greater than unity (often conveniently set as a power of 2).
A block diagram of the processing functions is sketched in Fig. 4.63. As can be seen
from Eq. (4.38), for each code Din during Ts, a new set of samples Du

in is created: the
first one is equal in value to Din and the other L − 1 samples are zeros (hence the term
“zero stuffing” [373]). In the frequency domain this results in

Du
in( f ) = Din(L f ) (4.39)

namely, although the sample rate of Du
in( f ) has increased to L fs, its spectrum shows

images of Din( f ) every fs as shown in Fig. 4.64.
The introduced zeros can then be replaced by appropriate non-zero values by an

interpolation process, which, in the ideal case, is achieved by passing Du
in(n) through an

ideal “brick-wall” lowpass filter with a frequency response

H u( f ) =
{

L , | f | ≤ 1/(2L)

0, 1/(2L) < | f | < 1/2
(4.40)

Namely, after this filtering, only the first image is left and all of the other L − 1 unwanted
images are suppressed [372, 373]. The resulting output Di

in( f ) = H u( f )Du
in( f ) is the

interpolated series and has the spectrum shown in Fig. 4.64, namely the frequency
spacing of the images and the sinc distortion has broadened L times to a wider frequency
range. Since the interpolated series Di

in is then fed to the DAC, the main cost for this
transformation is that the DAC now needs to have an L times higher output rate.

Also, in general, the interpolation filtering function of Eq. (4.40) could be replaced
by another type of filter, such as a bandpass or a highpass filter, hence selecting higher-
frequency images instead of the “baseband” image.

Most modern communication DACs have digital interpolation filters in front of the
actual converter, allowing a lower input data rate to the chip, especially when narrowband
signals are being converted, and then increasing the rate internally for L = 1, 2, 4, 8, . . .
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Figure 4.64 An example of up-sampling and interpolation with fs = 250 MHz and L = 3. The
original series Din sampled at a rate fs is shown in the upper plot. The up-sampled (zero-stuffed)
series Du

in is shown in the middle plot as a solid line. The transfer function H u( f ) of the
interpolation filter is shown overlapped as a dashed line for convenience. The NRZ DAC output
at rate 3 fs synthesizing the interpolated series Di

in is shown in the bottom plot together with the
magnitude envelope of the 3 sinc function as a dotted line.

This section ends with a note of caution. The use of the above-described techniques
allows emphasis or de-emphasis of some of the images in order to mitigate sinc distortion
and/or magnify a higher-frequency image so that, effectively, a higher-frequency signal
is synthesized with a lower-rate DAC. However, great attention still needs to be paid to
the details associated with the many non-ideal effects discussed in Section 4.3, since the
DAC circuitry’s shortcomings have not been changed because of all this, and the output
signal synthesized by the DAC is still subject to the impairments discussed previously.

4.7 Specialized DACs

In the previous sections current-steering DACs have been discussed in a general context.
Some applications, however, put specific demands on the performance of the converter,
and specialized current-steering DACs have been developed to meet such demands or
optimize their performance accordingly. This section will give the reader a head start
on some important aspects of recent specialized DACs in order to facilitate further
independent delving into the specialized literature.
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We will discuss specialized DACs for

� audio applications,
� direct digital synthesis (DDS),
� ultra-high-frequency (sometimes referred to as radio-frequency) applications such as

in wireless and wireline application.

4.7.1 Advanced audio DACs

As discussed in Section 1.1.2, the output signals synthesized by audio DACs do not go
far beyond the audible range of ∼20 kHz. Nevertheless, the required distortion and noise
performance can be extremely demanding (e.g. THD + N > 100 dB in high-fidelity
applications). That is often conjugated with restrictive specifications in terms of silicon
area and power consumption since such DACs can be required to be integrated into
complex systems-on-a-chip (SoCs) (hence in nanometer CMOS processes with low
supply voltages) and employed in mobile applications [374].

Because of the above conditions, many such DACs are implemented using oversam-
pled �� current-steering architectures since, compared with, for example, a traditional
switched-capacitor architecture [375], the current-steering approach is less sensitive to
on-chip coupling, results in lower area, is more amenable to lower supplies, and is a
better fit to drive low impedance loads. On the other hand, the resulting noise floor is
limited by the thermal noise introduced by the current sources of the DAC array, ISI
introduces distortion (as well as further degrading the noise floor due to the introduction
of several lower-power spurs that blend with actual noise), and sensitivity to the sampling
clock jitter can be an additional challenge [354].

In order to take advantage of the intrinsic high speed offered by the process technol-
ogy, oversampling is amply exploited with ratios of the order of OSR = fout/(2 fs) ≥ 64.
Oversampled multi-bit DACs allow one to use a considerably lower number of DAC
output levels than in a Nyquist-rate DAC, which also leads to much smaller current
arrays than in the Nyquist-rate DACs discussed in previous sections. The accuracy
of the output levels (mostly affected by static mismatch between the current sources)
and their dynamic behavior (affected by ISI among other factors) is nevertheless very
critical to achieving the desired THD; accuracy is controlled using dynamic element
matching (DEM). To avoid undesired in-band down-mixing due to coupling and due
to a jittery clock and minimize overall system cost and size, it is also important both
to keep the spurious power outside the audible band (out-of-band spurs due both to
aliases and to shaped quantization noise) to a low level and also to have a simple,
low-power, I -to-V filtering18 stage following the DAC. Thus the converter is pre-
ceded by suitable digital interpolators/filters ahead of the digital �� modulator and the
DEM logic.

In addition to all that, the audio DAC described in [354] extends some of the above
techniques by using a complementary three-level (+1, 0, −1) DAC cell instead of

18 A linear and low-noise current-to-voltage relationship is required since the desired final output signal must
be a voltage.
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Iu

Iu

Vout

0

Figure 4.65 A three-level output DAC. Note that, when the zero level is converted, no actual
current is sourced/connected to the output and the current sources are steered toward an internal
AC ground [354]. C© 2008 IEEE.
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Figure 4.66 The block diagram for the audio DAC introduced in [354]. C© 2008 IEEE.

a traditional two-level (+1, −1) cell. That is conceptually exemplified in Fig. 4.65.
The finer granularity introduced by the extra output level has a number of advantages,
including

� lower thermal noise on the output since, when 0 is the output of a cell, no corresponding
current is actually contributed to the load from the cell;

� having more levels overall, the individual current density of the cells can be reduced;
� synthesizing a low-power output results in less switching activity than in the two-level

case and hence, overall, lower power consumption.

On the other hand, a three-level DEM is required, and a new algorithm extending to
three levels a first-order noise-shaping DEM has been used [376]. A high-level block
diagram of the DAC is depicted in Fig. 4.66.

Since the multi-bit DAC is still an 8 b DAC, the DEM is segmented by partitioning the
8 bits into smaller segments and then each segment has an individual DEM. However, to
minimize the impact of errors introduced at the boundaries between the segments, these
are further scrambled by means of first-order digital �� modulators. Finally, the DAC
output is fed to an active I -to-V converter as shown in Fig. 4.67. Vout does not return to
zero after the conversion phase. But the DAC’s output current is made to change during
part of the “hold” phase, hence masking associated nonlinear transients (eliminating the
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Figure 4.67 The output stage including the I -to-V low-noise conversion and DAC deglitching
[354]. C© 2008 IEEE.

corresponding distortion with this “deglitching” scheme) that happen during the switch
state-change transition similarly to what has been described in the previous sections for
RTZ DACs.

A further extension of this three-level DEM was introduced in [377], where, using
a signed binary coding, the pointers for the DEM are updated in alternate directions,
allowing more uniform usage of all elements and lower tonal behavior. Furthermore,
greater power efficiency and lower noise are achieved through using a number of low-
power techniques.

A new approach to DAC segmentation resembling a �� MASH was introduced
in [378]. In this technique the MSB segment is first digitally noise-shaped; then the
difference between the binary code driving the MSB segment and the original digital
input (hence this difference is essentially the residue) is further digitally noise-shaped
before using it to drive a suitably gain-scaled lower order segment. This can be further
extended to lower and lower order segments by recursive noise-shaping and gain scaling
of the corresponding digital residues.

Finally, most of the past DEM scramblers can noise-shape the distortion originating
from sources of static nonlinearity (e.g. mismatch of DAC elements) but do not address
sources of dynamic nonlinearity such as the previously discussed nonlinear ISI. The
latter stems from introducing present output dependence from prior output values. In
[379] a traditional noise-shaping DEM loop is extended by introducing an additional
DEM loop that accounts for prior output code history and accordingly provides suitable
dithering to the main DEM loop. In this way both the tonal behavior of the static DEM
and the ISI distortion are dramatically reduced.

4.7.2 Direct digital synthesis

Direct digital synthesis (DDS) is another technique that makes use of high-speed current-
steering DACs. Unlike arbitrary waveform generators (AWGs), wherein a traditional
linear DAC such as those discussed previously is needed, in DDS the output of the DAC
is always and only a sine wave. Various techniques to take advantage of this specific
circumstance to optimize various performance dimensions (power consumption, area,
linearity, and noise) have been reported [380].
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Figure 4.68 A sampled sine wave. The samples in the first quarter can be used as a basis for the
generation of the entire waveform.
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Figure 4.69 A DDS scheme based on a digital sequencer using a look-up table (LUT) with the
base sine-wave samples, followed by a linear DAC.

A periodicity property of the sine wave, for example, has been widely exploited as
explained in the following. A sampled sine wave is shown in Fig. 4.68. It can be noticed
that the negative waveform in the second half of the period (φ ∈ [π, 2π ]) is simply a
sign-reversed copy of the first half (φ ∈ [0, π ]). Furthermore, the second quarter of this
wave (φ ∈ [π/2, π ]) is a mirror image of the first quarter (φ ∈ [0, π/2]). Therefore, the
absolute amplitude information on the sine wave is fully contained in the samples of the
first quarter alone (φ ∈ [0, π/2]). This observation is at the base of the “quarter-sine-
wave compression” and has been exploited in various ways [381].

For instance, a DDS DAC can be built by using a standard linear DAC, such as those
discussed in the previous sections, preceded by a digital sequencer using a ROM look-up
table (LUT) with the samples of the first quarter sine wave and a suitable signed counter
(CTR) scanning this table (and introducing the proper sign) to feed the DAC with the
desired sample sequence as generically sketched in Fig. 4.69 [381, 382].

Although the principle is simple, its practical implementation can be plagued by
several issues. To begin with, as a result of accuracy specifications, the size of the LUT
can become very large due to two aspects:

� the resolution of the digital sine-wave samples in the LUT must be much higher than
the DAC resolution in order for the sine-wave quantization to be limited by the DAC
quantization error instead of the LUT quantization error;
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Figure 4.70 A DDS scheme based on nonlinear re-sizing of the current array to follow the
increments of a sine wave. At the top a thermometric array is used to synthesize a linear ramp. At
the bottom a sine wave is obtained by sequentially activating the nonlinearly sized currents of the
second array.

� a low-frequency output sine wave at fout will require several samples representing all
the output levels when the output rate fs is considerably larger (possibly, orders of
magnitude larger) than fout. As expected, the digital sequencer/accumulator scanning
this LUT scales up accordingly.

In order to mitigate such issues and reduce both the digital word size and the number
of samples stored in the LUT, several compression approaches have been proposed,
including CORDIC [382, 383] and nonlinear interpolation [384, 385].

In [386] a �� digital interpolator is used to both compute and insert (by interpolation)
extra samples in between those stored in the LUT (when required), as well as to increase
their resolution by means of noise-shaping. The additional digital complexity required
by the fourth-order phase-domain �� modulator, together with the fast signal processing
enabled by clever digital design, is traded off for a significant reduction in the LUT size.

Another alternative is to “move the look-up table into the analog domain” by means
of a post-D/A nonlinear phase-to-amplitude conversion [387, 388] or, more commonly,
by means of a nonlinear DAC [389, 390, 391, 392]. In the latter case, just to fix the ideas,
if a thermometric DAC, wherein each current source is nominally the same, is replaced
by a DAC where the increments between each current source and the next one follow
the incremental law of the steps of the quarter sine wave (see Fig. 4.70) then the sine
can be synthesized by suitably sequencing the elements of this nonlinear array.

Although the latter approach, called ROM-less DDS, is, in principle, hardware-
efficient and conducive to the implementation of very-fast-output-rate DACs, on the
other hand, it is immediately apparent that, due to the large disparity in size among the
increments, the required accuracy of the current sources results in very difficult matching
specifications.

This problem can be attacked by segmentation techniques [390]. An alternate way
to describe the segmentation principles explained in Section 4.1 for the case of linear
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DACs is to say that higher accuracy is obtained through segmentation by using a finer
DAC (e.g. an LSB segment) to recreate the intermediate steps between two large steps of
the coarser DAC (e.g. the MSB segment). However, in the case discussed in Section 4.1,
both DACs are linear in that they convert a linearly increasing digital input sequence into
a correspondingly linear analog output waveform. The segmentation approach described
in [393] for a ROM-less DDS DAC instead partitions the quarter sine wave into intervals
where nonlinear finer DAC segments are used to fill in the gaps between larger-amplitude
steps from the coarser DAC segments. This hence represents a nonlinear extension of the
segmentation concept and allows one to mitigate the above-described accuracy/matching
issue. This nonlinear approach relies heavily on trigonometric approximations and
mimics in the analog domain similar decomposition approaches to those previously
used in the digital domain to tackle the LUT size issue.

On the other hand, in [394], while the coarse segment uses a nonlinear DAC, the
fine segment uses a linear DAC. This results in significant architectural simplifications
in the converter and higher output rate, particularly considering that this is a 90 nm
CMOS DAC (in contrast to some of the other cited implementations using BiCMOS and
heterojunction processes).

Nonlinear DACs for DDS applications continue to be an active subject of research.
Despite the intention of providing higher performance (in terms of area and power
consumption, but also, more importantly, high-frequency linearity and noise) than a
DDS system using a linear DAC, a significant net advantage over the latter has not yet
been conclusively demonstrated. The two approaches continue to be in close competition,
particularly with regard to dynamic performance.

Part of it can be explained on the basis of what has previously been discussed in
Section 4.3. In fact, at high frequency, both approaches are similarly limited by common
limitations such as timing skews, undesired coupling, and finite output impedance.
Until a nonlinear DAC becomes significantly architecturally fitter to better tackle these
high-frequency challenges, a clear superiority will not be possible.

4.7.3 RF DACs

A large part of the material discussed in this chapter has essentially been building up the
foundations for one of today’s most actively pursued areas of research centered around
current-steering DACs, namely the so-called RF DACs. As the name suggests, this is
a category of very-high-speed DACs for which the synthesized DAC’s output signal is
at radio frequency (RF), as opposed to being in baseband (BB) or at some intermediate
frequency (IF) as in more established DAC applications.

The term RF is actually quite broad insofar as it classically encompasses all fre-
quencies between, say, 30 kHz and 300 GHz. For example, traditional commercial FM
radio stations broadcast in the range 87.5–108.0 MHz, which, by today’s standards, isn’t
really a challenging output frequency range for a current-steering DAC in a nanometer
CMOS technology. Indeed, the RF DACs we refer to in this section are those whose
output signals are meant to generally reside beyond 1 GHz and for which it is intended to
“move” the RF up-conversion stage of a transmitter into the digital domain. Such DACs
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Figure 4.71 Different implementations of a transmit chain. Top, a traditional scheme with the DAC
synthesizing the BB/IF signal, subsequently up-converted by an RF mixer and finally provided to
the antenna by the power amplifier (PA). Center, a digital transmitter scheme whereby the BB/IF
signal is digitally up-converted to RF using a digital mixer and a numerically controlled
oscillator (NCO) before the RF DAC converts it into an analog input for the PA. Bottom, a
mixed-signal merged DAC-plus-mixer scheme using a local oscillator (LO) for the RF carrier.

find application in wireless BTS applications as well as a variety of cable-based/wireline
applications [14, 89, 90].

The challenges for Nyquist-rate current-steering DACs to meet the noise and distor-
tion performance specifications for broadband (multi-channel/multi-carrier) RF output
signals are formidable and have been covered extensively in the previous sections of
this chapter, together with a variety of techniques with which to attack them. A sample
of alternate approaches, some somewhat unorthodox, to this engineering problem is the
topic of this section.

To begin with, one of the first papers explicitly introducing the RF DAC term was
perhaps paper [396]. A simplified traditional up-conversion chain is sketched in the top
scheme of Fig. 4.71.

One of the basic ideas in [396] consists of merging the function of the RF mixer with
the DAC as generically depicted in the bottom scheme of Fig. 4.71. One observation that
needs to be made immediately is the following. On comparing the traditional scheme at
the top of Fig. 4.71 with the RF DAC scheme at the bottom of the same figure, it can be
noticed that the reconstruction filter placed between the DAC and the mixer in the top
scheme does not exist in the bottom scheme. This means that the images at the output of
the DAC are not attenuated before being up-converted by the mixer, and therefore this
additional spurious content and its additional mixed tones can be expected.

A direct circuit implementation of that can be seen in the simplified schematic rep-
resentation shown in Fig. 4.72. In this scheme the tail current sources, which normally
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Figure 4.72 The principle of the mixed-signal RF DAC proposed in [396]. C© 2004 IEEE.
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Figure 4.73 Output waveforms for the mixed-signal RF DAC for a sine pulse at fosc = fs (top)
and for an alternate sine pulse at fosc = 2 fs (bottom). Adapted from [396].

provide a constant current, are periodically modulated by the local oscillator (LO).
Therefore the DAC’s output current is indeed the result of mixing the converted digit-
al input of the DAC with the LO’s periodic waveform as shown in Fig. 4.73. For
the waveforms represented in this figure two conditions have been imposed. First of
all, the frequency of the LO fosc has been chosen to be an integer multiple m of the
output rate fs, namely fosc = m · fs. Moreover, the time at which the steering switches
change state is set to be when the LO waveform has its peak, namely when its slope
is zero and so any jitter on the DAC clock has minimal effect on the output waveform
since the time uncertainty happens over a temporarily constant output. The latter relaxes
considerably the aperture sampling clock sensitivity, which is particularly important at
higher frequency [397]. It also greatly relaxes the distortion introduced by timing skews
between the DAC elements. The above-mentioned relations between fosc and fs as well
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Figure 4.74 An alternate RF DAC cell [399]. C© 2007 IEEE.

as the phase alignment between the LO waveform and the DAC clock can be obtained
by means of a phase-lock loop.

The use of a pulsing (ideally a sine wave) waveform modulating the DAC’s current
sources has an additional advantage. While, as was seen in Section 4.6, a traditional
rectangular/staircase output such as those in Figs. 4.50 and 4.51 leads to the sinc distor-
tion (since the sinc function is the Fourier transform of the rectangular function), using
a “smoother” output function like the sine wave leads to a more “benign” frequency
distortion; one that does not attenuate the higher Nyquist images as much as the sinc
function. In fact, it turns out, as shown in [396] that, similarly to what we previously
discussed for the mixed-mode DAC output of Fig. 4.58, the alternating sine wave used
for the DAC output shown at the bottom of Fig. 4.73 has a spectral distortion that sup-
presses the first Nyquist band image of the DAC input but enhances the second- and
some of the higher-order images. That has the same benefits as the previously discussed
mixed-mode DAC in that it allows one to use the filtered higher-order images as the
intended output signal.

Finally, although the above principles can be applied to a regular Nyquist DAC, the
implementation discussed in [396] refers to a �� DAC. This choice has been motivated
by the intrinsic simplicity (significantly many fewer DAC cells) of a multi-bit �� DAC
versus a Nyquist DAC, allowing a much better control of several sources of high-
frequency performance loss (lower total parasitics, more compact layout, and hence
better control of routing and timing issues, etc.). The main disadvantage of choosing a
�� DAC is, however, the need to filter the out-of-band quantization noise. The latter
makes the specifications of ultra-high-frequency bandpass filters following the DAC
harder to meet than is the case with the traditional schemes.

A similar approach is described in [398, 399] (a Nyquist-rate architecture is proposed
in [398], while a �� is discussed in [399]), where, however, the DAC cell is modified as
shown in Fig. 4.74. It is interesting (and not surprising) to note how closely the DAC cells
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Figure 4.75 Digital RF DAC cell [402]. C© 2009 IEEE.

of Figs. 4.72 and 4.74 actually resemble a single-balanced mixer and a double-balanced
mixer, respectively [400]. This scheme helps with the rejection of the DC and even
LO harmonic output, and the LO leakage is dominated by direct coupling. A complete
transmitter IC utilizing this approach is described in [401].

Another variation of the latter topology is discussed in [402] and shown in Fig. 4.75.
There are some differences worth mentioning. In this topology all transistors are actually
used as switches (driven fully on or off) as in a digital circuit. The digital data is used
to turn the tail current sources on and off, the polarity (sgn(Din) in Fig. 4.75) drives
the first level of switches, and, finally, the LO drives the top-level switching quads.
The frequency ratio between fosc and fs as well as the phase alignment between the
corresponding waveforms are governed by the same considerations as those pertaining
to the first RF DAC scheme in order to minimize unwanted glitches and other associated
impairments. Compared with the previous scheme, this provides a higher output power
and better efficiency. But it also requires a larger LO driver and has higher LO leakage.

Since the current sources are turned on and off depending on the digital code Din, the
power consumption of the DAC cells scales with the magnitude of the digital input. At
the same time, the biasing for the switches needs to stay turned on because it wouldn’t
be able to resettle at the operating switching frequency. As in all previous cases, care
needs to be taken in the frequency planning and post-DAC filtering since the out-of-band
spurious power can be significant.

The latter is one of the issues that the IC discussed in [403] addresses. This uses a
bandpass �� modulator followed by an N -tap semi-digital FIR filter combined with
1-bit DACs to suppress undesired spurious content. Using 1-bit DACs avoids linearity
issues associated with device mismatch and timing skew, while mismatches among them
merely affect the transfer function and hence provide a relatively more robust architecture
than using a multi-bit DAC [403]. Furthermore the linearity issues of conventional mixers
are avoided in this approach, leaving the finite output impedance of the DAC cells as
one of the most significant limitations.
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Figure 4.76 The output waveform obtained by adding up amplitude contributions from a
current-mode MSB and an LSB segment (left-hand side) versus one obtained by adding up an
amplitude contribution from a current-mode MSB segment and a pulse-width-modulated (time
mode) LSB contribution (right-hand side) [404]. C© 2010 IEEE.

Last but not least, a very different approach to increase the resolution of an RF-DAC
is proposed in [404], where dynamic range is extended by applying a “digital-to-time”
technique rather than a “digital-to-analog” conversion.

Without entering into the implementation details, the gist of this approach consists of
increasing the granularity of an RF-DAC (or, more precisely, a digital-to-RF-amplitude
converter (DRAC) as described in [404]) by implementing the LSB-segment conversion
using pulse-width modulation (PWM) (i.e. the output stays on for a time that is propor-
tional to the digital input) rather than the classic amplitude conversion of the LSBs (i.e.
the amplitude of the output during the output sampling time is proportional to the digital
input) as exemplified in Fig. 4.76. This approach is particularly attractive in the light
of the fact that scaled nanometer CMOS processes challenge amplitude-based circuit
techniques (due to the limited supply and voltage headroom) but offer the potential to
exploit fine time resolution (thanks to the higher transition speed).

Finally, in applications for which a large dynamic range is not needed (SNDR ∼ 25–
30 dB or so), such as in wired backplane communication systems and optical communi-
cation systems, but ultra-high speed (tens of GSPS) is required, current-steering DACs
composed of multiple parallel and identical sections each operating at lower rate but
properly time-aligned to one another, similarly to time-interleaved ADCs, have been
reported. With such techniques the proper alignment in time of the parallel sub-DACs
is crucial, especially to prevent undesired glitches [395]. The other challenge consists
of properly routing the data and control signals at several GSPS, particularly in CMOS
[275, 303].

4.8 Conclusions

This chapter first provided a brief summary of established concepts of current-steering
DACs, followed by some more recent results and new circuit approaches. Static and
dynamic performance limitations of the basic architecture have been illustrated; circuit
and layout techniques to address or mitigate them have been presented in the first sections
of the chapter. Subsequent sections covered signal processing techniques increasingly
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being used in conjunction with this type of DAC, both to improve the converter perfor-
mance and to enable specific system-level needs. Finally, some specialized DACs for
important as well as emerging application areas have been discussed.

Although the technical literature in this area is somewhat fragmented and, perhaps,
fewer people are actively involved with current-steering DACs than with some popular
ADC architectures, many important technical challenges still severely limit the noise
and distortion performance of this type of converter. The combination of a technological
push toward finer CMOS processes and an application-based pull toward higher digiti-
zation of systems creates both the technical context and the need for DACs with ever
higher-frequency output signals with ever greater signal quality. As a result of that,
arguably, the last 5–10 years have probably seen more significant advances in this sense
than did the previous decade. The work is, however, far from being even close to a state
of maturity. To date, there are still many (deceptively) small implementation details,
at circuit, layout, and packaging level, that can significantly impact the overall perfor-
mance of a DAC that would otherwise give a respectable performance simply in terms
of a first-order circuit-level simulator analysis.19 Because of that, together with technical
knowledge partly covered in this chapter, the designer’s experience, thoroughness, and
intuition are equally important ingredients for the success of a DAC design.

In the author’s personal experience, learning to design and understand current-steering
DACs has been somewhat similar to learning to speak English as a foreign language.
Namely, it is relatively easy for many to speak and understand some basic English; but
it becomes increasingly difficult to refine it and master it well enough to be eloquent and
effective. Though the author can’t claim to write elegant prose, it is the author’s sincere
hope that this chapter has taught the reader something new and interesting, opened the
way to deepening knowledge further in the technical literature, and, more importantly,
inspired researchers to further advancements in this exciting field.

19 Simulation of these DACs is another tough and broad technical topic, plagued by challenges and hidden
traps, that is beyond the scope of this book.
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5 Trends in data conversion

It has been shown in Chapters 1 and 2 that the variety in data-converter specifications
spans multiple decades of sample rate, distortion and noise performance, power con-
sumption, area, etc. Different architectures are used to address subsets of this wide and
diverse space. Some of the recent developments in architectures and design techniques
have been covered in Chapters 3 and 4 and reflect the fact that, as technology evolves and
commercial applications drive demands, the performance of converters has been varying
over time. Observing and understanding the evolutions occurring within the context of
a specific converter architecture, or within a particular application space, have also been
part of what Chapters 3 and 4 have attempted to offer.

Do these “local” dynamics result in “global” trends? Are there common denominators
that transcend individual architectures and result in aggregate observable evolutions?
Is it possible to predict what the “state of the art” in data converters may be in years
to come? Answering these and other, closely related, questions is extremely difficult
and one of the lessons of the past is certainly that it is a very error-prone process.
Nevertheless, some brave researchers, with the aid of historical data and performance
models, have tried to spot trends and draw conclusions.

This chapter will summarize some of the recently published trends. An independent
confirmation of some of these trends will be given. Moreover, additional and original
predictions will be introduced and discussed.

5.1 Trends in ADCs

5.1.1 Performance trends

Notable surveys and analyses of ADC performance have been published by Walden
[80], Murmann [82], and Jonsson [405]. In 1999, Walden surveyed many experimental
and commercial ADCs and their main performance metrics (primarily SNR and SFDR
versus sample rate). He introduced a now very popular figure of merit (the FOMW of
Eq. (2.10) in Chapter 2) and identified both some of the fundamental challenges (thermal
noise, aperture uncertainty, comparator metastability) and some of the performance
tendencies: roughly an improvement of 9 dB in SNR (and about 6 dB improvement in
SFDR) between 1989 and 1997. Furthermore, this dynamic performance improvement
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Figure 5.1 A recent “energy plot” from Murmann’s survey [85]. C© 2008 IEEE.

was not regular and it was, in fact, characterized by sporadic advances. This is to
be expected since large changes in performance are often the result of breakthrough
innovations in architecture, circuit design, or process technology. On the other hand, a
considerably larger improvement in conversion energy efficiency (measured in terms of
FOMW) was visible over the same time span. He conjectured that much of that could be
credited to [80]

� focus on monolithic ADC design, hence power efficiency was a primary goal;
� a recent and general de-emphasis on research and development;
� the existence of only a few application drivers pushing the state of the art (he high-

lighted software radio and satellite communication as key drivers for future break-
throughs).

About 9 years later, Murmann analyzed the performance data for all ADCs published
at key technical conferences for this field (ISSCC and VLSI) between 1997 and 2008.
Avoiding possible biases originating from specific figures of merit, the data was primarily
presented and analyzed in the form of plots of “conversion energy” (P/ fs) versus SNDR
(also known as “energy plots”) and input signal bandwidth (BW) versus SNDR (also
known as “aperture plots”). This survey is kept up to date and available online [85], and
two recent such plots are shown in Figs. 5.1 and 5.2.

Murmann confirmed the visible overall progress in energy efficiency. Specifically,
he quoted an average halving in power consumption every 2 years. Here we relay
that information using the scatter plot of FOM3 for the years 1997–2011 shown in
Fig. 5.3.
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Figure 5.3 The conversion energy efficiency FOM3 for the years 1997–2011 for all CMOS ADCs.
A general doubling in energy efficiency every 2 years has been deduced.

Despite the efficiency improvement, Murmann highlighted too a rather negligible
change in top-speed–resolution (BW · 2ENOB) performance during the past decade.1

More on this BW · 2ENOB “stagnation” will be discussed in the next section in conjunction
with CMOS scaling. From the number of publications and what was reported in them

1 The average trend indication of a doubling of BW · 2ENOB every four years was actually accompanied by a
large variance around this average, so the trend was judged to be only weakly conclusive. A comment was
made in [51] that, in analogy to trends seen in other thriving industries, although pushing a specific technical
performance parameter toward higher values would be technically possible, commercial motivations have
driven performance evolution and research efforts in other directions.
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Murmann also noted that there was more visible research activity and performance
progress in low-to-moderate-resolution ADCs, compared with a relatively more modest
publication activity in the high-resolution space. Moreover, while plotting normalized
energy (P/ fs)/(P/ fs)min versus SNDR, Murmann highlighted an “SNDR corner” close
to SNDR =75 dB. Most recent converters at that time tended to “congregate” to the left
of the corner (SNDR < 75 dB) and the trend was heading toward better energy efficiency
(smaller (P/ fs)/(P/ fs)min) with only minor activity to the right of the corner.

That is somewhat consistent with what had previously been shown by Schreier and
Temes in [81] by plotting the conversion efficiency figure of merit FOM3 (see Eq. (2.12)
in Chapter 2) versus SNDR. A similar such plot created using the very same data set as
that of Murmann’s survey is shown in Fig. 5.4. An “FOM3 corner” is visible in this plot
for BW ∼ 30 MHz. Consistently with what was observed by Murmann in [82], lots of
publication activity has been happening to the right of the FOM3 corner (which tends
to be characterized by wideband input signal bandwidth and medium-to-low-resolution
ADCs) while those ADCs with narrower input bandwidth BW and higher SNDR gather
around the horizonal dashed line. Over time, we have been witnessing a faster horizontal
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Figure 5.5 The conversion energy efficiency FOM3 for the years 1997–2011 for high-speed
(2 BW ≥ 100 MSPS) CMOS ADCs only. An average ∼1.82 dB improvement in energy
efficiency every year has been estimated.

shift toward the right of the diagonal dashed line and only a rather limited vertical shift
up of the horizontal dashed line.

The horizontal dashed line was called the “architecture front” by Schreier and Temes
[81]. The ADCs near it tend to have a high-SNR performance that is noise-limited, and it
is their conversion-energy-efficient architecture rather than the process technology that
determines any impact on the FOM3. This front counts many �� ADCs and precision
SAR ADCs, as shown in the figure. These types of ADCs are those generally referred
to as “high-resolution” or “precision” ADCs.

Conversely, the diagonal dashed line was named the “technology front.” Converters
lining up along this border need to use less energy-efficient architectures (lower FOM3)
to meet their performance goals (very wideband operation and moderate SNR). These
considerably faster converters, commonly referred to as “high-speed” ADCs, also rely
on the speed capability of the devices, sometimes pushed to the process technology
limits [406], in order to be able to hit their dynamic performance targets and, to achieve
that, need to burn quite a bit more power. Pipelined ADCs, F&I ADCs, and flash ADCs
are prominently represented along this front.

While still keeping in mind the previously mentioned broad data spread, a closer
analysis of the evolution over time of conversion efficiency trends for the “high-speed”
ADCs versus the “high-resolution” ADCs suggests [82]

� a doubling in energy efficiency (P/ fs)/(P/ fs)min every 1.6 years for high-speed ADCs
(see also Fig. 5.5 for an FOM3 plot over time);

� a doubling in energy efficiency (P/ fs)/(P/ fs)min every 5.4 years for high-resolution
ADCs (see also Fig. 5.6 for an FOM3 plot over time).

In truth, precision ADCs too have made significant progress, although it is somewhat
less visible with the above methods of investigation since not many publications have
reported such developments [164]. However, after a more careful observation of the
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Figure 5.6 The conversion energy efficiency FOM3 for the years 1997–2011 for high-resolution
(SNDR ≥ 75 dB) CMOS ADCs only. An average ∼0.8 dB improvement in energy efficiency
every year has been estimated.

specifications of commercial precision ADCs, meaningful information can be gathered.
For instance, 16 b SAR ADCs have gone from sample rates of the order of 1 MHz in the
early 2000s to almost ten times this speed in recent years. Combinations of the techniques
described in Section 3.1.3, various types of calibration, trimming, and other proprietary
techniques are behind that. Similar considerations apply for the very-high-precision
ADCs, dominated by �� ADCs [407, 408]. Interestingly, converters in this resolution
range were relatively common in academic publications during the early nineties.

Both in Walden’s paper and in Murmann’s paper, the contour lines of the aperture
jitter equation (see also Eq. (2.17) in Chapter 2 for more discussion),

SNRdB = 20 log

(
1√

2Aπ finσj

)
(5.1)

were highlighted in some of the performance plots.
Two of these contours are visible in the aperture plot in Fig. 5.2 and it should be

remarked that, again in a time-discontinuous manner, some converters have moved
through these boundaries over the years, going from the σj ∼ 1 ps rms line in Walden’s
paper (1999) and coming very close to σj ∼ 0.1 ps rms in the up-to-date plot shown in
Fig. 5.2: almost a factor of 10 improvement in 12 years regarding a rather challenging
and fundamental limitation that hinders converter architectural choices.

5.1.2 CMOS scaling

An important factor in determining trends is certainly CMOS process scaling. To begin
with, a distinction needs to be made between stand-alone ADCs and embedded ADCs
[3]. The former are primarily general-purpose ADCs for which a balanced SNR and
THD performance is crucial and expected to be nearly constant through the entire
input signal bandwidth BW. Conversely, in embedded ADCs, similar nominal SNDR
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performance, compared with that of general-purpose ADCs, can actually be found in
ADCs that are very linear but highly noise-limited (THD � SNR) or the other way around
(SNR � THD). Either of these two metrics may be optimized to be maximal only over
certain signals or conditions [3], depending on the intended application. Lastly, thanks to
the considerably larger availability of digital processing circuitry on such systems-on-a-
chip (SoCs), it is not uncommon for embedded ADCs to make significant use of digital
calibration and post-processing to compensate for the analog shortcomings typical of
finer lithography processes.

Historically, for stand-alone ADCs the adopted process and process options have
been those which provided the best trade-off among (analog) converter performance,
costs, process/design infrastructure stability, and designer-related experience. More than
15 years ago state-of-the-art ADCs in this category typically adopted finer CMOS process
geometries at a rate of halving the minimum channel length L every 5.4 years [405].
Such ADCs traditionally lagged state-of-the-art digital chips in process adoption by at
least two or three process nodes.

During the same years, in order to be integrated into chips with predominant digit-
al content, embedded ADCs were certainly closer, in terms of process adoption, to
state-of-the-art purely digital CMOS nodes [3], albeit with a different type of perfor-
mance. The rather scarce documentation available in the open literature on this subject
doesn’t allow accurate general assessments; however, in these cases, the adoption lag
was more in the range of one or two process nodes, compared with, say, a cutting-edge
DSP chip.

However, the adoption rate for published converters during the last 15 years has
dramatically accelerated. During that time span, L halved every 3.7 years [405]. In fact,
in very recent years, both stand-alone and embedded ADCs have rapidly been closing
their process node gap and, certainly, their gap with mainstream digital chips.

The impact of CMOS process scaling on conversion efficiency has been discussed
in the previous section and it has been remarked how less energy-efficient high-speed
ADCs tend to benefit more from scaling than do their precision counterparts. An in-depth
analysis on how different blocks and architectures are affected in different ways from
scaling can be found in [28, 29, 31, 82, 406]. Scatter plots showing the relative FOM3

improvements for all CMOS ADCs and then for high-speed (2 BW ≥ 100 MSPS) and
high-resolution (SNDR ≥ 75 dB) ADCs are reported in Figs. 5.7–5.9.

It has been remarked in the previous section that the BW · 2ENOB product has not
changed that much during the past 10–15 years or so. As pointed out before, part of
the reason for that has certainly been application demand-related. However, another
explanation is related to CMOS scaling. As supply voltages dropped over process nodes,
due to headroom limitations, the allowed signal power had to decrease accordingly
while the noise spectral density (NSD) has been kept nearly constant. Nodes with
smaller feature sizes have allowed wider signal bands thanks to the increased processing
speed. But, overall, the combination BW · 2ENOB has seen the change in its different
components essentially canceling each other out over process generations, leading to a
largely unchanged BW · 2ENOB product.

http://dx.doi.org/10.1017/CBO9780511794292.006
Cambridge Books Online © Cambridge University Press, 2012



204 Trends in data conversion

120

130

140

150

160

170

180

F
O

M
3

(d
B

)

120

130

140

150

160

170

180

181801,800

F
O

M
3

(d
B

)

Technology (nm)

Figure 5.7 The conversion energy efficiency FOM3 in CMOS process nodes from 1μm to 40 nm
for all CMOS ADCs. A general ∼1.5 dB improvement in energy efficiency per technology node
has been deduced.
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Figure 5.9 The conversion energy efficiency FOM3 in CMOS process nodes from 1μm to 40 nm
for high-resolution (SNDR ≥ 75 dB) CMOS ADCs only. An average ∼1.6 dB improvement in
energy efficiency per technology node has been deduced.
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5.1.3 Architectural and application considerations

A very pertinent observation has been made in [28], namely that CMOS scaling has
led to a general trend toward lower-resolution designs for Nyquist converters. On the
other hand, after reading some of the previous chapters, some other subtle trends can
also be identified. For example, the increase in transition frequency fT, the decrease in
voltage headroom, and the increased availability of digital functionality, together with
many of the other aspects discussed in Section 3.1.4, have created the conditions for a
gradual architectural shift from Nyquist-rate ADCs to oversampled �� ADCs in the
medium-resolution space between 10 and 14 ENOB in the next few years.

In [405] Jonsson reported a generalized and phased slowing down, over time, in the
increase of the peak sampling rate for various classes of converters. For example, true
8 b converters (ENOB ∼ 8) have shown a peak fs increase going from fractions of MSPS
in the mid eighties to a few hundred MSPS only 5 years later, but then saw hardly any
further improvement in sample rate for the following 15 years in a row. A very similar
trend, with a delay of about 5–7 years, although a bit slower and smoother, has also been
reported for the peak sample rate of true 12 b converters and then also 14 b (and greater
resolution) converters.

The reasons for these trends are partly due to CMOS scaling considerations similar
to what has been witnessed on the digital side of the world: although integration con-
tinues to march in accord with Moore’s law, the actual speed improvement offered by
newer process generations is becoming gradually less aggressive. On the other hand,
just as microprocessor and DSP designers are finding other avenues to leverage higher
integration to obtain higher processing throughput, data converter designers aren’t stand-
ing still either. Among the many innovative techniques and architectures discussed in
Chapter 3, two of these, in particular, have recently been maturing to a level that can
make real breakthroughs both in the bandwidth and in the frequency space for digitizing
analog signals. These are time-interleaved ADCs and continuous-time �� ADCs. It is
expectable that these two classes of converters, enabled by calibration and significant
availability of digital functionality, will give a new acceleration to the rate at which BW
has been growing.

It won’t be at all surprising to see true 10 b converters sampling signals with BW ∼
5 GHz or true 12 b converters sampling signals with BW ∼ 1 GHz or more within the
next 5 years.

For such high frequencies and dynamic range, on the other hand, the challenge to
tackle will be the sampling clock phase noise. This fundamental challenge hasn’t to date
seen real architectural breakthroughs allowing ADCs to get around the pace at which
such pure clock sources become practically available and consistently priced with the
converter costs.

Another factor that should be considered when analyzing the sample rate slow down
of 8 b converters (followed by a similar pattern of a gradual sample rate slow down of
10 b converters 5–7 years later etc.) has little to do with device physics considerations
and much to do with application considerations as well as how to interpret the raw data
used in the analysis. For example, 8 b converters were mainstream during the eighties and
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nineties when their dramatic sample rate increase was witnessed and reported. However,
over time, and certainly during the mid nineties, demand and availability of faster
10 b converters caused a shift from 8 b to 10 b in applications such as communication,
instrumentation, data acquisition, medical applications etc. At the same time, 8 b ADCs
have also begun to be more commonly used in a wide variety of embedded applications
such as imaging and hard-disk drives, hence also becoming less commonly found in
data-conversion-specific publications.2 A similar shift is starting to happen between true
10 b and 12 b ADCs today, so it is expected that a substantial demand for true 12 b ADCs
will drive a great deal of evolution for converters in this class in the next few years.

Much emphasis is, perhaps too often, placed on energy efficiency figures of merit
in publications and among engineers in the data conversion community. A more holis-
tic view of the many systems using ADCs and DACs, however, highlights that these
components are neither the most power-hungry nor the least energy efficient among
those sharing the same board. For example, in communication systems it is not uncom-
mon that driving amplifiers placed in front of the ADC consume as much or even more
power than the ADC itself, not to mention the power amplifier driving the antenna in
a transmit path. This power amplifier dwarfs the DAC placed a few blocks behind it in
terms of both power consumption and energy efficiency. Likewise, in a much broader
application context, high-performance converters are often used in conjunction with
series LDO supply regulators to insure cleaner supplies than in the considerably much
more power-efficient switching regulators. If only the converter could better achieve
high supply rejection (particularly at high frequency) then using a switching regulator
would dramatically impact the overall system power consumption.

These two simple examples suggest that paying excessive attention to the energy
efficiency of the converter alone could be a symptom of an inward-looking focus of the
data converter design community [51]. If anything, this “FOM fever” could be more
justified in rapidly expanding mobile applications where battery life is critical and in
those applications where high power consumption leads to excessive die temperature
and therefore loss of performance or, in extreme cases, prevents the integration of more
circuitry on the same die or designing the converter itself in the first place. Packaging
technology can also help with new low-thermal-resistivity θJA packages.

Finally, as data converter technology progresses, many new applications for ADCs
emerge while others come into reach. For example, GSPS-rate low-resolution ADCs
(around 6 b or less) are rapidly becoming commonplace in serial I/O receivers alongside
more traditional DLLs/PLLs and other timing circuitry [409, 410]. Also, broad adoption
of time-interleaving and other high-speed and -resolution architectures is bringing the
“holy grail” of true software radio closer to reality.

Moreover, the borders between actual signal processing and ADCs might begin to
blur. For example, data compression is being directly attached to the ADC, reduc-
ing bandwidth and storage requirements in applications like automated test equipment
(ATE), medical imaging, and digital oscilloscopes [411]. Another example is digital fil-
ter banks and “blind calibration” being applied for calibration of time-interleaved ADCs
[270, 412, 413].

2 Which is the primary source of a lot of the data being analyzed for trend predictions.
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Figure 5.10 Third-order intermodulation distortion (IM3) for three different DACs: Lin et al. 2009
[90] clocked at 2.9 GSPS, Schafferer and Adams 2004 [311] clocked at 1.4 GSPS, and Schofield
et al. 2003 [298] clocked at 400 MSPS.

For those really in search of “new emotions,” data converters have recently been
implemented in flexible plastic and organic materials [414, 415, 416].

5.2 Trends in DACs

Assessing the performance of DACs is a much more complex matter than in the case of
ADCs. While in most stand-alone ADCs the dynamic performance stays approximately
constant all the way to the Nyquist frequency, the same is certainly not true for DACs.

Let us consider, for example, the third-order intermodulation distortion (IM3) for
three different current-steering DACs with relatively similar resolution and sample rate,
shown in Fig. 5.10.

As discussed in Section 4.3, the dynamic linearity of current-steering DACs degrades
very rapidly with increasing frequency as a result of the combination of various
non-idealities.3 However, due to the different ways in which such factors combine,
each DAC has a slightly different frequency behavior as evidenced by the three different
shapes of the plots in Fig. 5.10.

To make things worse, the conditions under which such performance is measured and
reported vary quite a bit and make it very difficult to perform objective comparisons.

For instance, in the case of the three DACs of Fig. 5.10, the maximum output voltage
swing is sufficiently different to have a meaningful impact on the linearity: 2.5 Vpp for
[90], 1.5 Vpp for [311], and 1 Vpp for [298], respectively. Although, in principle, in the
case of IM3 a normalization could be applied by considering that IM3 should improve

3 In this specific example, assuming that non-idealities such as transistor mismatch, r · i drops, undesired
coupling, timing skews, etc. have all been minimized by careful design and layout, it is reasonable to guess
that the IM3 performance of the DACs corresponding to the plot with diamond markers [90] and the one
with square markers [311] will be limited by finite output impedance as discussed in Section 4.3.1 and as
evidenced by the high-frequency degradation of IM3 and its slope. The very same overall trend is also visible
for the DAC with the plot with triangle markers [298], although also something else might be happening
since it wiggles up and down quite a bit.
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Figure 5.11 Spurious free dynamic range (SFDR) for three different DACs: Lin et al. 2009 [90]
clocked at 1.6 GSPS, Doris et al. 2005 [334] clocked at 500 MSPS, and Schofield et al. 2003
[298] clocked at 400 MSPS.

by 3 dB for a decrease by 1 dB of the power of both of the two tones [78], it is sometimes
hard to know the conditions under which the reported IM3 has been measured. (For
example, what is the power of the two tones corresponding to the reported IM3 plots?
This is not the case for the three DACs used in this example, but it is all too often the case
in many other instances.) Moreover, it is also often unclear how far the power scaling
ratio 3:1 applies and when it is in fact more like 1:1 (see Section 2.2.2).

The example of IM3 is actually relatively simple. Matters become even more complex
when trying to compare SFDR performance. An example is shown in Fig. 5.11, again
with three DACs with similar resolution and output rate. Here the three SFDR trends
are even more different from one another. Besides the fact that, again, the full scales
are different, the SFDR is a very difficult metric to unravel when dealing with current-
steering DACs because it is never clear, without seeing the corresponding FFT, which
spurious content is determining it at specific frequencies. It could be dominated by
third-harmonic distortion for low frequency, by fifth in an intermediate range, and by
third again or by some other inharmonic tone at higher frequency. So, granted that it
will surely degrade with increasingly higher frequency, the SFDR can vary somewhat
unpredictably over narrow frequency ranges.

It is because of the above that, for example, an accepted figure of merit for DACs
has not seriously emerged, and those found in the literature (see also Section 2.3) hardly
capture the overall performance with a single metric. In practice, comparisons need to be
made by superimposing entire performance curves as in Figs. 5.10 and 5.11 and hoping
that the measurement conditions have been clarified sufficiently.

Granted all these considerations, it is interesting to observe the increase, over time,
of the maximum output frequency at which a DAC could still perform, for example, to
a 70 dB SFDR (we will call it f70). That is shown in Fig. 5.12 and it corresponds to an
increase of f70 by a factor of about 3.2 every 2 years. This suggests the possibility of a
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Figure 5.13 Representative data of energy efficiency (P/ fs) over subsequent generations of
CMOS processes. Data points are from [325] in 0.6 μm, [329] in 0.35 μm, [311] in 0.18 μm,
[321] in 90 nm, and [90] in 65 nm.

DAC performing at this level of linearity up to about 5 GHz ( fout, not fs!) by 2016 or
so. It should be remarked that, particularly in the most recent cases reported here, the
improvement in linearity is primarily accomplished through circuit innovation and only
in minor part contributed by the particular devices and process technology used. In fact,
for example, the last case [321] benefits significantly from calibration and uses a 90 nm
CMOS process.

This plot allows us to quantify a clear trend, namely the push to sustain high linearity
at the highest possible frequency. The latter is crucial, for example, in wired and wireless
communication applications as the digital/analog interface is moved closer and closer
to the final power amplifier.

Energy efficiency trends are clearly just as interesting as those previously seen for
ADCs. The plot of Fig. 5.13 reports some representative examples of the improvement
of energy efficiency (P/ fs) over multiple CMOS process nodes. Despite the relatively
reduced number of points, the overall trend attests to the improvement of the dynamic
power consumption, which primarily comes from the digital circuitry in the encoding/
decoding logic but also in the switch control circuitry and internal signal routing. The
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Figure 5.14 Representative data of energy efficiency (P/ fs) over the course of the last 15 years.
Data points are from [325] in 1996, [329] in 2001, [311] in 2004, [89] in 2007, [90] in 2009, and
[321] in 2011.

power associated with the static current sources is becoming a smaller contributor,
particularly since, for the cases here surveyed, the full-scale current is right around the
typical 20 mA, and (unlike the digital processing blocks) the stack of current sources
and switches is powered with legacy supplies of the order of 3.3 V or so.

The plot of Fig. 5.14 reports similar energy efficiency over the course of the last 15
years. Again, despite its jagged shape, the overall trend confirms that there has been a
gradual improvement in energy efficiency (P/ fs) over time.

On combining the trends shown in these two pictures, it is possible to project an
energy efficiency of ∼20 mW/GSPS in a 22 nm CMOS process in 2018.

Another trend that is primarily observable in commercial products rather than in
academic publications is the increasing level of integration resulting from placing high-
performance DAC cores together with digital signal pre-processing on the same die.
During the last 5 years or so it has become customary for all the major producers of these
devices to first release their state-of-the art DAC as a stand-alone core for general-purpose
use, and soon to follow up with single and dual (possibly more) versions integrating
digital interpolation filters, sinc pre-emphasis, digital up-conversion mixers etc.

As discussed in Sections 4.6 and 4.7, this is justified by the need for higher integration
as well as ease of use. But it is also beneficial to the dynamic performance of the DACs
because it moves the noisy high-speed data busses (e.g. the 14 b to 16 b data input busses
Din at full output rate fs) from the chip’s I/O pins into on-chip nodes with capacitive
loads orders of magnitude smaller. The data rate at the chip’s input of these highly
integrated digital front ends is much lower thanks to the multiple on-chip interpolations,
and having serialized input busses is also becoming a desirable feature to keep package
pin count and board-level routing under control.

Similarly to what has been discussed for ADCs, recently there have been only very
rare cases of academic publications in the area of precision D/As. Careful observation
of trends in commercial parts, however, makes it possible to note typical top accuracy
levels of about 16 b in the early nineties and through the early 2000s, followed by a
significant improvement to around 20 b in very recent products.
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As stated elsewhere in this book, a number of application drivers could potentially trig-
ger important advances in the data conversion landscape in the short term. For instance,
in the consumer market, the booming popularity and increasing pervasiveness of per-
sonal mobile devices (e.g. smartphones, tablet computers etc.) creates an unprecedented
demand for data throughput in the wireless market that is somewhat similar to what has
previously happened in the wired world when the internet became widely accessible.
The same types of devices also drive a multitude of needs in terms of sensory interfaces
and associated converters. Still in the consumer market, the gaming industry is also
becoming both more technically sophisticated and more pervasive (which perhaps begs
some societal questions) and leading to a considerably higher degree of interactivity and
refined human–machine sensory interfaces, again relying on the ability to leverage fast
DSP capability and, correspondingly, specialized ADCs and DACs.

TVs have finally made the technological shift from analog to digital, now also with
high definition and even 3D. That perhaps means fewer interfaces with legacy analog
systems, but more demand for data throughput over cable and fiber optics as well as,
wirelessly, in home/apartment localized networks delivering all this digital content to
various types of client devices and without passing cables through walls.

Automotive is yet another application area that is rapidly accelerating the demand for
connected electronics and sensory networks. Various control and monitoring systems
(e.g. pressure, temperature, speed), safety and driving aids (e.g. pre-crash detection, park-
ing systems), internal and external connectivity, entertainment etc. are rapidly becoming
standard features of modern cars and leading ultimately to demand for data converters.

Inevitably, in such an increasingly connected world, there will be positive and peaceful
evolution but also unrest and conflicts. Sadly, the defence industry has been increasingly
demanding larger bandwidth and deeper dynamic range for a multitude of “defensive”
applications in harsh environments.

All these and many further examples of applications continue to fuel the seemingly
unstoppable progression of Moore’s law. Ironically, despite the relentless march toward
finer CMOS lithography and growing amounts of digital processing functionality, ana-
log and mixed-signal circuits have been taking on ever more diverse and, sometimes,
unexpected embodiments, rather than “succumbing” to this digital supremacy. Very old
ideas, which perhaps weren’t technologically ready for fully successful implementation,
together with rejuvenated architectures and entirely new types of circuit, have recently
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been emerging and perhaps replacing more established ones that have begun to struggle
in the face of the restrictions of deep nanometer-scale technologies.

Among these, data converters continue to be the analog of microprocessors: just
like their mighty digital counterparts, ADCs and DACs represent the most com-
plex, sophisticated, and comprehensive analog and mixed-signal circuits. A modern
high-performance data converter has got it all: amplifiers, comparators, references,
filters, . . . all the family members of analog design in a single system. That’s fertile
ground for competent and innovative generations of IC design engineers.

In conclusion, data converters surround us and their development will continue to
be full of technical challenges and application drives for a very long time. It is the
author’s intention and hope that this book, despite the deserving topics for which space
couldn’t be found and those which could have been discussed in greater depth, has both
helped the reader to gain a broader insight into today’s (and maybe tomorrow’s) converter
landscape and stimulated further intellectual curiosity and engineering ideas that may
lead to further advances and innovation.
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definition, 28

ADC surveys, 197
ADC/DAC performance
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CMOS scaling, 12
DNL, see DNL
DR, see DR
ENOB, see ENOB
ERBW, 24
FOM, see figures of merit
gain error, 19
HDs, see harmonic distortion
INL, see INL
intercept point, 26
intermodulation, 17

definition, 25
metrics, 16–28

dynamic, 22–28
static, 19–22

noise spectral density, see NSD
offset error, 19
sampling jitter, see sampling jitter
SFDR, see SFDR
SNDR, see SNDR
SNR, see SNR
THD, see THD

anti-aliasing, 18, 53, 69, 70
aperture plots, 198
architecture front, 201
averaging, 46

beat frequency, 22
binary search ADC, 103–105

calibration, 36–40
analog vs. digital, 39
background, 38
current copier, 134–137, 139
DACs, 134–143
digitally assisted analog, 97
dynamic linearity, 140–143
floating current source, 139

folding and interpolation ADCs, 48
foreground, 38, 48, 52
in time interleaved ADCs, 111
mixed signal, 137–139
nested, 136
pipelined ADCs, 113

charge redistribution DAC, 56, 64
classic ADCs, 32–35
CML drivers, 151
CMOS scaling, 8–13

ADC architectures, 71, 78, 79, 83, 85, 97
ADC/DAC performance, 12, 202–203
alternatives, 13–15

comparator-based ADC, see zero-crossing based
ADCs

continuous-time �� ADCs, 68–76
DT vs. CT, 69–73
excess loop delay, 73
integrators and resonators, 74
loop filter tuning, 73, 74
sampling jitter, 72

correlated level shifter ADCs, 83–85
current copier, 134
current steering DACs

Q2 walk, 134
aggregation of elements, 127, 163–164
binary weighted, 121, 127
CML drivers, 151
common source node, 147–149
differential quad switching, 156
dynamic linearity, 143–167
ESD protection, 166
finite output impedance, 128–130, 144–147
interpolation filters, 182
layout, 165–168
mixed mode, 178–179
nonlinear DACs, 189–190
P-type, N-type, complementary, 125
parallel DACs, 195
pseudo-segmentation, 164
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static linearity, 126–130

gradients, 132
switches and drivers, 149–158

swatch, 153
switching cross-point, 154
switching sequences, 133
thermometer decoded, 122, 126
unary currents, 122

DDS, 187–190
quarter sine wave compression, 188

DEM, 74, 134, 168–172, 186–187
segmented, 171, 186

Digital audio
applications, 3–4
DACs, 185–187
nonlinear ISI, 177, 185

digital interpolation, see current steering DACs,
interpolation filters

digital noise coupling, 165
digital-to-time converters, 85–97, 195
digitally assisted analog, 97–101
dithering, 21, 96, 107
DNL

binary weighted vs. thermometric segments, 127
definition, 20
dynamic, 141

DR
definition, 23

dual return to zero, 167, 178
dynamic ADCs, 50–55
dynamic comparator, 51, 57

embedded ADCs, 1, 202
energy plots, 198
ENOB

definition, 16
event driven ADCs, 52–55

figures of merit, 29–32
conversion energy, 198
F O M3 corner, 200
for DACs, 30
SNDR corner, 200
thermal, 29
Walden’s, 29

folding, 45
folding and interpolation ADCs, 44–50
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fractional radix converter, 61, 63

harmonic distortion
definition, 23

health care
applications, 6–7

high speed ADCs, 32, 201
high speed DACs, 33, 120–196
hybrid ADCs, 101–108

incremental ADCs, 76–78
inherent anti-aliasing, 70
INL

binary weighted vs. thermometric segments, 127
Brownian bridge model, 131
definition, 21
dynamic, 141

interpolation, 45
intersymbol intereference, see ISI
ISI, 177, 185

level crossing ADCs, 53

metastability, 59
MOS matching, 11

modeling with Matlab, 131
Pelgrom’s parameters, 11, 130

MOS switches, 9
boosted switches, 9, 48
transmission gates, 9

multi-chip modules, 14
multistage amplifiers, 9, 71

non-return to zero, 167, 173, 174
NSD, 120

definition, 24
relation to SNR and BW, 24

pipelined ADCs, 113–119
continuous time, 117–119
digitally assisted, 97–101
SHA-less, 114–117
zero-crossing based, 79

precision ADCs, 32, 201
precision DACs, 33, 120, 210

redundancy, 59–64, 113, 170, 171
return to zero, 142, 167, 173, 175, 177–178
RF DACs, 190–195
r · i drop, 132

sampling jitter, 28
CT �� ADCs, 72
in DACs, 166
SNR equation, 33
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segmentation, 22
in DACs, see current steering DACs,
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applications, 2–3
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definition, 23
SINAD, see SNDR
sinc(x) function, 174, 175
smart partitioning, 14
SNDR, 16

definition, 23
SNR

definition, 23
stand alone ADCs, 202

technology front, 201
THD

definition, 23
time-interleaving, 48, 108–113, 182

time-to-digital converters,
85–97

bandpass TDC, 92
flash TDC, 87–89
interpolation, 89
time-mode comparator, 97
two-step TDC, 97
VCO-based TDCs, 89–97
Vernier delay line, 88

timing skews
in DACs, 158–164
in time-interleaved ADCs,
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wireless infrastructure, 43, 73, 100,
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applications, 4–6
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