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1.
NING

Computers process bits of information. A bit can take a
value of 0 or 1, and computers process these bits through
some physical mechanism. In the early days of electronic
computers, this was done by electromechanical relays [28]
which were soon replaced by vacuum tubes [6]. From the
very beginning, these devices and the computers they were
used to build were affected by concerns of reliability. For
example, in a relatively recent interview with Presper Eck-
ert [1] who co-designed ENIAC, widely believed to be the
first electronic computer built, he notes: “we had a tube
fail about every two days, and we could locate the problem
within 15 minutes.”

The computer pioneer John von Neumann who had worked
with Eckert and his colleague John Mauchly clearly under-
stood the importance of reliability [38]. It is worth spending
some time reviewing this relatively old history and issues
from this period, both as a curiosity, but notably since there
are important lessons to be learnt from his historically sig-
nificant lectures delivered at Caltech [38]. Back in 1952,
he notes, “The subject matter, as the title suggests is er-
ror in logics, or in the physical implementation of logics—in
automata synthesis. Error is viewed therefore, not as an
extraneous and misdirected or a misdirecting accident, but
as an essential part of the process under consideration ...."
von Neumann is therefore concerned with errors that occur
intrinsically in implementations of logics, and today, this
would mean VLSI and ULSI circuits built out of ¢CMOS transis-
tors. Surprisingly, sixty years after von Neumann’s lectures,
we are again grappling with the same issue in the modern
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era, since many now claim that the laws of physics dictat-
ing the exponentially improving benefits of Moore’s Law will
end in the next 10 to 20 years. So, after six decades from
the time von Neumann gave his lectures, we have returned
to the same concerns again.

2. A WALK THROUGH HISTORY START-
ING WITH VON NEUMANN’S SEMINAL
LECTURES

More than half a century ago, as each new generation of
technology emerged, the issue of failures and reliability in-
variably reared its ugly head. We believe that the awareness
by working with engineers who built the early vacuum tube
based computers motivated von Neumann and his collabora-
tors to use probability to model error or failures, through ab-
stract models of “hardware”. Since these models were based
on Turing’s now classical paper and were presented in the
McCulloch-Pitts style, they had a cybernetic flavor, but nev-
ertheless captured the essence of a state machine or automa-
ton widely used to capture hardware behaviors today. We
must remember that modern automata theory was nascent
at this time and so, some of von Neumann’s constructions
might seem cumbersome. Nevertheless, we think the insights
were incisive and conclusive. For example, the model in his
lectures is essentially an abstract form of a modern com-
puter, represented by a combinational logic component, and
a communication component corresponding to wires or in-
terconnect including a mechanism for encoding the state of
a computation. In this model and with an element of error
introduced into the elements, he considers ways for realiz-
ing, in modern terms, correct computational systems given
that individual elements are vulnerable to failure.

Four years later, Moore and Shannon [26] in a sense re-
worked and extended the work presented in these lectures
by introducing a model that is based on switches, which are
the ubiquitous building blocks of computing systems even to-
day. The particular model they used is based on Shannon’s
celebrated masters thesis, A Symbolic Analysis of Relay and
Switching Circuits, from 1937. In this thesis, Shannon used
the switch to abstractly represent an electro-mechanical re-
lay to be used as a basis for building digital circuits. Once
again, probabilities were used to model the correct or incor-
rect functioning of a switch. Their focus was on the impor-
tant question of correcting errors introduced by potentially
faulty switches and determining the cost of such correction
in realizing digital circuits.

Since these early concerns, close to five decades passed
with the spectacular success of the transistor, their integra-
tion at a very large scale leading to vLsI, the revolution-
ary invention of the microprocessor and the historically un-
precedented march of ever-decreasing transistor feature sizes
prophesied by Gordon Moore [27]. As physicist Gell-Mann
notes in a recent interview [7] where he also mentions his role



with K. A. Bruckner in the work leading to von Neumann’s
celebrated lecture, concerns of reliability became insignifi-
cant with the remarkable reliability achieved with transis-
tors replacing vacuum tubes as switches. However, by the
1990s, the call for approaches to help sustain Moore’s law
as CMOS transistor feature sizes approached the nanoscale
dimensions, were becoming increasingly strident. Scholarly
articles started appearing with daunting titles such as “End
of Moore’s law: thermal (noise) death of integration in micro
and nano electronics”[16]. So, in keeping with what seems to
be history’s penchant for repeating itself, the need for realiz-
ing reliable computing architectures from unreliable switches
resurfaced again close to five decades after von Neumann’s
lectures, this time in the modern context of CMOS transistor
based switching devices [14].

3. CROSSING OVER TO THE DARK SIDE
BY USING UNRELIABLE ELEMENTS
UNRELIABLY

Around 2002, one of us asked the following question: what
if we consider building unreliable circuits and computing
blocks from unreliable elements, rather than striving to build
reliable switches, circuits and computing hardware from po-
tentially unreliable components? We could potentially have
a richer domain of switches to draw upon and therefore be
much less constrained, than having to strive for reliability
all the time. Fifty years after von Neumann’s lectures, this
idea was shown to be viable using a variety of mathematical
models [31] including a random access machine and those
representing circuits as switches whose probabilities deter-
mine error [32]. Of course, why would anyone want to build
unreliable circuits and computing elements from them, that
do not compute correct answers? While this goal might seem
counterintuitive, it turns out that there is an entirely differ-
ent resource associated with the physical implementations
of switches, that their probabilistic and erroneous behav-
iors are intimately tied to. This has to do with the energy
consumed by the physical implementation of a switch. No-
tably, the work from [32] characterized, and as far as we can
determine for the first time, the amount of energy savings
in the physical implementation of switches as we vary the
correctness or error.

Hand in hand with the concerns about being able to sus-
tain Moore’s law, by the late 1990s, there was a rapidly in-
creasing concern, if not alarm, about the amount of energy
consumed by computing systems. Therefore, implementing
probabilistic switches designed to be erroneous as a basis
for realizing energy savings and building computing systems
from them for doing useful work, seemed very attractive.
One of us became a “heretic” [12] as a result of starting an
active project and building a group to work on this idea,
starting in 2001-2002 time period. This effort received sig-
nificant stimulation with support from DARPA through a
seedling grant in 2002. A summary of our work over the next
decade caricatured against the historical legacy of working
with erroneous computing elements is the primary subject
of this paper.

3.1 The Energy-error Relationship from a Ther-

modynamic Perspective

That error and the energy consumed by a switch are re-
lated is not entirely a surprising fact. von Neumann in fact
came close to this connection when he remarks in his lecture
that “Our present treatment of error is unsatisfactory and
ad-hoc. It is the author’s conviction, voiced over many years,
that error should be treated by thermodynamical methods
and be the subject of a thermodynamical theory, as informa-
tion has been, by the work of L. Szilard and C. E. Shannon
(Cf. 5.2). [38]” This seemingly passing comment is actually
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central to the subject matter of this paper, where we are
concerned with energy efficiencies, realized through using
unreliable switches.

To understand its full import, a short digression first. We
note that physical implementations of switches using elec-
trical means, whether they are built using vacuum tubes or
transistors, consume energy when they perform the switch-
ing function. Thus, they are governed by the laws of clas-
sical physics in general, and thermodynamics in particular.
By the time von Neumann delivered his lectures, classical
thermodynamics had a clear statistical foundation and in-
terpretation following the seminal work of Maxwell, Boltz-
mann and Gibbs [2, 8]. In particular, Szilard’s work [36]
that von Neumann refers to is an important part of this
development. One of the most important debates in clas-
sical physics which lasted over sixty years has to with the
celebrated second law of thermodynamics. Through a very
clever construction, Szilard created a single object which
has since come to be known as Szilard’s engine, for trying
to analyze and understand the validity of this law. Loosely
speaking, Szilard’s engine is a physical structure which we
can think of as a cylinder delineated into two halves which
are separated by a (weightless) trap door. For simplicity, we
can think of a single molecule (of some gas) in motion in the
cylinder. An external agent can, by raising and lowering the
trapdoor, trap the molecule in either half of the cylinder.
This agent also has the power to observe and record the half
of the cylinder in which the molecule is trapped.

While it is not widely known, this construct had and con-
tinues to have a powerful influence on the way we reason
about information, and its relationship to physical imple-
mentations, especially as they relate to issues of energy con-
sumption. It is the first device that we know of which can
be in one of two states, and which can be switched to induce
a change of state by raising and lowering the trapdoor. It is
therefore, the earliest instance of an abstract construction,
as well a physical implementation, of a bistable switch. In
this sense, it is also the first known link between a phys-
ical object and a method for producing abstract informa-
tion through switching, which in this instance, is recorded
through the actions of the external agent. The record can
be thought of as a precursor of our modern digital memory
in technological terms. Thus, each act of raising and lower-
ing the trapdoor represents a switching step and produces
a bit of information which is recorded, encoding the state
of the switch. With this interpretation, Szilard’s construct
can be viewed as an engine which, through a switching step,
produces a single bit of information. Since the state of this
device is determined by the location of the gas molecule, the
laws of statistical thermodynamics naturally apply. There-
fore, it provides a very natural and intrinsic statistical basis
for relating the energy consumed to the information being
produced or computed through switches.

Returning to von Neumann’s comment, the “unsatisfac-
tory” aspect, we believe, has to do with the fact that in the
approach he described, the probability of error is modeled
synthetically in a manner that is extrinsic to the implemen-
tation. The probability of a switch performing its activ-
ity correctly is simply a numerical value associated with it
as a number which is not derived from the inherent, and
therefore intrinsic, physical implementation of a switch. We
believe this was intentional of course since it allows reason-
ing in purely abstract terms without being encumbered by
the physical details as exemplified and exploited by Moore
and Shannon subsequently. As a result, the relationship be-
tween the probabilistic error as it varies, and the associated
thermodynamic or energy cost, was not a part of the de-
velopment. An exception of course is the remarkable body
of work leading to Landauer’s [19] historic insight on the
minimum amount of energy needed to perform the act of
recording the bit of information by the agent, during a sin-



gle switching step of Szilard’s engine. However, to use our
terminology, it is very important to observe that Landauer
is concerned about producing a bit correctly and does not
concern himself with the energy associated with probabilis-
tic switches with varying probabilities of correctness. So,
mathematical models of probabilistically correct switching
which do not have a relationship with energy consumption
is what we had on the one hand. On the other hand, through
Landauer’s work, we have a connection between the energy
cost as it relates to a switching step for producing one bit
of information and recording it correctly without error.

3.2 Connecting Switches Back to the Physical
Reality

What if were to go back to Szilard’s roots and rather than
his focus on understanding the profound nature of the sec-
ond law of thermodynamics, instead look at his engine as a
technical and perhaps even as a technological construct. By
doing this, we could extend his engine to a model of a switch
which can be switching correctly with some probability of
correctness p and relate this probability very naturally to the
associated energy consumption. As a result, we now have
a switching device which can produce a bit of information
through some physical medium wherein, the probability of
it being correct is the parameter p, and the greater its value,
the greater the energy consumed. The first attribute of our
switch is the probability of correctness p associated with
each bit of information being produced by it, whereas the
second attribute is the associated energy cost.

In 2003, this was done through a probabilistic switch that
captures these two attributes simultaneously, and was the
subject of our work referred to earlier [32]. In spirit and phi-
losophy, it went against the direction of abstracting away the
physical attributes through clean models as von Neumann
and Moore-Shannon set out to do, and connected proba-
bilistic error during switching back to the physics. In our
experience, this formulation of a probabilistic energy aware
switch has proven to be a very useful foundational construct
to understand and reason about potentially unreliable and
energy-efficient hardware.

However, in order to really use this idea, CMOS implemen-
tations had to be considered. By 2004, we could show that
probabilistically correct cMoOs switches, which have since
been referred to as PCMOS (switches), did exhibit this trade-
off (summarized in [15]. In fact, the trade-off between p
and the associated energy was modeled mathematically and
also measured physically. It turned out to be much more
favorable than we had anticipated in the following sense. As
the probability of a PCMOS switch being correct approached
1, the energy consumed grew extremely rapidly. In other
words, a small decrease in the probability of correctness
(below 1) can be traded for a significant drop in the en-
ergy consumed, illustrated in Figure 1 during one switching
step involving an XOR gate. For example, the point A in
that figure has a p of 0.988 with a corresponding energy con-
sumption of 20 fJ while point B requires only 7.5 fJ with a
p of 0.975 per switching step indicating a ~3X reduction in
energy consumption for a 2.3% decrease in the probability
of correctness. Over the course of the next two years, we
fabricated working devices and demonstrated that indeed,
measured behaviors matching those predicted by the mod-
els and simulations could be realized [17].

4. THE LOGIC OF HARDWARE DESIGN

AND A PROBABILISTIC BOOLEAN LOGIC

The behavior of probabilistic switches and the way they
can be combined to design electrical circuits is based on
Boole’s strikingly contemporary formulation of logic [3] go-
ing back to the nineteenth century! However, if we set out
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Figure 1: Measured and modeled energy-probability
of correctness relationship for an XOR gate

Input Probabilities
Input Tt Xy z Truth Truth
Value=1 | Value=0
Xy z Value
000| o0 000l % %
001 0 001 A %
010 0 010 Y% 3
011 1 0 1 1 % %
1 00 0
100 1 3
101 1 Y %
110 1 101 1 0
11 1 1 110 1 0
(a) 111 1 0
(b)

Figure 2: (a) Conventional truth table for the carry
logic function of a full adder (((zAy)V (zAz2))V (yA
z)) built from reliable hardware; (b) A probabilistic
Boolean truth table for (((z A1y) V1 (x A1 2)) V1 (Y Asya
z)) for the full adder carry bit built from unreliable
hardware [4].

to design hardware that is erroneous, Boolean logic has to
be extended to admit incorrect outcomes. Specifically, we
needed to develop a framework for modeling erroneous gates
and furthermore, eztensions of Boole’s rules for combining
their outputs.

In our probabilistic boolean logic (PBL) [4] that we pub-
lished in 2008, the operators have the probability parame-
ter p tied to them inextricably as shown in Figure 2 (b).
Thus, each probabilistic Boolean operator, say A, denoting
a probabilistic AND, has an explicitly associated probability
of correctness parameter p, which relates it simultaneously
to its energy cost. Alternately, we can think of each of our
operators Ap, V, and others as having a thermodynamic in-
terpretation, in addition to capturing correctness, through

p.

4.1 From Gates and Logic to Applications
The next obvious question was to see how best to use pPC-
MOS hardware in mainstream computing. We considered
applications that embodied probabilities naturally such as
decision systems and pattern recognition based on bayesian
and random neural networks respectively, as well as cryp-
tographic applications. Using a system-on-a-chip type ar-
chitecture, we could show that significant energy and speed
gains were simultaneously possible through using PCMOS hard-
ware [18]. Furthermore, it occurred to us that as we interact
with information in our every day lives, we are, increasingly
consuming it through our senses. So, the results of com-



puting can be erroneous, albeit perceptually acceptable, if
not indistinguishable from those produced using correct and
less efficient hardware which we did for embedded signal
processing. As far as we can tell, this is the first foray of
using hardware to design a system that embodies error, and
significantly, there is no intention or effort to correct it.

S.  FROM PROBABILISTIC TO INEXACT
CIRCUITS AND COMPUTING

Thanks to the greatly successful effort that continues to
sustain Moore’s law, transistors and VLSI circuits built from
them are not very unreliable even today, probabilistically or
otherwise. So, we were faced with the question as to how to
use existing reliable VLSI technologies to be able to design
circuits and architectures, and achieve gains in energy, and
possibly in other physical attributes such as area and speed
by exploiting this principle we have been developing.

For terminological clarity, let us refer to approaches that
seek to garner resource gains by trading accuracy at the
hardware level to belong to the inexact design class. We have
shown the trajectory of inexact design in Figure 3 where we
summarize the chronology of work starting with our depar-
ture in 2003 into the branch of inezxact or unreliable yet use-
ful computing. Traditionally, the term reliable has always
been used to refer to component switches and circuits or sys-
tems built by composing them, when they have an associated
probability of correctness of 1, or extremely close to one in
practical settings; they are considered to be unreliable oth-
erwise. As a result, realizing or synthesizing reliable systems
from unreliable switches entails boosting the probability of
correctness by compensatory error correction mechanisms.
In contrast, as shown in Figure 3, since our work in 2003,
the field has split from the legacy of von Neumann’s lecture
by explicitly seeking to build unreliable yet useful comput-
ing systems from unreliable components, without compen-
sating through error correction. This departure from tradi-
tional approaches to designing reliable systems had led to
the emergence of the area of inexact design.

At this point, we will digress from inexact design to iden-
tify two very innovative ideas with great potential for utility
and impact that appeared between 1995-2001 that aimed to
realize reliable low-cost DSP primitives. Sometimes, we have
found references in literature that indicate a close affinity of
these ideas to our work. The first idea of approzimate signal
processing [13] was inspired by the approaches to designing
resource-constrained (typically execution time) systems in
the areas of Artificial Intelligence and Real-Time Systems.
The second involved algorithmic noise tolerance [9] tech-
niques which allow circuits to be unreliable but combining
techniques from signal processing, correct the resulting er-
rors. Another similar approach that appeared at the same
time as the inception of our work is the RAZOR effort from
University of Michigan [5]. We observe these approaches are
fundamentally different from our work described so far and
do not follow our split from the legacy embodied in von Neu-
mann’s lectures as shown in Figure 3 since they eventually
realize reliable computations.

Returning to inexact design, several research efforts have
been launched by us as well as others to investigate tech-
niques that would help realize inexact circuits starting with
mostly reliable components of current CMOS technologies.
Again, we refer the reader to Figure 3 where we have listed
some of the highlights from this chronology along the inexact
design branch. Most of the initial approaches to induce er-
roneous behavior in correctly functioning hardware involved
varied forms of voltage overscaling. Voltage overscaled cir-
cuits were used as the basis for realizing cost-accuracy trade-
offs for a wide variety of applications such as datapath cir-
cuits [24, 15] through Biased Voltage Overscaling (BiVOS),
Motion Estimation, Discrete Cosine Transform [29], and
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Figure 4: (a) Results of the Probabilistic Pruning
technique on 64-bit Han-Carlson Adder; (b) Results
of Probabilistic Logic Minimization technique on 16-
bit array multiplier [23]

Image Processing. More recent and promising efforts ap-
plied voltage scaling at the granularity of processor mod-
ules. These approaches are popularly referred to as stochas-
tic computation [11].

Canonically, voltage overscaling provides a fine-grained ap-
proach to enable energy-accuracy trade-offs, but have asso-
ciated overheads due to a need for level-shifters, metastabil-
ity resolutions circuits, and the routing of multiple voltage
lines. The practical realizations only implement a subset of
well characterized voltage levels owing to these overheads,
and also due to the inevitable power supply fluctuations.
While, these techniques do provide more dynamic control
and have the potential for quadratic energy savings, the as-
sociated overheads are seldom amortized at fine-grain levels.
Thus, more recent techniques have focused on the architec-
ture as well as the logic layer for realizing circuits with zero
hardware overheads while gleaning significant savings across
the energy, delay and area dimensions simultaneously.

Continuing, in this context, we have proposed two novel
techniques at the architectural and logic-layers which we
have referred to as probabilistic pruning [20] and probabilis-
tic logic minimization [21]. While the former is used to
systematically prune or delete components and their associ-
ated wires along the paths of the circuit that have a lower
significance or a lower probability of being active during cir-
cuit operation or both, the latter transforms logic functions
to lower cost variants by manipulating the corresponding
Boolean function through “bit-flips” (1 — 0 or vice-versa)
for some of the input vector combinations that are not sig-
nificant. Through these approaches, we have been able to
demonstrate cumulative savings of a multiplicative factor of
8 in the energy-delay-area product (EDAP) for critical dat-
apath elements such as adders and multipliers, as shown in
Figure 4. The proposed pruning technique has been applied
to a variety of standard 64-bit adder designs and a pro-
totype chip has been fabricated using TSMC 180nm (low
power) technology. A photograph of the 86-pin fabricated
chip implementing our pruned adders along with its testing
framework is shown in Figure 5 [22].

6. FROM INEXACT CIRCUITS TO DESIGN

AUTOMATION

While holding great promise, the ability of the proposed
inexact design techniques to influence the broader milieu
of computing is limited as they are mostly based on ad-
hoc hand designs and did not consider algorithmically well-
characterized automated design methodologies. Also, exist-
ing design approaches were limited to particular layers of
abstraction such as physical, architectural and algorithmic
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Figure 5: (a) A die photograph of the fabricated
prototype chip; (b) The prototype chip integrated
into the icyboard test platform [22]

or more broadly software. However, it is well-known that
significant gains can be achieved by optimizing across the
layers. This is in stark contrast to conventional computing
systems and hardware design wherein the hardware is ex-
pected to operate correctly all the time. In this context,
automatic algorithmic methods are used widely across the
layers of abstraction to achieve gains, to great effect [25].
To respond to this need, we presented an algorithmically
well-founded cross-layer co-design framework (CCF) for au-
tomatically designing inexact hardware in the form of datap-
ath elements that could significantly reduce the time needed
for design space exploration [22]. We believe that this is an
important first step in injecting the twin ideas of EDA and
co-design into the milieu of inexactness.

7. FUTURE DIRECTIONS AND REMARKS

When we were invited to submit a paper on the genesis
of inexact design viewed against the backdrop of probabilis-
tic methods in computing, we considered three possible ap-
proaches. The first was to present a survey of the field. An
alternative was to discuss our own technical work in some
depth. Upon consultation, we concluded that both of these
alternatives could be easily done by compiling and perusing
existing publications. Therefore, we decided to write this
paper by not intending it to serve either of these purposes.
However, what seemed to be missing and therefore of some
value as a contribution to the scholarship of this emerging
field, was in connecting it to its rich legacy spanning the
last century. This seemed a worthwhile endeavor, especially
given the powerful ideas that served as a basis. In doing
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so, we were guided by Longfellow’s inspirational comments
from his poem ‘A Psalm of Life’ where he eloquently and
beautifully characterizes the legacy of great ideas and the
influence of people behind them, in that their lives : “..re-
mind us, We can make our lives sublime. And, departing,
leave behind us Footprints on the sands of time.” Given the
fast and furious pace at which we have been progressing in
the cMoOs world, we felt that to pause and reflect on the
history behind topics in VLSI design and its automation
wherein the “probability” is increasingly being used, would
be a worthwhile effort. We hope to have done some justice
to this goal within the restrictions of space that this paper
has afforded us. A more detailed and complete version of
this paper is to appear in a forthcoming special issue of the
ACM Transactions on Embedded Computing Systems [30],
and the reader is referred to this forthcoming paper for a
more comprehensive overview and the many rich and ex-
citing prospects for future work. Also, the deeper phys-
ical implications of ¢MOS devices and their switching has
been analyzed comprehensively, and with great clarity, by
Meindl [10]. The reader is referred to this paper for a deeper
understanding of the issues underlying our discussion, with
the context of reliable cMOS switches. Finally, probabilistic
methods have been a topic of great import and utility in
the software and algorithmic domains. Starting with Monte
Carlo simulations [37] through the concepts of randomized
algorithms [34, 35] to average case analysis [33], the fruitful
use of probabilistic methods has deep roots. In contrast,
the concepts and ideas that we have discussed in this paper
represent a novel foray of probabilistic ideas and the frame-
works of inexact computing that they have inspired, in the
domain of hardware and its design.
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