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ABSTRACT
Next-generation autonomous and semi-autonomous vehicles
will not only precept the environment with their own sen-
sors, but also communicate with other vehicles and sur-
rounding infrastructures for vehicle safety and transporta-
tion e�ciency. The design, analysis and validation of var-
ious vehicle-to-vehicle (V2V) and vehicle-to-infrastructure
(V2I) applications involve multiple layers, from V2V/V2I
communication networks down to software and hardware
of individual vehicles, and concern with stringent require-
ments on multiple metrics such as timing, security, reliabil-
ity and fault tolerance. To cope with these challenges, we
have been developing CONVINCE, a cross-layer modeling,
exploration and validation framework for connected vehi-
cles. The framework includes mathematical models, synthe-
sis and validation algorithms, and a heterogeneous simulator
for inter-vehicle communications and intra-vehicle software
and hardware in a holistic environment. It explores various
design options with respect to constraints and objectives on
system safety, security, reliability, cost, etc. A V2V applica-
tion is used in the case study to demonstrate the e↵ective-
ness of the proposed framework.

1. INTRODUCTION
Autonomous driving has made significant progress during

the past decade. Many companies and academic institu-
tions started testing their autonomous or semi-autonomous
vehicles on real roads. Typical autonomous driving vehicles
utilize a variety of sensors (e.g., LIDAR, radar, GPS, cam-
eras and ultrasound sensors) to percept the environment,
conduct real-time processing on collected data, make driv-
ing decisions through planning modules [10, 25, 36, 49], and
send instructions to actuators from control modules for mo-
tions such as steering, accelerating and braking. However,
accidents have been reported for both test autonomous ve-
hicles and commercialized vehicles with semi-autonomous
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driving applications [1, 2]. The design and operation of
a safe, reliable and secure autonomous-driving system still
face tremendous challenges, in particular under stringent re-
source constraints for commercial vehicles.
First, modern automotive systems have become more com-

plex than ever, in terms of both functionality and archi-
tecture. From the functional perspective, there is a wide
range of emerging applications including autonomous func-
tions and Advanced Driver Assistance Systems (ADAS), such
as adaptive cruise control and lane keeping assist. To ful-
fill these applications, various software programs are imple-
mented to play important roles in sensing, signal processing,
control, decision making, etc. From year 2000 to 2010, em-
bedded software increased from 2% to 13% of a vehicle’s
total value, and the number of lines of code increased from
one million to more than ten million [11, 34, 41]. From the
architectural perspective, the number of Electronic Control
Units (ECUs) in a standard car has gone from 20 to over
50 in the past decade [11]. The traditional federated archi-
tecture, where each function is deployed to one ECU and
provided as a black-box by Tier-1 supplier, is shifting to the
integrated architecture, in which one function can be dis-
tributed over multiple ECUs and multiple functions can be
supported by one ECU [14]. This leads to significantly more
sharing and contention among software functions over mul-
ticore and distributed platforms. In addition, new computa-
tional components such as Field Programmable Gate Array
(FPGA) [19, 43] and Graphical Processing Unit (GPU) [21,
31] as well as next-generation communication protocols such
as those based on Ethernet [23, 24, 39, 40], have emerged to
form a heterogeneous automotive platform.
Furthermore, there are a variety of objectives and metrics

that need to be addressed during the design and operation of
automotive systems, such as safety, performance, fault tol-
erance, reliability, extensibility and security. Many of these
metrics are heavily influenced by system timing behavior [35,
42, 46], and often lead to conflicting requirements [12, 13,
18, 48, 47]. For instance, shorter sampling periods and end-
to-end latencies of control loops usually lead to better sens-
ing and control performance [13], but may be detrimental
to schedulability, extensibility and even security (as there is
less timing slack for adding strong security techniques [47]).
It is important yet challenging to address these metrics in
an integrated framework.
The problems become even more challenging when con-

nected environments and applications are considered. Vehicle-
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Figure 1: Cross-layer design for connected vehicles.

to-vehicle (V2V) and vehicle-to-infrastructure (V2I) com-
munications (generalized as V2X communications) have been
proposed to enhance driving safety and transportation e�-
ciency as individual vehicles may su↵er from blind spots and
precision limitations. Standards such as Dedicated Short
Range Communication (DSRC) are under the development
at the United States [20, 27]. In the standard, Basic Safety
Messages (BSMs) which contain vehicle state information
(such as speed, acceleration and location) are exchanged
among vehicles and surrounding infrastructures through wire-
less channels. Vehicles can estimate the position and move-
ment of other vehicles based on the received messages and
take early actions to avoid potential collisions or improve
driving e�ciency. However, designing a connected vehicle
or a connected application faces many challenges, not only
because of the increasing complexity but also because of the
openness of the connected environment:

• Timing. The timing behavior of V2X communication is
usually less predicative than that of in-vehicle networks
since it is a↵ected by the surrounding physical environ-
ment. As a results, it is more di�cult to model and an-
alyze the performance of a V2X network and guarantee
the satisfaction of timing constraints which are extremely
critical for automotive systems.

• Robustness. The connections between vehicles or infras-
tructures may not be stable. It is by the nature of wireless
communication and moving vehicles. A connected appli-
cation on a single vehicle or a set of vehicles should be
robust enough to tolerate faults and deal with changing
environments.

• Security. In-vehicle network security has been discussed
in previous works [22, 28, 30, 38]. The open environment
of V2X communications further broadens the potential
attack surface. A connected vehicle application has to
address security concerns while meeting other design con-
straints, in particular timing and resource constraints.

With these challenges, the modeling, exploration and val-
idation of connected automotive systems should be consid-
ered across system layers including applications, software
implementations and architecture platform. The concept of
such cross-layer design is illustrated in Figure 1. The top
layer is the application layer where V2X and autonomous
driving applications are considered. In the application layer,

functional verification and validation are done and constraints
on timing, robustness and security are decomposed to indi-
vidual vehicles. For example, if the application is Coopera-
tive Adaptive Cruise Control (CACC), where every vehicle
in the group communicates with other vehicles to adaptively
maintain a safe distance from its preceding vehicle (referred
to as gap in the rest of the paper), the performance mainly
depends on timing, the error rate of the messages and the
security level of the system [17]. Through verification and
validation, constraints are decomposed to individual vehi-
cles, for example, the constraints on end-to-end latency, the
constraints on error correction ability and the constraints
on security level. Inside each individual vehicle, these con-
straints guide the task generation and task to platform map-
ping at the software implementation layer. In this vision of
cross-layer design, if the constraints obtained from the high-
level application layer can not be fulfilled, the software im-
plementation layer can provide feedbacks for the application
layer to relax some constraints. The software implementa-
tion layer and the hardware architecture layer inside one in-
dividual vehicle also communicate with each other through
the constraints on timing, communication bandwidth, com-
putation resource, etc. Similarly, if the constraints can not
be fulfilled after hardware exploration, the higher levels can
trade-o↵ among design metrics and relax some constraints.
To achieve the vision in Figure 1, we propose CONVINCE,

a cross-layer modeling, exploration and validation frame-
work for connected vehicles. The framework includes math-
ematical models, synthesis and validation algorithms, and
a heterogeneous simulator for addressing inter-vehicle com-
munications and intra-vehicle software and hardware in a
holistic environment.
The rest of the paper is organized as follows. Section 2

introduces CONVINCE and its design methodology. Sec-
tion 3 discusses a case study in CONVINCE for analyzing
performance and security of an V2V application, and Sec-
tion 4 presents its simulation results. Section 5 concludes
the paper.

2. CONVINCE FRAMEWORK
The overview of CONVINCE is shown in Figure 2, in-

cluding modeling, mathematical analysis, exploration, veri-
fication and validation components. Modeling is conducted
across multiple layers, including the high-level V2X appli-
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Figure 2: CONVINCE: cross-layer modeling, exploration and validation framework for connected vehicles.

cation modeling, the software modeling inside one vehicle,
and the hardware modeling. These models can be abstracted
and used by the analysis and exploration engine to optimize
the design and verify whether design constraints are met.
The models can also be leveraged by the simulation engine
to validate system designs, identify potential issues and pro-
vide design insights.
In the rest of the section, timing property will be used

as an example to demonstrate the modeling, analysis and
exploration of the CONVINCE framework.

Computation Model: The software layer is captured by a
set of tasks T = {⌧1, ⌧2, . . . , ⌧n}. The tasks can be mapped
to multiple computation units as shown in Figure 2. The
timing property of each task ⌧

i

is captured by a worst-case
execution time C

⌧i (for a specific platform) and an activa-
tion period T

⌧i . Every task is required to finish its execution
before its deadline (e.g., sometimes set as its period). Fixed-
priority preemptive scheduling is modeled in the framework
as every task is assigned a priority o✏ine and lower prior-
ity tasks can be preempted by higher priority tasks. The
worst-case response time r

⌧i (the longest time it may take
to complete task ⌧

i

) can be formulated as the following equa-
tion [50]:

r
⌧i = C

⌧i +
X

⌧k2hp(⌧i)

⇠
r
⌧i

T
⌧k

⇡
C

⌧k . (1)

The first term of the equation denotes the worst-case execu-
tion time C

⌧i and the second term represents the preemp-
tion time from higher priority tasks in set hp(⌧

i

) on the same
computation unit.

Communication Model: In V2X and autonomous driving
applications, messages are exchanged at di↵erent levels. At

application level, messages are transmitted through wireless
channels from one vehicle to others. Inside the vehicle, the
messages can be transmitted on bus or exchanged through
memory among modules and tasks. In autonomous driving
system, the in-vehicle bus system can also be heterogeneous
like CAN and Ethernet [23, 24, 39]. The analysis of the
communication latency is essential as automotive systems
are timing-critical systems and failures to fulfill the timing
requirements may lead to catastrophic outcome.

Intra-Vehicle Communication : In our model, the mes-
sage access delay for memories is modeled as a small con-
stant, and the mathematical models to capture CAN bus
and Ethernet are discussed below.

1) CAN Bus: CAN bus is prevalent in current automotive
systems. The protocol is priority based and non-preemptive.
The worst-case response time r

mi for message m
i

is as fol-
lows [50]:

r
mi = C

mi +B
max

+
X

mj2hp(mi)

⇠
r
mi � C

mi

T
mj

⇡
C

mj . (2)

The timing property of each message m
i

is captured by
worst-case transmission time C

mi and period T
mi . As CAN

protocol is non-preemptive, the message may have to wait
for the longest transmission time of any lower priority mes-
sages, denoted as B

max

. The third term denotes the waiting
time due to higher priority messages in set hp(m

i

).

2) Ethernet : Ethernet is discussed to be the potential
candidate for autonomous driving, including Time-Sensitive
Networking (Ethernet AVB) and Time-Triggered Ethernet
(TTEthernet) [44]. Time-Sensitive Networking extends tra-
ditional full-switched network by adding eight priorities (three
bits) for priority scheduling, and Credit-Based Shaping (CBS)



algorithm is used to select transmission schemes for di↵er-
ent classes. The Time-Sensitive Networking classifies tra�c
into Class-A, Class-B, and best-e↵ort class. Class-A has the
highest priority and typically with 2 ms latency and Class-
B has the second highest priority and typically with 50 ms
latency [44]. The best-e↵ort class assigns its tra�c with the
rest lower priorities. The packets with the same priority are
queued in a FIFO in the corresponding class. We adopt the
Compositional Performance Analysis (CPA) as shown in [15]
to quantitatively analyze the worst-case timing behavior of
Time-Sensitive Networking.
Time-Triggered Ethernet is also extended from the switched

Ethernet by assigning the transmission of messages to time
slots following the time division multiple access (TDMA)
fashion. As TDMA scheme assigns time slots o✏ine, it
makes the message delay deterministic and predictable. How-
ever, synchronization protocol is needed to deal with clock
jitter. Besides time-triggered communication, Time-Triggered
Ethernet also provides rate-constrained messages and best
e↵ort messages that are event triggered. The rate-constrained
messages are those with less strict timing requirement and
best e↵ort messages are for traditional Ethernet applications
with less or no timing constraints. We adopt the TDMA
analysis in [33] to quantitatively analyze the timing behav-
ior of TDMA-based network.

Inter-Vehicle Communication : DSRC is the standard for
vehicular communication in the United States. The protocol
stack of Wireless Access in Vehicular Environments (WAVE)
is developed for DSRC. The WAVE protocol stack supports
two kinds of applications at the application layer: safety
applications and Internet applications. For Internet appli-
cations, the transportation layer and network layer cover
the traditional TCP/IP stack. For safety applications, the
WAVE Short Message Protocol (WSMP) replaces TCP/IP
stack for transportation layer and network layer. All appli-
cations share the same data link layer protocol and physical
layer protocol.
As safety messages are time-critical, the IEEE 802.11p

protocol that covers the data link layer and physical layer
has been studied in [45]. The IEEE 802.11p protocol allo-
cates seven 10 MHz wide channels for multi-channel opera-
tion, among which one control channel (CCH) is for safety
communication only, and six service channels (SCH) for reg-
ular communication. To deal with the media access con-
tention, the Enhanced Distributed Channel Access (EDCA)
is utilized to classify the messages into four priority cate-
gories and set corresponding contention window and arbitra-
tion inter-frame spaces for the back-o↵ procedure CSMA/CA
(Carrier Sense Multiple Access / Collision Avoidance). In [45],
the authors establish two Markov chains for two di↵erent pri-
ority groups to analyze the delay distribution in the broad-
cast mode. We adopt the probability density function of
message latency in [45] to analyze the latency for V2X com-
munication.
Besides latency, packet loss is another major concern when

designing safety-critical systems [17]. Although CSMA/CA
has been adopted in the IEEE 802.11p protocol, it can only
reduce the collisions instead of eliminating them. Further-
more, its performance can saturate if large amount of re-
quests are generated or jamming is performed. According
to the standard, if two broadcasting messages collide, both
messages are lost and no retransmission will be scheduled.
If vehicle-to-vehicle messages collide, the messages will be

retransmitted within the limit of the retransmission times.
If the maximum retransmission times have reached, the mes-
sage will be discarded. Packet loss may also happen when
a wireless communication channel is a↵ected by fading and
shadowing. Packet loss may significantly a↵ect the perfor-
mance of V2X safety applications as vehicles need timely
information to predict danger and take actions.

Security Model: The emerging of autonomous driving and
vehicular communication provides the attacker with a vari-
ety of attacking surfaces, including the On Board Diagnostics-
II (OBD-II) port [29], the various sensors and the wireless
communication interfaces such as DSRC, Bluetooth and key-
less entry system [9]. The authors in [29] successfully com-
promised a real vehicle by hacking into its engine control sys-
tem, brake control system, and other electronic components.
The security-aware design for CAN-based and TDMA-based
intra-vehicle network has been studied in [32, 33]. Besides
intra-vehicle security, inter-vehicle communication brings in
more concerns for safety applications. As summarized in [7,
16, 26, 37], the V2X security issues can be classified into the
following categories.

• Message falsification: An attacker sends falsified mes-
sages to victim vehicles to make them behave as the at-
tacker intends.

• Impersonation: An attacker uses fake identity to cheat
other vehicles for malicious attacks, e.g., masquerade at-
tack, replay attack and sybil attack.

• Message tampering : An attacker gathers, intercepts and/or
tampers a message when routing it. Typical attacks in-
clude man in the middle attack, wormhole attack and
blackhole attack.

• Denial of service attack : An attacker maliciously floods
or jams communication channels to stop vehicles from
sending or receiving messages in normal communication.

• Privacy issues: An attacker leverages location informa-
tion, electronic IDs or other types of information for ma-
licious purpose.

3. CASE STUDY
In this section and the next, we use Cooperative Adap-

tive Cruise Control (CACC) as a case study to demonstrate
the e↵ectiveness of CONVINCE in analyzing the impact of
security attacks in vehicular communication and ultimately
the application performance.

CACC Application: CACC is the technology that uti-
lizes V2V wireless communication to enhance the traditional
single-vehicle adaptive cruise control (ACC) by communi-
cating with other vehicles to cooperatively maintain a safe
gap. Platooning, where a leading vehicle leads a group of
closely-following vehicles to move like a train, can be formed
with CACC enabled vehicles. As platooning can maintain a
shorter gap between vehicles and reduce speed variations, it
may enhance tra�c e�ciency and reduce emission. In [8],
the authors have designed and implemented a CACC pla-
tooning management protocol. In this case study, we will
leverage this protocol to study the security issue across mul-
tiple layers.
In the protocol designed in [8], every CACC-enabled vehi-

cle receives the acceleration of its preceding vehicle through
V2V messages, and obtains the location and speed of the
preceding vehicle from sensors such as radar. With these



information, each vehicle can maintain a safe gap to its pre-
ceding vehicle. As in [8], the equation to calculate the safe
gap g

safe

is

g
safe

= 0.1v
f

+
v2
f

2Dmax

f

�
v2
p

2Dmax

p

+ 1.0, (3)

where v
f

denotes the speed of the following vehicle and
Dmax

f

denotes the maximum deceleration of the following
vehicle, and similarly, v

p

denotes the speed of the preceding
vehicle and Dmax

p

denotes the maximum deceleration of the
preceding vehicle. The minimum gap required is 1.0m.
After receiving the location of the preceding vehicle d

p

, the
current gap between two vehicles can be calculated as g =
d
p

�d
f

� l
p

, where d
f

is the location of the following vehicle,
and l

p

is the length of the preceding vehicle. Depending on
g, the following vehicle may enter di↵erent modes and decide
its acceleration.

1) Collision Avoidance Mode: If g < g
safe

, the follow-
ing vehicle will enter the collision avoidance mode. In this
mode, the vehicle will decelerate with its maximum deceler-
ation Dmax

f

until the gap becomes safe again. Therefore, in
this mode, the new acceleration for the following vehicle is
a
control

= Dmax

f

.

2) Gap Control Mode: If g � g
safe

, the following vehicle
will enter the gap control mode. In this mode, the following
vehicle follows the preceding vehicle to maintain a time gap
T
gap

. The desired acceleration a
des

of the following vehicle
can be calculated as following [8]:

a
des

= 0.66a
p

+ 0.99(v
p

� v
l

) + 4.08(g � v
f

T
gap

� 2.0),
(4)

where a
p

denotes the acceleration of the preceding vehicle
and g is the current gap g = d

p

� d
f

� l
p

. The actual accel-
eration to control the vehicle can be calculated as below [8]:

a
control

=
a
des

� a
f

⌧
�t+ a

f

, (5)

where ⌧ is the controller delay and set as 0.4s. As in [8],
a
control

is bounded by [-3, 3], and �t is set as the sending
rate 0.1s.

ACC Application: As stated in previous sections, packet
loss and delay can happen in vehicular network. Upon packet
loss or delay, the following vehicle cannot obtain the lat-
est acceleration information of the preceding vehicle (a

p

),
and can only depend on the speed and location information
of the preceding vehicle (obtained from its own sensors) to
maintain a safe gap, i.e., entering the ACC mode. In the
extreme cases, the preceding vehicle may fully brake with
the maximum deceleration Dmax

p

. Therefore, we conserva-
tively assume a

p

= �Dmax

p

when calculating the desired
acceleration as in Equation (6). As ACC mode lacks accel-
eration information, the desired gap between vehicles should
be larger. According to [8], the time gap T

gap

is set to 0.55s
for CACC gap control model and set to 1.2s for ACC gap
control model. As a result, the safe gap of ACC becomes
larger.

a
des

= �0.66Dmax

p

+ 0.99(v
p

� v
l

) + 4.08(g � v
f

T
gap

� 2.0)
(6)

Attacker Model: In the case study, we assume the at-
tacker floods the wireless channels to impair the vehicular
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Figure 3: Packet loss rate under di↵erent strengths
of flooding attack. During the simulation, 50 vehi-
cles are uniformly distributed on a road of length
300m and normal packet sending rate is 10 Hz.

communication. The attacker can be a participant of the ve-
hicular network or a malicious attacker from the road side.
We study the impact of packet loss (due to flooding on V2X
communication channels) on CACC application. The V2X
messages are exchanged at a certain rate (set as 10 Hz in
the experiments following [8, 27]), and packet loss may lead
to outdated information for the following vehicle. If a mes-
sage is not received within the time window (set as 0.1s in
the experiments), the following vehicle has to rely on its
own sensors for deciding the safe gap, and CACC is in fact
downgraded to ACC as discussed above. We also assume
that CACC will be restarted once messages can be success-
fully received during the time window.
In Section 4, we will demonstrate in our experiments, how

di↵erent strengths of flooding attack may lead to di↵erent
degrees of packet loss and ultimately deteriorate the system
performance (evaluated based on the gap between vehicles).

4. SIMULATION RESULTS
We leverage VENTOS (VEhicular NeTwork Open Simu-

lator) [8] for our simulation, which itself is an integration
of several tools with CACC platooning implemented. VEN-
TOS is based on the structure of Veins [6], an simulator that
combines the open source tra�c simulator SUMO [5] and
open source network simulator OMNeT++ [4] with WAVE
protocol stack implemented. In addition to OMNeT++, we
also leverage NS-3 [3] for packet level simulation of V2X
communication networks.

Packet Loss Rate under Flooding Attack: We first
study the relationship between the strength of the flooding
attack and the packet loss rate. In this study, we assume
there are 50 vehicles distributed on a road of length 300m.
The transmission power of the DSRC module is 26dBm.
The EDCA related parameters are set as follows (CWmin:
minimum contention window size; CWmax: maximum con-
tention window size; AIFSN: arbitration inter-frame spaces):
CWmin = 15, CWmax = 1023, and AIFSN = 3. The flood-
ing message is of length 500 bytes.
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Figure 4: Spacing-time diagram of 3 vehicles in CACC under di↵erent strengths of flooding attacks.
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Figure 5: Speed-time diagram of 3 vehicles in CACC under di↵erent strengths of flooding attacks.

We assume some of the vehicles within the 50-vehicle
group are malicious attackers. We classify the simulations
into three scenarios: 1 attacker, 10 attackers and 20 attack-
ers. In each scenario, every attacker applies the flooding
attack with the same strength that varies from 100 Hz (i.e.,
sending flooding packets at a rate of 100 Hz) to 1 KHz to 10
KHz. The normal vehicles send packets at a rate of 10Hz.
We use NS-3 to simulate these scenarios, and the results

of flooding attack regarding packet loss rate are shown in
Figure 3. From the figure we can see that for normal tra�c,
the packet loss rate is around zero. When malicious flood-
ing attack is conducted, the packet loss rate can reach 63%
in this case study. We can observe that as the number of
attackers increase and/or the attacking strength increases,
the packet loss rate also increases (and could be even higher
than 63%).
The results show that significant packet loss can be caused

by malicious attacks. Next, we quantitatively study how
packet loss ultimately a↵ects the CACC performance.

CACC Performance Deterioration under Attack: We
assume there are three vehicles joining the CACC applica-
tion, namely Vehicle 1, Vehicle 2 and Vehicle 3. At time
zero, the vehicles are aligned in a line with a gap of 1m be-
tween each two consecutive vehicles. Vehicle 1 is set as the
leading vehicle. Vehicle 2 and Vehicle 3 will automatically
follow Vehicle 1 and maintain safe gaps. The simulation has
two phases:

• Warming up: From 0s to 15s, Vehicle 1 constantly accel-
erates with an acceleration of 2m/s2, and reaches 30m/s

at time 15s. Vehicle 2 and Vehicle 3 also accelerate ac-
cording to the CACC protocol.

• Keeping speed : From 15s to 50s, Vehicle 1 stops acceler-
ating and keeps the speed 30m/s. Vehicle 2 and Vehicle 3
can catch up with Vehicle 1 during this phase.

Then, flooding attack is scheduled at time 30s during the
keeping speed phase with di↵erent strengths. The perfor-
mance deterioration due to flooding is demonstrated in Fig-
ure 4 and Figure 5.
Figure 4 (a) and Figure 5 (a) demonstrate the normal

behavior without any flooding attack. Figure 4 is a spacing-
time diagram, where y-axis denotes the spacing between
each two consecutive vehicles on the road. The spacing in-
cludes the gap between vehicles and the length of one ve-
hicle (set as 5m in our experiments), i.e., it is the distance
from the preceding vehicle’s front bumper to the following
vehicle’s front bumper. Figure 5 demonstrates the vehicle
speeds as the simulation time increases. In Figure 4 (a), the
spacing gradually increases to around 24m, indicating the
CACC protocol is functioning well. In Figure 5 (a), we can
observe that during the first 15s, Vehicle 2 and Vehicle 3
are catching up with Vehicle 1. During 15s to 50s, Vehicle 2
and Vehicle 3 also reach the cruise speed of Vehicle 1 and
maintain the spacing around 24m and a speed at 30m/s.
Figure 4 (b) and Figure 5 (b) demonstrate the CACC per-

formance with flooding attack that causes 40% packet loss.
Since flooding attack starts from time 30s, the curves are
the same as the normal behavior case from 0s to 30s. We
can observe that after flooding attack, the vehicle spacing
in Figure 4 (b) oscillates around 30m. From Figure 5 (b) we



can observe that after the attacking at time 30s, Vehicle 2
and Vehicle 3 can not follow Vehicle 1 smoothly. Instead,
they have to speed up or slow down constantly. This is be-
cause some packets are lost, and thus Vehicle 2 and Vehicle 3
have to switch between the CACC safe gap and ACC safe
gap. They can correct their acceleration when latest pack-
ets arrive, however the driving e�ciency of the individual
vehicles and the entire system has already been a↵ected.
Figure 4 (c) and Figure 5 (c) demonstrate the CACC per-

formance with flooding attack that causes 90% packet loss.
Similar to the 40% packet loss case, the curves are the same
as the normal behavior case for the first 30s. When flooding
starts at 30s, the vehicle spacing significantly increases to
around 44m, as most of the packets are lost. Vehicle 2 and
Vehicle 3 can not follow Vehicle 1 smoothly. In this case, the
vehicles are in ACC mode most of the time and the driving
e�ciency has been severely reduced.

5. CONCLUSION
In this paper, we introduce CONVINCE, a cross-layer

modeling, exploration and validation framework for con-
nected vehicles. In the framework, computation, commu-
nication (including both intra-vehicle and inter-vehicle com-
munication), and system metrics such as timing and security
are quantitatively modeled for design space exploration, val-
idation and verification. We use CACC as a case study to
demonstrate the usage of CONVINCE for analyzing the tim-
ing and security of V2V applications. Such analysis sets the
foundation for our on-going work on exploring and validat-
ing security designs of connected vehicles (with integration
of in-vehicle computation and communication models).
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