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ABSTRACT

The increase of process variations in advanced CMOS tech-
nologies is considered one of the biggest challenges for SRAM
designers. This is aggravated by the strong demand for lower
cost and power consumption, higher performance and den-
sity which complicates SRAM design process. In this paper,
we present a methodology for statistical simulation of SRAM
read access yield, which is tightly related to SRAM perfor-
mance and power consumption. The proposed flow enables
early SRAM yield predication and performance/power opti-
mization in the design time, which is important for SRAM in
nanometer technologies. The methodology is verified using
measured silicon yield data from a 1Mb memory fabricated
in an industrial 45nm technology.

Categories and Subject Descriptors

B.3.1 [Semiconductor Memories |: Static memory; B.8.2
[Performance and Reliability]: Performance Analysis
and Design Aids

General Terms

Performance, Design, Reliability

Keywords

SRAM, memory, yield, worst-case, statistical modeling, ac-
cess failure, variability, random variations

1. INTRODUCTION

Random variations in nanometer ranges technologies are
considered one of the largest design considerations [1, 2].
This is especially true for SRAM memories, due to the large
variations in bitcell characteristics. Typically, SRAM bit-
cells have the smallest device sizes on a chip. Therefore,
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they show the largest sensitivity to different sources of vari-
ations - such as random dopant fluctuations (RDF), line-
edge roughness (LER) and others [3, 4]. While variations in
logic circuits have been shown to cause delay spread [5, 6]
which reduces parametric yield, for SRAMs, process varia-
tions also cause the memory to functionally fail, which re-
duces the chip’s functional yield. With lower supply voltages
and higher variations, statistical simulation methodologies
become imperative to estimate memory yield and optimize
performance and power.

There are different types of SRAM bitcell failures, such
as static noise margin stability fails (cell may flip when ac-
cessed), write fails (bitcell cannot be written within the write
window) and access fails (incorrect read operation) [7, 4,
8]. In this paper, we concentrate on estimating yield loss
due to read access failures, as this type of failure has a
strong impact on determining the performance and power
consumption of the memory. However, the methodology can
be extended to account for other types of memory failures.
Therefore, in this work, we use the word yield to refer to
read (access) yield.

The statistical nature of SRAM failures requires statisti-
cal simulation techniques in order to account for these fail-
ure mechanisms early in the design cycle. However, due to
the large size of SRAM memories, it is very difficult to run
Monte Carlo simulations for the whole memory. Even if the
computational resources allow Monte Carlo simulation for
the whole memory, a large number of Monte Carlo runs is
required. For example, more than 2 x 106 Monte Carlo runs
are required to examine for one failure in a 2Mb memory,
due to the rare event of having read current a weak bitcell
exceeding 5o of bitcell variations. Therefore, SRAM design-
ers typically use worst-case approaches to insure high yield
by designing for the worst-case bitcell for a given memory
density [4]. However, this worst-case design technique neg-
atively impacts the performance as well as increases power
consumption.

Recently, there have been few works in the area of SRAM
design methodologies. In [4], the authors present a worst-
case analysis to account for weak cells and presented guide-
lines for SRAM timing to achieve high yield. In [7, 8] the
authors model access failures by statistically accounting for
bitcell read current variation as well as for the impact of
access transistor leakage [8]. These previous works have fo-
cused on determining memory yield for a given sense ampli-
fier (SA) offset (i.e., estimating access yield for a fixed value
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of bitlines differential voltage), which implies that worst-case
analysis is assumed for the SA offset, although statistical
analysis is used for bitcell read current variations.

In this work, we generalize the access failures to “statisti-
cally” include the SA offset distribution. This is important
for SRAM circuit designers as it reduces the pessimism of
assuming worst-case SA offset and worst-case bitcell. In ad-
dition, for the first time, we include the impact of sensing
window variation on yield, which can have a strong impact
on memory performance. The proposed statistical yield es-
timation methodology for access failures accounts for bitcell
read current variations, sense amplifier offset, and sensing
window variations, as well as leakage from other bitcells on
the same column. In particular, the proposed methodology
helps answer the following questions for SRAM designers:

1. What is the maximum achieved performance (mini-
mum sensing window) for a given yield requirement;

. How much is the achievable improvement in yield if SA
offset is improved by a certain amount (i.e., increasing
SA area or changing SA topology);

. How to compare the expected yield for memories hav-
ing similar density but different architecture (i.e., yield
for different memory options).

The methodology is verified using measured yield results for
a 1Mb memory in 45nm technology.

2. SOURCES OF READ ACCESS FAILURES

The read path in SRAM memories is typically a part of
the critical path, which determines the memory access time
(performance). Fig. 1 shows read path in an SRAM memory,
where read operation begins by selecting the column using
the PMOS pass gate and activating the wordline (WL) of
the selected row. Depending on the stored data in the bit-
cell, one side of the bitlines begins to discharge due to the
read current ([,cqq) of the bitcell. Therefore, a small differ-
ential voltage is generated at the inputs of the voltage sense
amplifier (Vsa;,). To ensure correct read operation, the SA
is enabled using a control signal (SAEN) after a sufficient
differential signal Vsa,, is developed, which is amplified by
the SA to a digital output level.

The delay difference between the WL activated and the
SA enabled is called “SA read (sensing) window” (twizsaen)-
twi2saen has direct impact on the memory performance as it
contributes a large percentage of the memory access time. In
addition, t.2sqaen has direct impact on the dynamic power
consumption. As tyi2sqen increases, the bitlines differential
increases, which should be recovered by the precharge cir-
cuitry after each memory access cycle. In the mean time,
increasing tyi2saen increases Vsa;,, which reduces the prob-
ability of read failure due to SA input offset. Hence, it is
always desirable to reduce tyi2saen as long as correct read
operation is ensured. Therefore, there is a strong tradeoff be-
tween yield and performance/power for SRAM, which is one
of the most important design decisions for memory design-
ers. To our best knowledge, there are currently no statistical
tools or methodologies to analyze this type of tradeoff in the
design time. Therefore, SRAM designers typically rely on
worst-case approaches.

Previous works [7, 8] define a successful read access as
the probability of having the bitlines reach a fixed voltage
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Figure 1: Simplified SRAM read path.

Apin for a fixed access (sensing) window tyi2sgen. In [7,
8], although statistical analysis is performed on I eqq, how-
ever, by assuming fixed A,,in and tyi2sqen, this means that
worst-case is assumed for the sense amplifiers as well as for
the sensing window. In addition, previous models assumed
that BL discharge could be coupled directly to the SA in-
puts. However, in reality, due to the on resistance of PMOS
column select device, the sense line is usually slower than
the bitline discharge, and more time is required to achieve
certain differential voltage [9]. Hence, the above mentioned
techniques are more appropriate for bitcell technology opti-
mization, while a new access failure estimation methodology
is required for memory circuit design that can account for
different sources of access failures in a single statistical yield
estimation flow.
In the following sections, we go through the different sources

that affect access failures. Following that, we present a new
read failure definition that is used in the proposed flow.

2.1 Read Current and Sensing Slope
Variations

Due to the small size of SRAM bitcell and the inverse
relation between transistor variation and device area [10,
11], bitcell read current I,cqq shows large within die (WID)
variations [3, 8], and typically follows a normal distribution.
From a memory design point of view, I,cqqd determines the
time required to develop enough differential signal before
enabling the SA. I,.q,q variation is considered one of the
largest sources of parametric yield loss in memories [8].

As mentioned earlier, sense lines discharge slower than
bitlines. This is due to the ON resistance of the column
select device (PMOS) shown in Fig. 1, which adds RC delay
at the SA input [9]. Lets define the sense lines discharge
slope as Kcfy = AVsr/At. It can be shown that K.sy is
proportional to Ireqq [9]. The statistical variation in Ireqq
will also cause similar variation in K.z, therefore, %| Kopp =

P
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Figure 2: SA input offset and read 0/1 distributions.

2.2 Sense Amplifier Variations

Sense Amplifiers (SA) are typically used to amplify the
small differential voltage on the bitlines (~100mv) to a digi-
tal output level [4]. SAs are also sensitive to WID variations
(mismatch) [12, 13], which cause SAs to show offset voltages
that affect the accuracy of read operation. In addition, sys-
tematic variations due to asymmetric layout can increase
the SA input offset. One way to reduce SA’s input offset is
increasing the size of input devices [10, 13]. Due to the strict
limitations on area in memory design, the SA area-mismatch
tradeoff is difficult because the SA should pitch-match the
accessed bitcells. Therefore, the specification on SA offset is
an important metric for memory designers.

Monte Carlo transient simulation is usually used to esti-
mate the input offset distribution of SA [4]. Typically, the
SA input offset can be modeled using a gaussian distribution
with a mean of zero and standard deviation of ovg, ..,
as shown in Fig. 2. In a worst-case design scenario, it is
required to have the minimum sensing voltage Vsa;, larger
than the worst-case SA offset (as shown in Fig. 2). This is a
pessimistic approach because the probability of having the
slowest bitcell accessed using the SA suffering the largest
offset is very small.

In this paper, we mainly focus on voltage sense amplifiers,
however, the proposed methodology can be easily extended
to current sense amplifiers as well.

2.3 Sensing Window Variations

As mentioned earlier, the read sensing window t.2saen is
an important parameter for correct read operation. In mem-
ory design, a centralized control block (timer circuit) is used
to generate the timing for all the critical signals for mem-
ory operation - which include WL and SAEN signals [4]. To
ensure good tracking with PVT variations, usually similar
transistor sizes are used in the two logic paths [4]. However,
due to random WID variations, the delay in these paths will
show statistical variation [14, 5, 15]. Therefore, the sensing
window will have spread around its mean value (as shown
in Fig. 3).

Lets assume that the number of logic stages between in-
ternal CLK to WL and SAEN is m and n stages, respec-
tively. For sake of simplicity, lets further assume that delay
of each path can be modeled as a chain of inverters, with
tq being the delay of one stage. In an ideal scenario with
no random WID variations, tyi2seen can be computed as
(n—m)tq. However, due to uncorrelated random variations,
twizsaen Will have a statistical distribution, which is typically
assumed gaussian [5, 15, 6]. Therefore, the mean and vari-
ance of tyi2saen can be computed as fit, 5.0, = (0 — M) e,
and o2 = (n? + m?)o?;,, respectively, where o2, is

wl2saen
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Figure 3: Main sources of variation affecting access
failures.

the variance of one delay stage. In the case of memories, n
and m are comparable, where n — m determines the nomi-
nal tyi2sqen- However, there is a large spread in the sensing
window since the spread in each logic path adds up to the
twi2saen Variation (n2 +m? term). Note also that the spread
Otoizsaen iCTeases as n and m increase even if n —m is con-
stant (i.e, for a fixed tyi2sqen delay). This implies that as the
memory size increases and more logic stages are required in
the CLK to WL and SAEN paths, this effect becomes more
severe. This variation in sensing window can reduce the SA
input voltage, which increases access failure probability -
especially at low supply voltages (since increases
due to reduced headroom [5]).

While a chain of inverters can be used to qualitatively
explain the importance of accounting for read window vari-
ations, a more comprehensive delay variation analysis is re-
quired to account for different logic gates and fan outs in
the CLK to WL and CLK to SAEN paths. In this paper,
we use Monte Carlo simulation to determine ug¢,,,.,.,, and
Ot y12eaen - Moreover, statistical timing analysis [6] can also
be used for the same purpose.

n
wltwi2saen

2.4 Access Transistor Leakage

It is well known that bitcell access device leakage also re-
duces the SA input differential due to subthreshold leakage
from the other side of the bitlines as shown in Fig. 1 [8].
The worst-case sensing occurs when all the unselected bit-
cells on the column store the opposite data for the selected
bitcell. Access transistor leakage determines the upper limit
of the number of bitcells per column. This effect is usually
important in high performance memories due to the high
leakage (low V;p,) of the access device. In addition, due to
the exponential dependence of subthreshold leakage on Vi
variations, it is important to statistically calculate the total
leakage on the bitline. Similar to [16, 8, 17], in this work,
we account for leakage variation by calculating the total sub-
threshold leakage of bitcells associated with the bitlines us-
ing N x pur,,,,, and subtract it from the bitcell’s Ireqq, where
I pen 1S the mean of the lognormal pdf of access transistor
subthreshold leakage, and N is the number of bitcells per
column.

Another source that can increase read access failures is
dynamic noise coupling at the SA inputs. Due to the small
differential signal developed on the sense lines, an aggressor



located near the SA may couple large noise at the SA input
which can affect the accuracy of the read data. This situ-
ation is exacerbated if a weak bitcell is selected, the read
sensing window is reduced, or if the noise occurs just before
the SA is enabled. However, modeling of this dynamic noise
component is very complex, as it strongly depends on the
layout of the SA and sense lines, as well as the timing of the
aggressors relative to the SA enable signal (SAEN). Never-
theless, by using layout noise shielding techniques and highly
symmetric SA layout styles, the impact of this component
can be minimized.

3. YIELD ESTIMATION

Fig. 3 shows a simplified timing diagram for an accessed
bitcell including critical signals such as WL, SAEN and sense
lines (SL). Also shown in the figure are the statistical vari-
ations on different components that affect the probability
of access failure, which were described in the previous sec-
tion (Section 2). When the WL is enabled, SL begins dis-
charging, and the slope of SL discharge varies statistically
depending on I,..q variations as well as leakage from other
bitcells (Section 2.4).

For the SA, the offset voltage distribution is superim-
posed on the Vpp (precharge level). As explained in Sec-
tion 2.2, SA offset distribution is centered around zero (typ-
ically small asymmetry), as shown in Fig. 2, which means
that some SAs will show positive or negative offsets. Note
that positive offset will increase the failure probability of
reading a 0 and reduce the failure probability of reading a 1,
and vice versa. Therefore, in order to account for SA offset
statistically in yield estimation, both read 0 and read 1 cases
need to be addressed.

In addition to I,cqq and SA offset variations, ty2sqen vari-
ation can affect access failure probability, as described in
Section 2.3. As shown in Fig. 3, if twi2saen reduces due to
statistical variations, Vsa;, decreases, and hence the prob-
ability of access failure increases.

In order to estimate SRAM yield, it is important to sta-
tistically account for all the above mentioned sources in the
same flow. Therefore, we define access failure for a certain
bitcell as follows: For read 0 case, the probability of access
failure is the probability of having SA input voltage Vsa;,
less than SA input offset Vsa,zsse: Of that particular SA.
Note that in this case we are not assuming a fixed value of
SA offset as in [7, 8]. Instead, the SA offset follows the nor-
mal distribution that can be determined from Monte Carlo
simulations. Moreover, Vsa;, needs to be computed statis-
tically since it is a function of the statistical distribution on
bitcell I;eqq and twizsqaer distribution.

In this case, the probability of access failure for bitcell
Par,cen in case of reading a 0 can be expressed mathemati-
cally as follows':

P(VSAin - VSAoffset < 0) (1)
P(Keﬂ'Otwl2saen - VSAoffset < 0) (2)

Similar expression can be applied for the read 1 access fail-
ure.

Based on the proposed access failure definition, the flow
for read access yield computation is as follows:

PAF,cell,readO

1. From the memory architecture (number of columns,
muxing), calculate the number of SAs (Ng4) in a bank.

Bold symbol is used to indicate a random variable.
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Also, Ng4 is the number of blocks in a bank, where
a block is defined as the SA and associated bitcells
accessed by that SA;

Generate Ng4 samples of SA input offset distribution
following N v~ (#VSAoffset’a-2VSAoffset) )

From the memory density and bank information, cal-
culate the number of bitcells per bank (Nuit—bank);

Generate 2Npi¢—pank samples of Ky normal distri-
bution with pk,,, mean and standard deviation of
OK.p; = MK f; 5|1 cqq tO TEpresent the read 0 and read
1 sensing slope distributions (Kero, Kef1);

Generate one sample of t,12s4en following the distribu-
tion NV v~ (l‘iwmsaen ) 02iwl2saen);2

Failure calculation step: For each SAs offset sample
created in step 2, loop on all the bitcells that are ac-
cessed using this particular SA. Check the following
conditions for each bitcell;

e Read 0 fail: Kefo twizsaen — VsAofrset < 0
e Read 1 fail: Kefr1 twizsaen — VSAoﬂ'set >0

e Count the number of read failures.
Repeat all the above steps for different banks;
Repeat all the above steps for large number of dies;

Calculate the yield based on the number of dies that
can correctly be accessed for read 0 and 1 cases.

While the above steps focused on WID variation, the pro-
posed methodology can be easily extended to account for
die-to-die (D2D) variations. This can be done by including
the statistical distributions of D2D variations and including
different D2D samples for each run at the chip level (i.e., in
step 8 shown above).

4. EXPERIMENTAL RESULTS

The proposed yield estimation methodology was verified
using a 1Mb SRAM design fabricated in an industrial 45nm
CMOS technology. Prior to running the proposed yield esti-
mation flow, a characterization step is required to compute
the above mentioned distributions (i.e., Iread; Vsaoffsets
twis2saen ). However, this characterization step is not com-
putationally expensive due to the reduced number of circuit
elements for these simulation setups. In addition, I,¢qq and
Vsaoffset Monte Carlo simulations are an integral part of
any SRAM design, and therefore, will not add to character-
ization time.

Characterization for the different components of yield fail-
ures was performed as shown in Fig. 4 for different PVT con-
ditions. I,eqqd was characterized using DC Monte Carlo Spice
simulations to estimate the mean and standard deviation. In
addition, the same analysis was also used to estimate the ac-
cess transistor leakage. Fig. 5 shows how o/ul|r, ., changes
for different voltage and temperature conditions. This is an

2Here we assume that a bank contains one control block
which generates WL and SAEN signals. Nevertheless, dif-
ferent types of banking styles can be easily included in the
flow.
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important part of the characterization as Ireqq mean and
variances changes strongly across PVT conditions.

The sensing slope, K¢ for nominal conditions, was ex-
tracted by running transient Spice simulation on the critical
path of the memory. Note that Monte Carlo simulation is
not required in this case since we use I,.qq variations calcu-
lated from the first step to estimate K.yy variations as ex-
plained in Section 2.1. Also the same scaling rule is used to
predict Kcyr for other PVT conditions. SA offset distribu-
tion was simulated using Monte Carlo transient simulation
as shown in Fig. 6, which shows the simulated/modeled cu-
mulative distribution functions (CDF) for the SA input off-
set (normal distribution). Sensing window variation twi2seen
distribution was estimated using Monte Carlo transient sim-
ulation as well. After generating the characterization data,
statistical yield simulation described in Section 3 was imple-
mented using Matlab.

Fig. 7 shows the measured yield from the 1Mb memory
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compared to the simulation for different supply voltage con-
ditions. Good agreement between silicon and simulation re-
sults validate the accuracy of the proposed methodology.
For these simulation results, 1000 chips of the 1Mb memory
were simulated using the proposed flow. All bitcells were
tested for read 0 and read 1 fails. Yield estimation for the
proposed methodology takes less than 30 minutes to gener-
ate the results shown in Fig. 7 using a 3GHz PC with 1.5GB
of memory which shows the efficiency of the proposed flow.
The simulation results in Fig. 7 can be used explore the crit-
ical tradeoff between performance and yield requirement.

It is useful to compare the difference between using the
proposed statistical yield estimation flow versus the worst-
case analysis. This is shown in Fig. 8 where in the worst-
case approach, the worst bitcell is assumed to occur with the
SA having the largest offset and the smallest sensing win-
dow. Also shown is the statistical design approach to meet
a yield of 99.7%. The statistical design enables reducing
twis2saen Dy 26% which translates to higher memory per-
formance. This translates to 18% faster access time when
assuming tyis2saen 18 30% of access time, In the mean
time, the memory read power consumption also reduces be-
cause of reduced differential voltage on the bitlines.

It is important to note that the performance benefit of
using statistical methodology versus worst-case approaches
is a function of the memory density. It is expected that the
difference between the two approaches increase with scal-
ing due to the continuous increase in process variations as
well as the higher SRAM density requirements. This shows
the importance of statistically accounting for different com-
ponents of read failures as proposed in this work, so that
pessimism in worst-case approaches can be recovered in the
design time.

S. CONCLUSIONS

The large increase in statistical variations in nanometer
technologies is presenting huge challenges for SRAM design-
ers. In this paper, a methodology for statistical estimation
of access yield is proposed. The proposed flow accounts for
the impact of bitcell read current variation, sense ampli-
fier offset distribution, timing window variation and leakage
variation on read failure. The methodology overcomes the
pessimism inherited in worst-case design techniques that are
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usually used in SRAM design. The methodology is verified
using measured yield data from a 1Mb memory in an indus-
trial 45nm technology. The proposed statistical SRAM yield
estimation methodology allows early yield prediction in the
design cycle, which can be used to trade off performance and
power requirements for SRAM.

6. REFERENCES

[1] The International Technology Roadmap for
Semiconductors (ITRS) website:
http://public.itrs.net. [Online].

[2] H. Masuda, S. Ohkawa, A. Kurokawa, and M. Aoki,
“Challenge: variability characterization and modeling
for 65- to 90-nm processes,” CICC, 2005, pp. 593-599.

210

(3]

(10]

(11]

(12]

(13]

(14]

(15]

(16]

(17]

A. Asenov, A. Brown, J. Davies, S. Kaya, and

G. Slavcheva, “Simulation of intrinsic parameter
fluctuations in decananometer and nanometer-scale
MOSFETS,” IEEE Trans. on Electron Devices, pp.
1837— 1852, Sept 2003.

R. Heald and P. Wang, “Variability in sub-100nm
SRAM designs,” ICCAD, 2004, pp. 347-352.

M. Eisele, J. Berthold, D. Schmitt-Landsiedel, and

R. Mahnkopf, “The impact of intra-die device
parameter variations on path delays and on the design
for yield of low voltage digital circuits,” IEEE Trans.
Very Large Scale Integr. Syst., pp. 360-368, 1997.

A. Srivastava, D. Sylvester, and D. Blaauw, Statistical
Analysis and Optimization for VLSI: Timing and
Power. Springer, 2005.

K. Agarwal and S. Nassif, “Statistical analysis of
SRAM cell stability,” DAC, 2006, pp. 57-62.

S. Mukhopadhyay, H. Mahmoodi, and K. Roy,
“Statistical design and optimization of SRAM cell for
yield enhancement,” ICCAD, 200/, pp. 10-13.

B. Amrutur and M. Horowitz, “Speed and power
scaling of SRAM’s,” IEEE Journal of Solid-State
Circuits, pp. 175—185, Feb 2000.

M. Pelgrom, H. Tuinhout, and M. Vertregt,
“Transistor matching in analog CMOS applications,”
IEDM 1999, pp. 915-918.

Y. Taur and T. H. Ning, Fundamentals of modern
VLSI devices. Cambridge University Press, 1998.

P. Kinget, “Device mismatch and tradeoffs in the
design of analog circuits,” IEEE Journal of Solid-State
Circuits, pp. 12121224, 2005.

B. Wicht, T. Nirschl, and D. Schmitt-Landsiedel,
“Yield and speed optimization of a latch-type voltage
sense amplifier,” IEEE Journal of Solid-State Circuits,
pp. 1148-1158, July 2004.

K. Bowman, S. Duvall, and J. Meindl, “Impact of
die-to-die and within-die parameter fluctuations on
themaximum clock frequency distribution for gigascale
integration,” IEEE Journal of Solid-State Clircuits, pp.
183-190, 2002.

H. Mahmoodi, S. Mukhopadhyay, and K. Roy,
“Estimation of delay variations due to random-dopant
fluctuations in nanoscale CMOS circuits,” IEEE
Journal of Solid-State Circuits, pp. 17871796, 2005.
E. Morifuji, D. Patil, M. Horowitz, and Y. Nishi,
“Power optimization for SRAM and its scaling,” IEEE
Trans. on Electron Devices, pp. 715-722, April 2007.
C. Pacha, B. Martin, K. von Arnim, R. Brederlow,

D. Schmitt-Landsiedel, P. Seegebrecht, J. Berthold,
and R. Thewes, “Impact of STI-induced stress, inverse
narrow width effect, and statistical Vg variations on
leakage currents in 120 nm CMOS,” ESSDERC, 2004,
pp- 397-400.





