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Abstract—This paper explores the limits of acoustic ranging
on smart phone in the scenario of device-free hand tracking.
Tracking the hand is challenging since it requires continuously
locating the moving hand in the air with fine resolution. Existing
work on hand tracking relies on special hardware or requires
users hold the mobile device. This paper presents EchoTrack,
which continuously locates the hand by leveraging mobile audio
hardware advances without special infrastructure supported.
EchoTrack measures the distance from the hand to the speaker
array embedded in smart phone via the chirp’s Time of Flight
(TOF). The speaker array and hand yield a unique triangle.
The hand can be located with this triangular geometry. The
trajectory accuracy can be improved with the method of Doppler
shift compensation and trajectory correction (i.e., roughness
penalty smoothing method). We implement a prototype on smart
phone and the evaluation shows that EchoTrack can achieve
tracking accuracy within about three centimeters of 76% and
two centimeters of 48%.

I. INTRODUCTION

Gesture recognition technology is becoming increasingly
popular as a fundamental HCI manner. Users can even interact
with various electronic devices in a hand-free manner. This is
particularly helpful in the situation that a user’s hands are dirty,
wet or inconvenient to touch the device. While the existing
system, such as Soundwave [1] and WiGest [2], require users
to remember the corresponding relations between the hand
gesture and the function. Additionally, they only can identify
some predefined gestures and being tailored for specific ap-
plications. Motion tracking system, such as WiDraw [3] and
AAmouse [4] have recently been proposed to help overcome
these limitations. However, WiDraw tracks the user’s hand
with high accuracy with at least a dozen of transmitters and is
easy to be disturbed in multi-user situation. AAmouse requires
the user to hold the phone and the controlled device requires
additional external sensors (two speakers). Some commercial
hardware systems such as Kinect [5] and Leap Motion [6] can
also track hand motion, however, they require to use dedicated
hardware and are not portable.

Audio localization technology has been explored with smart
phone to achieve centimeter level accuracy in various appli-
cations, such as phone-to-phone localization [7], [8], neighbor
discovery [9], mobile motion games [10], [11], whereas these
techniques need to hold the smart phone in hand. In recent
years, the sensors embedded in phone become increasingly

diverse and powerful, for example, mobile phone hardware
increasingly supports high definition audio capabilities. In
particularly, Nexus 6P has two speakers for stereo playback,
which are placed on the top and at the bottom of the phone.
Besides, its audio chips are capable of recording acoustic
signal up to 192kHz. Such advances could have a significant
impact on the accuracy and device-free manner of audio
localization.

We introduce EchoTrack, a device-free hand tracking sys-
tem which can be implemented on commercial phones. The
main idea behind EchoTrack is to actively measure the dis-
tance from hand to the speaker array on phone by letting
phone speakers emit sound and phone microphone sense its
reflection. In specific, the hand can be located by a triangle
defined by three edge, i.e., the two edges from hand to speaker
array on smart phone and one edge defined by the speaker
array. Since the length of edge defined by speaker array is
fixed, the key challenge is accurate ranging the distance from
the hand to each unit in the speaker array. Moreover, the
distance from hand to the speaker can be calculated using Time
of Flight (TOF), i.e., the time difference between the speaker
emits the signal and the microphone records its echo reflected
by the hand. However, it may be interfered by multipath
effects, environmental noises, imperfect acoustic hardware of
phone and Doppler shift of hand movement. Besides, the hand
is located with device-free manner, thus the echo detection
with low SNR will reduce the ranging accuracy.

EchoTrack addresses the above challenges by applying the
following methods. The echo reflected from hand is too weak
to be detected clearly, it can be overcome by utilizing chirp
with the characteristics of low cross-correlation and high auto-
correlation and adding a delay time for the chirp emitted from
the other channel. Meanwhile, an enough idle time is added
between each sensing period for preventing the interference
of multipath effect. Besides, we analyze and compensate the
Doppler shift from hand movement and employ smoothing
method to improve the trajectory accuracy.

The main contributions of the paper are:
• We demonstrate that a single smart phone can track

the moving hand with device-free manner by exploiting
acoustic ranging while the existing work requires users
to hold the phone in hands, or need specialized hardware.
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Fig. 1: The geometric model transformed from smart phone and the ranging procedure. (a) Front view of Nexus 6P equipped
with top and bottom speaker. (b) Localization scenario, in which the chirp is emitted from speaker and its echo is recorded
by microphone. The path lengthof chirp flying is calculated with TOA and used to locate the hand. (c) Geometric model for
estimating the coordinate of hand. (d) Event sequences in the ranging procedure.

• We design a device-free hand tracking system, which
leverages audio hardware advances (i.e., stereo speakers
with their high response frequency) of smart phone to
track the hand. We design two-channel chirp for accurate-
ly calculating TOF and removing the interference of mul-
tipath. The trajectory accuracy is improved by deigned
method of Doppler shift compensation and roughness
penalty smoothing.

• We implement our system on commodity phones. It
achieves average motion tracking accuracy of 76% within
three centimeters and 48% within two centimeters.

The paper is organized as follows. Sec. II presents the design
overview of our system. Detailed descriptions of our system
to enable static and continues localization are given in Sec. III
and Sec. IV, respectively. Sec. V presents the implementation
details and Sec. VI provides our evaluation results. Sec. VII
describes related work. Finally, Sec. VIII concludes the paper.

II. DESIGN OVERVIEW

Recently, with the emergence of the phone supported stereo
playback, we explore the realization of device-free hand track-
ing on this stereo output phone. The phone supported stereo
output is equipped with two homogeneous speakers and spans
a wide variety of off-the-shelf phones and tablets, such as
Samsung Nexus 10 tablets, HTC One M8, Sony Xperia Z2,
Amazon Fire Phone, LG nexus 5X and Google Nexus 6P.
Fig. 1(a) shows the front view of Nexus 6P, which is equipped
with two speakers on the top and at the bottom of the phone.
Moreover, it is also equipped with three microphones. Two
of them are only used for noise cancelation, thus we use the
microphone at the bottom of front view to record the chirp.

Fig. 1(b) shows the scenario of locating the hand. Sl and Sr
correspond to the speaker on the top and at the bottom of the
smart phone. M corresponds to the microphone at the bottom
of the phone. In order to locate the hand H , speaker Sl and
Sr send a chirp in turn to avoid conflict between each other.
These chirps are reflected once encountering the hand H . The
echoes of these two chirps are recorded by the microphone.

Fig. 1(c) shows the geometric model corresponding to the
scenario of locating the hand. We construct a virtual three
dimensional coordinate where the origin is speaker Sr(0, 0, 0).
The X-axis is aligned with the line between Sl and Sr, the Z-
axis is aligned with the line between Sr and M , and the Y-axis
is the line vertical to the screen of phone. In this coordinate,
the speaker Sl and microphone M are located at (−D, 0, 0)
and (0, 0, d), respectively. Since the hand only waves in the
XY-plane, so we can denote the position of hand as H(x, y, 0).
Obviously, the target can be located with dSrH and angle θ,
where dSrH represents the distance from Sr to the hand H ,
and θ is the angle between SrH and X-axis. dSrH and θ can
be computed from the geometry of the flying path of chirp
(dSlHM = dSlH + dHM and dSrHM = dSrH + dHM ).

Fig. 1(d) shows the ranging procedure. Sl emits a signal
at time t0 and the microphone M records the signal at time
t1. Time t0 is unknown, but it can be inferred through the
known distance dSlM between microphone M and Sl. The
signal emitted from Sl is reflected once if it encounters the
hand and microphone M records its echo at time t4. The right
channel Sr performs the ranging procedure like Sl does. Then
dSlHM and dSrHM can be estimated as

dSlHM =(t4 − t0) c = (t4 − t1)c+ dSlM

dSrHM =(t5 − t2) c = (t5 − t3)c+ dSrM , (1)

where dSlM and dSrM represent the distance between speakers
(Sl and Sr) and microphone M , which are known from
Fig. 1(a). c represents the sound speed flying in the air.
Time t1, t3, t4 and t5 can be inferred from the clock of the
microphone as the frame counter for smart phone.

Our system, called EchoTrack, includes the following four
stages as shown in Fig. 2:

Initialization Stage: The system generates the predesigned
two-channel chirp, then initializes the microphone and speak-
ers so that the microphone has been turned on before the
speaker works.

Sensing Stage: The microphone continues to record the
sound while the speakers send the two-channel chirp peri-
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Fig. 2: The system overview of EchoTrack

odically. Then, the audio stream is partitioned into several
fragments including original chirp and its echo.

Position Estimation Stage: This stage contains the fol-
lowing steps: noise reduction, multipath elimination, signal
detection and coordinate calculation. Firstly, the sound frag-
ment is processed with band-pass filter for eliminating the
environment noises, and tailored for removing the multipath
interference. Then, the envelope and peak detection locate the
original chirp and echo. The round-trip time of chirp can be
calculated as dividing the number of samples between the
original chirp and echo by the sampling frequency. Finally,
the coordinate is calculated using geometric model shown in
Fig. 1(c).

Trajectory Estimation Stage: The Doppler shift resulted
from hand movement brings out some position estimation er-
ror. Therefore, we utilize a compensation method for offsetting
the error due to Doppler shift. Besides, we perform a trajectory
correction method for improving trajectory accuracy.

III. POSITION ESTIMATION

This section focuses on the discussion of our basic local-
ization approach assuming that the smart phone and target
are static, then the trajectory estimation of moving target is
depicted in Sec. IV.

A. Signal Generation

This part discusses how to design the chirp for accurately
ranging the distance between hand to each unit in speaker
array. Firstly, we need to determine the frequency range
of the chirp signal. In [12], frequency responses of various
audio interfaces are measured in an anechoic chamber. It
shows that the speakers are more frequency selective than
microphones and microphone in commercial phone only can
record the signal with frequency below 24kHz. Most of the
acoustic based data communication systems use high audio
frequency zone which is beyond normal human perception
(16kHz−22kHz). Moreover, the majority of the background
noises, such as human conversation, music and FM radio
have frequencies up to 14kHz, so we assign the frequency
of chirp ranging from 16kHz to 23kHz, which means that
the signal bandwidth is 7kHz. In this frequency band, the
ranging accuracy is 2.4cm, because
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Fig. 3: Structure of the two-channel chirp: (a) Two chirps will
be emitted from the left and right channel. Td is a delay added
into chirp of the right channel for avoiding conflicts. (b) and
(c) are the spectrogram of left and right channel.

δ =
c

2B
=

340m/s

2× 7kHz
≈ 2.4cm, (2)

where δ represents the ranging accuracy, c and B represent the
sound speed in the air and the frequency bandwidth of chirp.

Secondly, we discuss the duration time of the chirp. The
longer the duration time has, the more overlapped parts
between the original chirp and echo have, which makes it
is more difficult to locate the chirp and echo. But when the
duration time is too short, the sound energy becomes so weak
that the echo may not be detected because of the low SNR.
Therefore, we set the duration time with 1ms empirically.

Finally, we discuss the conflict avoidance method between
the left and right channel of the speakers. There are multiple
ways to facilitate multiple-access transmissions using chirp
including TDMA and FDMA. Using frequency diversity is
not ideal since the frequency bandwidth that it operates on
is directly related to the chirp’s timing resolution. Ideally,
each channel would like to cover the maximum bandwidth
to achieve the highest ranging resolution. TDMA suffers
from configuration issues since all chirps would need to be
scheduled in a collision-free manner. Fortunately, the synchro-
nization between the left and right channel is controlled by
the audio module embedded in phone processor. Therefore,
we need to design the two-channel chirp with adding a delay
in the emitted signal from right channel at each repetition.

Fig. 3(a) shows two-channel chirp in the time domain. The
above chirp will be emitted from left channel and the below
will be emitted from right channel. Tc and Td are the chirp
duration time and the time delay is added in the right channel
signal to improve the detection for the echoes of left and right
channel. We set Tc and Td with 1ms empirically. Te is used
for avoiding the interference from multipath effect. Usually,
the multipath effect can be ignored after the chirp spreads
about 6m in indoor environment, since 6m

340m/s ≈ 17.6ms, so
we set Te = 18ms. Given these parameters, speaker will emit
this chirp once every 20ms(TCt) and achieve a frame rate of
50Hz. Fig. 3(b-c) show the spectrogram of two-channel chirp.
The left and right chirp are generated with up-chirp to make
them robust to ambient noises and multipath interference.
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Fig. 4: Detection of chirp and its echo: (a) a originally recorded
frame containing the two-channel chirp and echo, (b) the signal
after noise removing, (c) the envelope of match filter’s output.

B. Chirp Path Measurement

Trajectory estimation needs smart phone to periodically
send the two-channel signal and continuously record the
sound. The sending process of the two-channel signal can be
realized via audio file which includes multiple two-channel
signals. The recording thread puts the recorded audio buffer
into a cache periodically. The audio processing thread contin-
ues to get the audio raw data from the cache and measures
the path length of left and right chirp by the following steps.

Framing the recorded sound: We set the length of sliding
window according to sensing period time. The overlapped part
between sliding window is set to 10% of window’s length.
Then the recorded sound is cut to frames, which contains the
whole two-channel chirp and its echo as shown in Fig.4(a).

Noise reduction and multipath removing: We adopt a
band-pass filter to remove background noises which may be
caused by air conditioner, human talking and music playing.
The low and high cutoff frequency of the band-pass filter
are set to 16kHz and 23kHz respectively. Fig. 4(b) shows
the recorded audio processed by band-pass filter. Besides,
the indoor multipath noises disturb the echo detection, so
we cut out this frame to remove the multipath noises from
surrounding obstacles 1m away as shown in Fig. 4(b).

Envelope detection: Match filter is adopted widely in radar
because of better detection effect to the echo, so it has been
applied on ranging technology [13]. The output of match filter
contains several small peaks that might interfere with the echo
detection. In order to solve this problem, we perform the
envelope detection for the match filter’s output as follows

E(p, s) = F−1
{
Z
{
F{p} · F {s}

}}
, (3)

where p and s represent the windowed chirp and the recorded

signal. F and F−1 represent Fourier transform and the inverse
Fourier transform. F{p} represents the conjugate transform of
the windowed chirp after Fourier transform. Z is a function of
a one-dimensional vector X = [x1, · · · , xn]. This function is
written as Z(X) = [Z(x1), · · · ,Z(xn)], where Z(xi) = 2xi
when xi > 0, and Z(xi) = 0, otherwise. Fig. 4(c) shows the
envelope of the match filter’s output, which is easy to identify
the frame indexes of the chirps and their echoes.

Peak detection: There are four peaks shown in Fig. 4(c),
which correspond to the chirp in left and right channel and
their echoes. Our system requires to automatically detect these
peaks and calculate the distance between them. The process
of peak detection is performed as follows. Firstly, the output
of envelope detection needs to be smoothed in sliding window
for removing the outlier. The size of the window is set with
15 empirically. Secondly, our system detects all peaks and sort
these peaks by their amplitudes in ascending order. Finally, the
highest four peaks are identified as the original two-channel
chirp and their echoes.

Distance measurement: From previous steps, we can get
the frame indexes of original chirp and echo. It assumes that
the frame indexes of the chirp from left channel and its echo
is I0 and I1 and the frame indexes of the chirp from right
channel and its echo is I2 and I3. Then, the flying path of chirp
(dSlHM and dSrHM ) that send from left and right channel to
microphone can be obtained as follows.

dSlHM = (t4− t1)c+ dSlM =
I1 − I0
fs

c+ dSlM

dSrHM = (t5− t3)c+ dSrM =
I3 − I2
fs

c+ dSrM . (4)

C. Coordinates Calculation

The coordinate can be calculated with the geometry of
4SlHSr, so the key is estimating the length of edge dSlH

and dSrH as shown in Fig. 1(c). We know that dSlSr = D,
dSrM = d and the path length dSrHM and dSlHM can be
calculated using Equ. (4).

We assume that the hand only waves in the XY plane. We
use Pythagoras theorem to estimate dSrH and the estimated
value is denoted as d̂SrH .

d̂SrH =
d2SrHM

− d2SrM

2dSrHM
. (5)

Then, d̂SlH is obtained as

d̂SlH = dSlHM − (dSrHM − d̂SrH). (6)

The angle θ can be achieved by the Law of Cosines

θ = π − arccos
d̂2SrH

+ d2SlSr
− d̂2SlH

2d̂SrHdSlSr

. (7)

Thus, the coordinate of hand is located as

H(x, y, 0) = (d̂SrH cos θ, d̂SrH sin θ, 0). (8)
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Fig. 5: High autocorrelation about chirp: (a) and (b) the
spectrogram and time domain information of signal containing
up-chirp and down-chirp. (c) and (d) the envelope of this signal
the correlates with up-chirp and down-chirp.

D. Ranging Accuracy Improvement

The key of our tracking system is to enable accurate distance
ranging with fine resolution. However, we find that the left and
right echo can be only distinguished clearly while the distance
between them is above 5cm, which means the frame index
number between them is at least 14 if sound speed is set as
340m/s). The echo peak detection error has a significantly
influence on the ranging accuracy. One way to reduce echo
peak detection error is adding delay of emitted sound in the
right channel which expands the interval frame counter to
eliminate the interference. In addition, we generate the left
and right chirp using up-chirp and down-chirp. We assume
that the left channel emits the sound first.
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Fig. 6: Improvement for echo detection. (a) Recorded frame
contains left and right chirp and their echoes. (b) Correlation
with the signal emitted from left channel. (c) Correlation with
the signal emitted from right channel. The first two peaks in
(b) and (c) correspond to the original signal and its echo.

Fig. 5 exhibits that this sweep signal has the advantages of
low cross-correlation and high autocorrelation, which facili-
tates precise detection and is robust to device motion, noises,
and ambient sounds. We generate a signal which combines

TABLE I: Ranging error results from the Doppler shift
v (m/s) fD (Hz) Ranging Error (cm)

48kHz 192kHz
3.9 263 1.4 1.1
3 203 0.7 0.7
2 135 0.7 0.53
1 68 0 0.18

0.5 33 0 0

with four windowed chirps, the first and third fragment is
up-chirp and the second and fourth fragment is down-chirp.
Fig. 5(a) and (b) show its frequency and time domain informa-
tion. Fig. 5(c) and (d) show the envelope of cross-correlation
between this signal and up-chirp, down-chirp. Obviously, up-
chirp fragment is detected in time 0ms and 10ms and down-
chirp fragment is detected in time 5ms and 15ms.

This method is used for two purposes. First, there are four
peaks in the output of match filter when the intentional delay
is added in the emitted sound from right channel as Fig. 4(c)
shows. The peak index is obtained after peak detection.
However, we cannot identify whether the echo is emitted from
left or right channel. This method can overcome this problem
with low cross-correlation between up-chirp and down-chirp.
Second, this method helps to distinguish the overlapped echo.
Fig. 6(a) shows a signal combing with up-chirp, down-chirp
and their echoes. Fig. 6(b) and Fig. 6(c) show the cross-
correlation between this signal and up-chirp, down-chirp. we
can see clearly that the chirp emitted from left channel and
its echo is higher than the chirp from right channel in the
Fig. 6(b). The same phenomenon is shown in Fig. 6(c).

IV. TRAJECTORY ESTIMATION

The trajectory can be obtained by taking sequential position
estimation as fast as possible. We can improve it by overcom-
ing the following challenges.

A. Doppler Shift Compensation

The radial velocity of the hand movement causes the
Doppler shift, which increases the ranging error. The Doppler
shift can be calculated by fD = v·fH

c , where fD corresponds
to the Doppler frequency shift, v and c correspond to the speed
of hand movement and sound. fH represents the upper bound
of the chirp frequency.

In the evaluation, the sound speed v is 340m/s and the
encoded chirp’s frequency ranges from 16kHz to 23kHz, so
fH = 23kHz. The experiment in SoundWave [1] indicates
that usually the fastest speed of the hand movement of the
most users is 3.9m/s. Therefore, we only discuss the effort
that the radial speed of the hand movement is below 3.9m/s.
The parameters used for the chirp is the same as in Sec III-A.
We test the effects of Doppler shift with sampling frequency
of 48kHz and 192kHz. The evaluation results are shown in
Table I. Obviously, faster hand movement speed causes larger
ranging errors.

The experiment in AAmouse [4] shows that the speed does
not exceed 1m/s when a user moves a mobile device in hand.
Additionally, we have conducted experiment on a group of



20 users, about 14 users’ hand movement speeds are under
0.8m/s. If users only make simple gesture such as pull and
push, this result in faster speed of hand movement. However, if
users want to draw complex (long and curve) line in the air, the
speed will be slower. Notice that the effect of hand movement
speed on ranging cannot be ignored and compensating the
Doppler shift [14] can reduce the ranging error.

B. Trajectory Correction
This system collects lots of position coordinates through

continuous localization. The trajectory which covers these
points has large errors compared with the ground truth. Tra-
jectory correction method is introduced to solve this problem.
Roughness Penalty Smoothing (RPS) [15] is proposed to deal
with the situation that the sampling data contains lots of
singular points. The objective function S of the RPS is

S=argmin
y∗

{
n∑
i=1

(y (i)−y∗ (i))2+λ
∫ (

∂2f (x)
)2
d (x)

}
,

(9)
where y(i) represents the sample point, y∗(i) represents the
smoothed point. The latter half of this equation is for penal-
ty. λ is the penalty factor.

∫ (
∂2f (x)

)2
d (x) represents the

curvature of the smoothed trajectory.
First, we discuss how to determine ∂2f (x). In fact, if the

function f (x) is a cubic spline, the later part of Equ. (9) can
be transformed as∫ (

∂2f (x)
)2
d (x) = y∗TKy∗. (10)

K can be obtained as K = QR−1Qt. Q and R are expressed
as

Q =


h−1
1 0 ··· 0

−h−1
1 −h−1

2 h−1
2 ··· 0

h−1
2 −h−1

2 −h−1
3 ··· 0

0 h−1
3 ··· 0

...
...

. . .
...

0 0 ··· h−1
n−1


n×(n−2)

(11)

R =


1
3 (h1+h2)

1
6h2 ··· 0

1
6h2

1
3 (h2+h3) ··· 0

...
...

. . .
...

0 0 ··· 1
3 (hn−2+hn−1)


(n−2)×(n−2)

. (12)

where n is the dimensionality of the smoothed data and hi =
ti+1 − ti (t1 < t2 < . . . < tn). ti represents the time slot of
current sampled data. Since the system collects the sampled
data periodically, hi can be set with 1.

Based on the above equation, the objective function in
Equ. (9) can be converted to

S = argmin
y∗

{
yty − 2y∗ty + y∗t (I + λK) y∗

}
. (13)

In fact, y∗ = (I + λK)
−1
y is the optimal solution of S.

The following part discusses how to determine λ. The method
involves the cross-checking method

argmin
λ

{
n−1

n∑
i=1

(
y (i)− y∗ (i)
I −Ai (λ)

)2}
, (14)

(a) Experimental Setup
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Fig. 7: Experimental scenario. (a) A Nexus 6P Phone is fixed
on tripod located on point (0, 0), pulley is used to move
the board along the predesigned path. (b) Red cycles are the
positions of reference points. The distance to phone ranges
from 30cm to 70cm and the angle ranges from 45 to 135
degree. The phone is placed on (0, 0).

where Ai (λ) is the ith diagonal elements of the matrix A,
A = I+λK. It is worth noting that other trajectory correction
methods (i.e., kalman filter and particle filter) also have the
similar effect.

V. IMPLEMENTATION

We implement our system for validating the feasibility of the
hand localization. Our system is composed with a client and a
server. The client sends the two-channel chirp periodically and
continuously records the sound, thus the recorded sound will
be transmitted to the server. The server performs the position
calculation and returns the coordinates back to the client.

The smart phone acts as the client. In specific, the client
was implemented on Nexus 6P with Android version 6.1. It
supports sampling the sound signal with the rate of 192kHz.
We set the sampling rate of microphone as 48kHz for the con-
sideration of processing overhead and requirement in chirp’s
frequency. In addition, the generation of chirp, recording of
acoustic signal in client and transmitting of raw data are
implemented with Android API. We use a PC with Intel
i7 3.3GHz processor and 4GB memory as our server. The
receiving and processing of raw data are implemented with
JAVA 1.6. Client communicates with server via Wireless LAN,
which is implemented with Sockets interface in JAVA library.
This calculation can also be implemented using smart phone
like other schemes.

VI. EVALUATION

Experimental Setup: The experiment is conducted in a
laboratory with the area of 5m × 6m. The laboratory is not
anechoic, therefore it exists multi-path effects and environment
noises.

Fig. 7(a) shows the experiment setup. The phone is fixed
on tripod. The wood board are fixed on tripod with a pulley at
the bottom of this tripod for easy movement. The board and
phone are place on the same hight with 70cm. The size of
wood board is 5cm × 18cm, which is similar to the size of
adult hand and it will be tracked by the phone. Some reference
points with known coordinates are drawn on the floor to be the
ground truth position precisely. Fig. 7(b) shows the locations
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Fig. 9: Ranging estimation error.
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Fig. 10: Static localization estimation error.
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Fig. 8: Static localization distribution map. Each reference
point is denoted as gray dot.

of the reference points. The origin of the coordinate system is
the phone.

For the static localization, we place the tripod with pulley on
each reference point. For continuous localization, the sensing
frequency is set as 40Hz. It is difficult to determine the ground
truth while the target is moving. We apply a method in which
manually moves the target along the motion path passing
through some reference points. The average hand moving
speed is 80cm/s.

We consider the following evaluation metrics:

1) Ranging Error: the difference between the measured
distance and the ground truth distance. Our primary
target is small ranging mean error and standard devi-

ation. The results for mean and standard deviation are
conducted over 20 trials.

2) Localization Error: the Euclidean distance between the
calculated coordinate and its corresponding reference
point.

3) Trajectory Error: the Euclidean distance between the
the coordinate of each point in trajectory and the ground
truth.

A. Performance of Distance Measurement and Localization

Fig. 8 shows the visualized distribution results. In this
figure, the reference point is plotted in gray dot to indicate
the distance with estimated position. It is seen that when
the location is close to the phone and near to the front
of phone, the estimations are closer to their ground truth
reference points. Distance Measurement from target to phone
is a crucial part of EchoTrack. It directly affects the accuracy
of the position estimation, so we first look at the ranging
performance.

Fig. 9(a-b) show the mean ranging error and standard
deviation. It is seen that the locations near the front of the
phone have the position error about 1.2cm. The locations on
the sides of phone have larger error about 2.5cm. Besides, the
locations on the sides of the phone are more unstable than
the locations near the front of phone. Fig. 9(c) shows that the
mean ranging error within 2cm of 80%.

Fig. 10(a-b) show the static localization’s mean error and
standard deviation of ranging error. It confirms our previous
measurement observations that the mean error of location es-
timation is larger toward the periphery. Besides, it also shows
that the static localization has larger mean error compared
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Fig. 11: Raw and smoothed position estimates for the paths of straight line, arc line and triangle.

to ranging module which is resulted from the accumulated
ranging error. Fig. 10(b) shows that the ranging has higher
stability, the reason is that each position is accurate placed, but
the static localization is relatively unstable. Fig. 10(c) shows
the mean error of localization is within 7cm of 80%. We found
that a higher accuracy resulted from the fact that the target is
facing the mobile phone. In this case, there is a stronger echo
reflected to the mobile phone, which leads to the detection of
peak position in the matched filter results more accurate.

B. Performance of Continuous Localization

To evaluate the performance of continuous localization,
three motion patterns are tested by fixing the smart phone and
moving the target along the predefined motion patterns. We
choose three basic patterns: three straight lines, three arc line
paths and a triangle path with sharp turns which are shown
in Fig.11. For each motion path, we compare the accuracy
of position estimation between the sampled raw data and the
smoothed data with the manner of roughness penalty. We also
compare the measurement error versus ground truth for each
motion path.

Fig. 11 shows visual inspection effect and error estimates
of individual motion paths. Firstly, it shows that the estimated
trajectories of curve and triangle paths are acceptable with 0
to 4cm error, however, estimation of straight line path has
larger error. The reason is that the radial velocity of the hand
movement (i.e., moving forward and away from the phone)
causes the Doppler shift, which increases the ranging error.
Secondly, it indicates that the roughness penalty smoothing
method substantially improves the accuracy of estimated tra-
jectories, however, the sharp turns are difficult to compensate,
especially for the vertices of the triangle.

Fig. 12 shows the CDF for the position estimation errors
across the three motion paths. Position estimation with rough-
ness penalty smoothing achieves less than 3cm position error
of 76% and 2cm position error of 48%. Using raw data alone
results in less than 3.6cm position error 80% of the time and
less than 2.8cm position error over 50% of the time.
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Fig. 12: CDF of position error across all paths.

VII. RELATED WORK

Over the past decade, the acoustics-based approach has
provided insights for localization and tracking. In this section,
the systems and approaches will be reviewed where acoustic
signals are used for locating or tracking.

Acoustics Localization: High-precision position can be
achieved with accurate ranging. The ranging accuracy depends
on the signal speed and the precision of TOA measurement.
BeepBeep [7] ranges the distance between two phone without
time synchronization. To identify the mobile phone user is
whether a driver or passenger, detect driving phone system
[16] assumes that the phone position near the driver’s seat



means the phone user is a driver. The proposed acoustic
relative-ranging system locates the phone through the pro-
cessing which records some sound clips from the speakers
of four corners inside the car and determines the different
TOA. EchoLoc [17] is a hand localization solution which can
be enabled on COTS devices. It leverages the microphone
embedded on smart phone and stereo speaker. A TDoA based
localization scheme [18] is designed for grouping and locating
mobile phone users in proximity, which uses internal motion
sensors and speakers/microphones to extract the mobility-
differentiated TOA. Moreover, CondioSense [19] recognizes
the phone context(i.e., pocket, bag, car indoor and outdoor)
using active audio sensing. It captures the attenuation and
interference effects influenced by propagation medium. Unlike
the above approaches, our system is a device-free scheme that
locates the hand through acoustics ranging.

Motion Tracking: MoveLoc [20] can track the moving
objects without carrying any devices (Device-free). The basic
idea is mapping the Doppler frequency shifts of the echo
reflected off moving object to the Angle of Arrival (AoA) from
beacons. This scheme requires special hardware and cannot
be implemented on smart phone. Accurate Air Mouse (AA-
Mouse) [4] can track hand movement with high accuracy in
real time, but this scheme needs the controlled device equipped
with special hardware. Tracko [21] tracks surrounding devices
in 3D space using the time-of-flight of the inaudible signals. It
exchanges a series of inaudible stereo sounds and derives a set
of accurate distances between devices from the differences in
their arrival times. Our scheme can be implemented on smart
phone and without any special hardware, it is implemented
with device-free manner which means it does not require users
to hold the phone in hand. FingerIO [22] tracks the finger
movement by transforming the device into an active sonar
system. In contrast, our system can apply in more complex
scenario, which contains surrounding noises and indoor mul-
tipath effect. Besides, we use a compensation method to offset
Doppler shift due to hand movement. Meanwhile, we utilize
a smoothing method for improving the accuracy of tracking
trajectory.

VIII. CONCLUSION

Hand tracking is becoming increasingly popular as a fun-
damental HCI approach. Users can even interact in-air with
various applications running on surrounding electronic devices
in the hands-free manner. Our work demonstrates that it
is possible to leverage sound signals from smart phone to
track the hand motion in the air. We introduce EchoTrack,
a tracking motion solution that can be enabled on smart
phone as an application. EchoTrack leverages the speaker
array and microphone on smart phone to track the detailed
trajectory of the user’s hand near the smart phone, without
requiring the user to touch the device or hold any hardware. We
design the two-channel chirp to remove the indoor multipath
noise and improve the trajectory accuracy using Doppler shift
compensation and roughness penalty smoothing method. We
have implemented EchoTrack system in the smart phone and

evaluated our tracking motion scheme. The performance shows
EchoTrack is capable of continuous localization resolution
within mean three centimeters of 76% and two centimeters
of 48%. In the future work, we will design a dynamic
scheduling mechanism for energy-efficiency and employ the
conflict avoidance method (TDMA and CDMA) to be used in
multi-user scenarios.
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