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ABSTRACT 
Virtual Reality (VR) is an immersive technology that replicates an environment via computer-simulated reality. VR gets 
a lot of attention in computer games but has also great potential in other areas, like the medical domain. Examples are 
planning, simulations and training of medical interventions, like for facial surgeries where an aesthetic outcome is 
important. However, importing medical data into VR devices is not trivial, especially when a direct connection and 
visualization from your own application is needed. Furthermore, most researcher don’t build their medical applications 
from scratch, rather they use platforms, like MeVisLab, Slicer or MITK. The platforms have in common that they 
integrate and build upon on libraries like ITK and VTK, further providing a more convenient graphical interface to them 
for the user. In this contribution, we demonstrate the usage of a VR device for medical data under MeVisLab. Therefore, 
we integrated the OpenVR library into MeVisLab as an own module. This enables the direct and uncomplicated usage of 
head mounted displays, like the HTC Vive under MeVisLab. Summarized, medical data from other MeVisLab modules 
can directly be connected per drag-and-drop to our VR module and will be rendered inside the HTC Vive for an 
immersive inspection. 
Keywords:  Virtual Reality (VR), HTC Vive, Integration, MeVisLab, Medical Applications. 

1. DESCRIPTION OF PURPOSE 
In contrast to Augmented Reality (AR) [1], which aims to present information that is directly registered to the 

physical environment, Virtual Reality (VR) places a user inside a computer-generated environment. However, VR 
became recently increasingly popular, due to the fact that computer graphics have progressed to a point where the 
images are often indistinguishable from the real world. Thereby, the computer-generated images presented in games, 
movies, and other media are detached from our physical surroundings and led to new consumer devices such as head-
mounted displays (HMD) and gesture-tracking devices, like the Oculus Rift or HTC Vive. Thus, VR not only places a 
user inside a computer-generated environment, rather it can completely immerse a user in a virtual world, as it removes 
any restrictions as to what a user can do or experience in VR [2]-[4]. However, beside games, movies, and other media, 
the medical field has great potential for the newly released HMDs, because they are now able to process and display high 
resolution medical data and applications acquired with modern Computed Tomography (CT) [5]-[8] and Magnetic 
Resonance Imaging (MRI) [9]-[25] scanners. This means these new technologies can have a major impact on health care 
in the near future [26]. Examples are preoperative surgery planning [27] and surgery simulators and trainers [28]. 
Nevertheless, others working in the field of medical VR are Nunnerley et al. [29] who tested the feasibility of an 
immersive 3D virtual reality wheelchair training tool for people with spinal cord injury (SCI). Therefore, they designed a 
Wheelchair Training System that used the Oculus Rift headset and a Dynamic Control wheelchair joystick. Newbutt et 
al. [30] studied the usage of a Virtual Reality Headset (Oculus Rift) in autism populations. In summary, the study 
explored the willingness, acceptance, sense of presence and immersion of ASD (autism spectrum disorder) participants. 
In [31] Farahani et al. explored the virtual reality technology and the Oculus Rift for the examination of digital 
pathology slides. They used an Oculus Rift Development Kit 2 (DK2) and a virtual desktop software, so three 
pathologists could review lymph node cases for digital pathology. However, to the best of our knowledge, there is no 
work that has integrated the HTC Vive into MeVisLab (http://www.mevislab.de/) [32]. Thus we introduce the HTC Vive 
to the medical domain, in addition and complementary to previous studies that worked with the Oculus Rift. In doing so, 
we developed a new module for the medical prototyping platform MeVisLab that provides an interface via the OpenVR 
library (https://github.com/ValveSoftware/openvr) to head mounted devices, therefore, enabling already the direct and 
uncomplicated usage of the HTC Vive under MeVisLab. Finally, and in contrast to the current version of the Oculus 
Rift, the HTC Vive uses a whole room to turn it into 3D space, thus enabling to walk around an object, which enables a 
deeper inspection. 
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2. METHODS 
Data – As datasets for testing and evaluating the integration we used several high resolution Computed Tomography 
(CT) acquisitions from the clinical routine. The datasets consisted of 512x512 voxels in x- and y-direction with a few 
hundred slices in z-direction. We used datasets with variations in anatomy and location of the pathology, like skulls from 
patients, suffering from cranial defects. These datasets are also freely available for download and usage in own research 
purposes, but we kindly ask to cite our work if you do so [33], [34]: 
https://www.researchgate.net/publication/303371734_Cranial_Defect_Datasets 
Note: The datasets we received from our clinical partners have not been downsampled or altered in any way for testing 
the visualization of the original sized scans inside the HTC Vive. Thus, assessing the visual VR quality and evaluate the 
frames per second (fps) performance. 
Workflow – A high level workflow diagram showing the communication and interaction between MeVisLab and the 
HTC Vive via OpenVR is presented in Figure 1. Thereby, MeVisLab provides several modules to import/load (medical) 
data, e.g. in the DICOM format. Afterwards, these image data can be processed and visualized with a variety of modules, 
depending on the task. That can be the segmentation of certain anatomical or pathological structures and the 
representation of the results in 2D and 3D viewer, or the processing with MeVisLab modules that base directly on ITK 
and VTK functions. In this study, the HTCVive module communicates and interacts via OpenVR with the VR device, 
which is in the current implementation the HTC Vive. However, because the OpenVR API provides a way to connect 
and interact with Virtual Reality displays without relying on a specific hardware vendor’s SDK, the module could also 
communicate with another VR device, like the Oculus Rift. In any case, the HTCVive module sends the image data to 
the VR device to be rendered inside the HMD and the VR device provides the position and the orientation of the HMD 
to the MeVisLab module. This allows further visualization under MeVisLab, like rendering the view of the user wearing 
the HMD in a standard 3D viewer for other users not wearing a HMD. For the implementation on the VR side we 
followed, adapted and enhanced the OpenVR example hellovr_opengl. Thereby having an initialization method to load 
the SteamVR Runtime and render a distortion view of the left and right eye. 
Network – The overall MeVisLab network with our HTCVive module is presented in Figure 2. In this network, the 
medical data is loaded via a WEMLoad module (named DataLoad) and is directly passed to the HTCVive module 
(rectangle input at the bottom of the HTC Vive module). Furthermore, the data is passed via a WEMModify, a 
SoWEMRenderer and a SoSeparator module to another SoSeparator (named 3DUserView) on the right side of the 
network. The window on the right side belongs to the 3DUserView module and shows what the user sees who wears the 
HTC Vive. Therefore, the HTC Vive module provides the HMD tracking coordinates of the HTC Vive to have the same 
position and viewing direction as the user wearing the HTC Vive (the HMD tracking coordinates are transferred via a 
parameter connection). The other modules are mainly arithmetic and matrices modules to decompose and compose the 
rotation and translation for a correct visualization. The HTCVive module interface and its parameters are shown on the 
left side, further, a status window of the SteamVR is shown on the lower right corner, indicating that the HMD, the two 
controllers and the two Lighthouse base stations are ready (green). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: High level workflow diagram showing the communication/interaction between MeVisLab and the HTC Vive via OpenVR. 
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Fig. 2: The overall MeVisLab network with the HTCVive module and its interface and parameters on the left side. In addition, our 
module provides the HMD tracking coordinates of the HTC Vive that can be used to have the same position and viewing direction (as 
the user wearing the HTC Vive) in a 3D view window on the right side. 

3. RESULTS 
Overall, the goal of this contribution was to investigate the feasibility of using the HTC Vive under the medical 

prototyping platform MeVisLab. Thus enabling the direct visualization of medical data in the head mounted device via 
the OpenVR library. The integration could be successfully achieved under Microsoft Windows 8.1 with the MeVisLab 
2.8.1 (21-06-2016) Version for Windows Visual Studio 2015 X64 (http://www.mevislab.de/download/) and OpenVR 
SDK 1.0.2 (https://github.com/ValveSoftware/openvr). As MeVisLab module we implemented an image processing 
(ML) module in C++ using the Microsoft Visual Studio 2015 Community Edition and the MeVisLab Project Wizard. 
The HTC Vive MeVisLab module had an input for the medical data that was transferred and displayed in the HTC Vive. 
Further we provided the data at an output for visualization in a standard undistorted 3D view. In addition, our module 
provides the HMD tracking coordinates of the HTC Vive that can be used to have the same position and viewing 
direction (as the user wearing the HTC Vive) also in a 3D view (Figure 2, right window). Furthermore, an extra window 
can be created for a distorted view of the VR input for the right and left eye. For evaluation we tested several medical 
datasets, like patient skulls with cranial defects. As hardware setting for the evaluation we used a desktop PC with 
Windows 8.1 Enterprise installed. The hardware configuration of the desktop computer consisted of an Intel Core i7-
3770 CPU @ 3.40GHz, 16 GB RAM and a NVIDIA GeForce GTX 970 graphics card. Figure 3 shows the frame timing 
results of the configuration for the CPU and the GPU. The frame timing evaluating comes directly from the SteamVR 
and can be activated and displayed via the SteamVR status window (Settings/Performance). The default frame timing 
view splits out CPU and GPU performance in a pair of stacked graphs. Thereby, the blue sections are the time spent by 
the application and further split between scene and other. Scene is the amount of work performed between when 
WaitGetPoses returns, and the second eye texture is submitted and other is any time spent after this for rendering the 
application’s companion window, etc. The CPU timing here does not capture any parallel work being performed, for 
example on your application’s main thread. The Other (brown) section in the GPU timing reflects any GPU bubbles, 
context switching overhead, or GPU work from other application getting scheduled in between other segments of work 
for that frame. Late Starts (indicated in red), is a special case where the application has exceeded its CPU budget for the 
frame, and is likely to drop a frame. However, according to the description on Valve’s website, our system runs with 90 
frames per second, since no frame is dropped in this diagram (note: an even more detailed examination can be achieved 
using gpuview). For more information, please see (last access December 2016): 
https://developer.valvesoftware.com/wiki/SteamVR/Frame_Timing 
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As seen in the frame timing diagram, we could achieve a sufficient framerate for the desktop PC configuration, 
where 10 frames per second are already considered as real-time or interactive in computer graphics applications [35]. 
Subsequently, the medical dataset could be viewed very pleasant to the human eye inside the HTC Vive. 

Fig. 3: Frame timing results of the CPU and GPU for a desktop PC with Intel Core i7-3770 CPU @ 3.40GHz, 16 GB RAM and a 
NVIDIA GeForce GTX 970 graphic card. 

Video 1: Demonstration of the integration of the HTC Vive into the medical platform MeVisLab 
http://dx.doi.org/10.1117/12.2263234
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4. CONCLUSIONS
In this contribution, we presented the successful integration and evaluation of the HTC Vive into the medical 
prototyping platform MeVisLab via the OpenVR library. OpenVR is a software development kit and application 
programming interface developed by Valve for supporting the SteamVR (HTC Vive) and other virtual reality headset 
devices. Thus, the demonstrated integration is in principle device and vendor independent and can also be used with 
other devices. The integration had been carried out with the C++ implementation of a MeVisLab image processing (ML) 
module. Providing inputs for medical datasets, the module is easy to use and can be applied in new MeVisLab networks 
or added to existing ones. Connecting data outputs under MeVisLab per drag and drop to an input of our module is 
already enough to get the data into the HTC Vive. Dataset operations and manipulations, like translation, rotation, 
segmentations, etc. which can be performed in advance with the corresponding and existing MeVisLab modules will 
directly be shown also in VR. In summary, the achieved research highlights of the presented work are: 

• The successful integration of OpenVR with MeVisLab has been demonstrated;
• The developed solution allows MeVisLab programs to connect to virtual reality headset devices;
• Real-time visualization of medical data in VR is now possible under MeVisLab;
• For proof of concept, the integration has been tested with the HTC Vive device;
• The HTC Vive module can be used in new MeVisLab networks or added to existing ones.

There are several areas for future work, in particular the evaluation of our integration with a greater amount of 
medical data formats and supporting these with our module, and providing it to the research community. Additionally, 
the development of a MeVisLab module communicating with the Oculus Rift. Furthermore, using the integration to 
support computer-aided reconstruction of facial defects [36], [37] with photorealistic rendering in VR [38], enabling an 
even more realistic assessment of the pre-operative planning results, which also applies in other medical image 
processing areas [39]-[48]. Moreover, performing image-guided therapy tasks in VR, like the planning of facial surgery 
using miniplates [49]. Finally, integrating OpenVR into other research platforms, like (3D) Slicer [50], [51] and the two 
Medical Imaging (Interaction) Toolkits (MITK) from Heidelberg in Germany (www.mitk.org) and Beijing in China 
(www.mitk.net), respectively. 
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